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EAR Reader, it is our pleasure to present to you Pro-
ceedings of the 2015 Federated Conference on Com-

puter  Science  and  Information Systems (FedCSIS),  which
took  place  in  Łódź,  Poland,  on  September  13–16,  2015.
Each of the papers, found in this volume, was refereed by at
least  two referees and the acceptance rate of full (regular)
papers was 24.01% (91 papers out of 379 submissions).

D

FedCSIS 2015 was organized by the Polish Information
Processing Society (Mazovia Chapter), Wrocław University
of Economics, Systems Research Institute Polish Academy
of Sciences and Łódź University of  Technology. FedCSIS
was  organized  in  technical  cooperation  with:  IEEE Com-
puter Society, IEEE Region 8, IEEE SMC Technical Com-
mittee on Computational Collective Intelligence, Computer
Society Chapter Poland, Gdańsk Computer Society Chapter,
Poland,  Polish Chapter of the IEEE Computational Intelli-
gence Society (CIS),  ACM Special  Interest  Group on Ap-
plied Computing,  European Alliance for Innovation (EAI),
Łódź ACM Chapter, Committee of the Computer Science of
the  Polish  Academy  of  Sciences,  Polish  Operational  and
Systems Research Society, Mazovia Cluster ICT and Eastern
Cluster  ICT  Poland.  Furthermore,  the  10th International
Symposium Advances in Artificial Intelligence and Applica-
tions  (AAIA'15)  was  organized  in  technical  cooperation
with:  International  Fuzzy  Systems  Association,  European
Society  for  Fuzzy  Logic  and  Technology,  International
Rough Set Society and Polish Neural Networks Society.

FedCSIS 2015 consisted of the following events:
• AAIA'15—10th International Symposium Advances

in Artificial Intelligence and Applications 
◦ AIMaVIG'15—1st International  Workshop  on

Artificial  Intelligence  in  Machine  Vision  and
Graphics 

◦ AIMA'15—5th International Workshop on Arti-
ficial Intelligence in Medical Applications 

◦ ASIR'15—5th International  Workshop  on  Ad-
vances in Semantic Information Retrieval 

◦ LQMR'15—1st Workshop on Logics for Quali-
tative Modelling and Reasoning 

◦ WCO'15—8th Workshop on Computational Op-
timization 

• CSS—Computer Science & Systems 
◦ BCPC'15—1st International Workshop on Bio-

logical, Chemical and Physical Computations 
◦ CANA'15—8th Computer  Aspects of  Numeri-

cal Algorithms 
◦ IWCPS'15—2nd International Workshop on Cy-

ber-Physical Systems 
◦ MMAP'15—8th International  Symposium  on

Multimedia Applications and Processing 
◦ WAPL'15—5th Workshop on Advances in Pro-

gramming Languages 
• ECRM—Education, Curricula & Research Methods

◦ DS-RAIT'15—2nd Doctoral Symposium on Re-
cent Advances in Information Technology 

• iNetSApp'15—3rd International  Conference  on In-
novative Network Systems and Applications 
◦ EAIS'15—2nd Workshop on Emerging Aspects

in Information Security 

◦ SoFAST-WS'15—4th International  Symposium
on Frontiers in Network Applications, Network
Systems and Web Services 

◦ WSN'15—4th International  Conference  on
Wireless Sensor Networks 

• IT4MBS—Information  Technology  for  Manage-
ment, Business & Society 
◦ ABICT'15—6th International Workshop on Ad-

vances in Business ICT 
◦ AITM'15—13th Conference  on  Advanced  In-

formation Technologies for Management 
◦ ISM'15—10th Conference on Information Sys-

tems Management 
◦ IT4L'15—4th Workshop on Information Tech-

nologies for Logistics 
◦ KAM'15—21st Conference on Knowledge Ac-

quisition and Management 
• JAWS—Joint  Agent-oriented  Workshops  in  Syn-

ergy 
◦ ABC:MI'15—10th Workshop  on  Agent  Based

Computing: from Model to Implementation 
◦ MAS&S'15—9th International  Workshop  on

Multi-Agent Systems and Simulations 
◦ SEN-MAS'15—4th International  Workshop on

Smart  Energy Networks  & Multi-Agent  Sys-
tems 

Furthermore, an AAIA’15 Data Mining Competition, fo-
cused on “Recognition of activities carried out by first re-
sponders at a fire scene based on body sensor network
readings” has been organized. Its results constitute a sepa-
rate section in these proceedings. Awards for the winners
of the contest were sponsored by: Mazovia Chapter of the
Polish Information Processing Society. 

Each event constituting FedCSIS had its own Organizing
and  Program  Committee.  We would  like  to  express  our
warmest gratitude to members of all of them for their hard
work attracting and later refereeing 379 submissions.

FedCSIS 2015 was organized under the auspices of Prof.
Lena  Kolarska-Bobińska,  Minister  of  Science  and  Higher
Education, Andrzej Halicki, Minister of Administration and
Digitization,  Prof.  Michał  Kleiber, President  of  the Polish
Academy  of  Sciences,  Witold  Stępień,  Marshal  of  Łódź
Province,  Hanna Zdanowska,  Mayor  of  the City of  Łódź,
and Prof. Stanisław Bielecki, Rector of Łódź University of
Technology.

FedCSIS was sponsored by the Ministry of Science and
Higher Eduction, Intel and Samsung.

Maria Ganzha, Co-Chair of the FedCSIS Conference 
Series, Systems Research Institute Polish Academy of 
Sciences, Warsaw, Poland, and Warsaw University of 
Technology, Poland
Leszek Maciaszek, Co-Chair of the FedCSIS Conference 
Series, Wrocław University of Economics, Wrocław, Poland 
and Macquarie University, Sydney, Australia
Marcin Paprzycki, Co-Chair of the FedCSIS Conference 
Series, Systems Research Institute Polish Academy of 
Sciences, Warsaw and Management Academy, Warsaw, 
Poland
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Abstract—The usage of Unmanned Aerial Vehicles (UAVs) is
increasing day by day. In recent years, UAVs are being used in
increasing number of civil applications, such as policing, fire-
fighting, etc in addition to military applications. Instead of using
one large UAV, multiple UAVs are nowadays used for higher
coverage area and accuracy. Therefore, networking models are
required to allow two or more UAV nodes to communicate directly
or via relay node(s). Flying Ad-Hoc Networks (FANETs) are
formed which is basically an ad hoc network for UAVs. This is
relatively a new technology in network family where require-
ments vary largely from traditional networking model, such as
Mobile Ad-hoc Networks and Vehicular Ad-hoc Networks. In
this paper, Flying Ad-Hoc Networks are surveyed along with its
challenges compared to traditional ad hoc networks. The existing
routing protocols for FANETs are then classified into six major
categories which are critically analyzed and compared based
on various performance criteria. Our comparative analysis will
help network engineers in choosing appropriate routing protocols
based on the specific scenario where the FANET will be deployed.

Index Terms—UAV networks, MANET, VANET, FANET, Rout-
ing protocols

I. INTRODUCTION

UNMANNED aerial vehicle (UAV) systems can fly in-
dependently or can be operated distantly. The usage of

UAVs is increasing day by day. Earlier, UAVs were simple re-
motely piloted aircrafts and mostly used for military operations
/ applications. However, in recent years, UAVs are being used
in increasing number of civil applications, such as policing
and fire-fighting, non-military security work, etc.

The use of single-UAV system is very common, but using a
group of small UAVs has become advantageous. Nonetheless,
multi-UAV systems have some exclusive challenges and one of
the most important design issues is the communication. There
are many advantages of multi-UAV systems, such as
• Economical: The installation and maintenance cost of

small UAVs are much less than that of a large UAV [1].
• Flexibility: Single UAV have limited coverage area, hence

coverage rate is low [2]. However, multi-UAV systems can
adapt to the situation easily.
• Continuity: If the UAV operation (operated by one UAV)

fails in a mission, it cannot proceed. However, if a UAV goes
off in a multi-UAV system, the operation can be survived
through other UAVs.
• Faster: It has been shown that the missions can be

completed faster with a higher number of UAVs [3].

• Higher accuracy: Instead of one large radar cross-section,
multi-UAV systems produce very small radar cross-sections
which are more accurate and crucial for military applica-
tions [4].
• Sustainable: Multi UAVs are more sustainable than single

UAV system.
• Easy to solve: Multi-UAVs sometime can be solved

recursively, which is much easier than single UAV system.

Multi-UAV systems have several issues. In a single-UAV
system, a ground base station or a satellite is used for com-
munication. Sometimes, communication link is established
between the UAV and an airborne control system. In every
case, single-UAV communication link is established between
the UAV and the infrastructure. When the number of UAVs
increases in the unmanned aerial systems, designing effective
network architectures becomes a crucial issue.

There are some UAVs, those connect with a ground
base station; others can connect to satellites, thereby realiz-
ing the UAV-to-UAV communication through the infrastruc-
ture. However, there are several design limitations with the
infrastructure-based approach. First of all, each UAV must be
equipped with an exclusive and complex hardware in order
to communicate with a ground base station or a satellite.
Reliability of the communication is the second issue. Another
problem is the range restriction among the UAVs and the
ground base station. If a UAV is outside the coverage area
of the ground station, it becomes disconnected.

To resolve all the above mentioned issues, an alternative
solution for multi-UAV systems is required to create an ad-hoc
network among the UAVs, which is called FANET. In FANET,
only a subset of UAVs can interconnect with the ground station
or the satellite and all UAVs constitute an ad-hoc network.
In this way, the UAVs can communicate with one another in
addition to the ground station.

FANET is basically a special form of MANET/VANET.
There are also certain differences between FANET and the
traditional ad-hoc networks. Mobility degree of FANET nodes
is much higher than that of MANET or VANET nodes. While
typical MANET and VANET nodes are walking human beings
or vehicles, respectively, FANET nodes fly in the sky. Due to
high mobility of FANET nodes, the topology changes more
frequently than the network topology of a typical MANET
or even VANET. FANET needs peer-to-peer connections for
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synchronization and relationship of UAVs. It is required to
collect data from the environment and to transmit to the
command & control center, as in wireless sensor networks [5].
Hence, FANET must support both peer-to-peer communication
and converge cast traffic at the equivalent time. The distances
among FANET nodes are much higher than in MANETs or
VANETs [6]; so higher range of communication is needed.
Multi-UAV systems may include different types of sensors,
and each sensor may require different data distribution ap-
proaches.

There exist a few studies on UAV networks [7]–[11]. In [7],
authors discussed Unmanned Aircraft System (UAS) where
wireless communication is performed through IEEE 802.11b/g
and Dynamic Source Routing (DSR) protocol was used as the
routing protocol. In [8], a net-centric communication process
is described with full command and control architecture for a
heterogeneous unmanned aircraft system (in a small topology).
In [9], authors discussed several networking issues related to
delay-tolerant mobile ad-hoc network architecture. However,
none of these works have provided a comprehensive survey of
the routing issues of FANET networks. A survey [10] was
performed on Flying ad-hoc network where FANET appli-
cation scenario are discussed. It also discusses the FANET
Communication protocols that consist of Physical, MAC,
Network, Transport and Cross-layer architectures. FANET
network layer has been discussed briefly in [11] where it
is proposed that with a small modification on the routing
protocols (used for VANET and MANET), they can be used in
FANET architecture. However, none of these works [10], [11]
have provided a comprehensive survey of the routing issues
of FANET networks.

The main objective of this paper is to explain FANET as
a distinct ad hoc network family and to introduce unique
challenges, design constraints and routing issues in FANETs.

The contributions of this paper are (i) presenting different
challenges and issues of FANET design, (ii) classifying exist-
ing routing protocols for FANET, and (iii) critically analyzing
and comparing them based on various performance criteria.

Our comparative analysis will help network engineers in
choosing appropriate routing protocols based on the specific
scenario where the FANET will be deployed.

The rest of the paper is organized as follows. In Section II,
we present several FANET designing issues. In Section III,
we provide an extensive evaluation of the existing FANET
routing protocols. In Section IV, we provide a comparative
study among the six basic protocols of FANETs, followed by a
discussion of open problems for FANET research in Section V.
Finally, Section VI has the concluding remarks.

II. FANET DESIGN ISSUES

FANET is a new form of MANET where the nodes are
UAVs. So a single-UAV systems cannot form a FANET,
and valid only for multi-UAV systems. Again all multi-UAV
systems do not form a FANET. UAV communication should
create an ad-hoc network between UAVs to create FANET.
Therefore, if the communication between UAVs fully relies

on UAV-to-infrastructure links, it cannot be classified as a
FANET [10].

Fig. 1. A FANET scenery of multi-UAV systems.

In Fig. 1, a detailed multi-UAV system is shown. There
are several area where FANET linked researches are studied
under dissimilar names. Like, aerial robot team [12], aerial
sensor network [13]–[15], but exact FANET base study is
less interest in this topics. UAV ad hoc network [16] is totally
a unique topic, which is thoroughly associated to FANETs.
In fact, there is no major change between the existing UAV
ad-hoc network researches and the above FANET definition.
However, FANET term instantly prompts that it is a specialized
form of MANET and VANET. This is why it is called Flying
Ad-Hoc Network, FANET.

FANET vs. traditional ad-hoc networks:
Wireless ad hoc networks are categorized permitting to their
application, positioning, communication and assignment in-
tentions. By characterization, FANET is a form of MANET,
and there are many mutual design thoughts for MANET and
FANET. FANET can also be classified as a subset of VANET,
which is also a subgroup of MANET.

Fig. 2. MANET, VANET and FANET.

This affiliation is shown in Fig. 2. FANET shares com-
mon characteristics with these networks, and it also has
some unique design challenges. Table I presents a compari-
son among FANET, VANET and MANET. In the following
subsections, the differences among FANET and the existing
wireless ad hoc networks are explained in details.
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TABLE I
COMPARISON AMONG FANET, VANET AND MANET.

❤❤❤❤❤❤❤❤❤❤❤❤❤Criteria
Ad-Hoc network Types

FANET VANET MANET

Node mobility High compactness Medium compactness Low compactness
Mobility model Usually predetermined, but special

mobility models for independent
multi-UAV systems

Steady Arbitrary

Node density Low thickness Medium thickness Low thickness
Topology change Rapid and speedy Average speed Slow and steady
Radio propagation model High above the ground level,LoS

(Line of Sight) is accessible for
most of the cases

Close to ground, LoS is not acces-
sible for all cases

Very close to ground, LoS is not
accessible for all cases

Power consumption and network
lifetime

Needed for mini UAVs, but not
needed for small UAVs

Not needed Need of energy efcient protocols

Computational power Very big Average Limited
Localization GPS, AGPS, DGPS, IMU GPS, AGPS, DGPS GPS

A. Node mobility

Node mobility issues are the most significant difference
between FANET and the other ad hoc networks. MANET
node movement is comparatively slow when it is compared
to VANET. In FANET, the nodes mobility degree is much
higher than in the VANET and MANET. According to [6], a
UAV has a speed of 30–460 km/h, and this situation results
in several challenging communication design problems [17].

B. Mobility model

MANET nodes move on a definite territory, VANET nodes
move on the highways, and FANET nodes fly in the sky. In
multi-UAV systems, the flight plan is not fixed, if a multi-UAV
system uses predefined flight plans it may not be successful,
because of the environmental deviations or operation updates,
the flight plan may need to be recalculated.

C. Node density

Node density is defined as the average number of nodes in
a unit area. FANET nodes are normally spread in the sky, and
the distance between UAVs can be several kilometers even for
small multi-UAV systems. As a result of this, FANET node
density is much lower than in the MANET and VANET.

D. Topology change

Due to higher mobility degree, FANET topology changes
more regularly than MANET and VANET topology. When a
UAV fails, the links that the UAV has been involved in also
failed and it results in a topology update. Another factor that
affects the FANET topology is the link outages. Because of the
UAV schedules and variations of FANET node distances, link
quality changes very quickly, and it also causes link outages
and topology changes [18].

E. Radio propagation model

FANET and the other ad hoc network operating environ-
ments affect the radio propagation characteristics. MANET
and VANET nodes are very close to the ground, and in many
cases, there is no line of-sight between the sender and the
receiver. Radio signals are mostly affected by the geographic

structure. Again, FANET nodes those are away from the
ground can be driven remotely and in maximum case; there is
a line-of sight between UAVs [10].

F. Power consumption and network lifetime

Developing energy efficient communication protocols is a
major part to increase the network lifetime. Particularly, while
the battery-powered computing devices in MANETs; system
developers have to pay extra attention to the energy efficient
communication protocols. However, FANET communication
hardware is powered by the energy source of the UAV.
This means FANET communication hardware has no power
resource problem as like in MANET.

G. Computational power

MANET nodes are battery powered small computers such
as laptops, PDAs and smart phones. Because of the size and
energy constraints, the nodes have only limited computational
power. On the other hand VANETs and FANETs support
devices with high computational power.

H. Localization

In MANET, GPS is generally used to receive the coordinates
of a mobile communication terminal, and maximum time, GPS
is enough to regulate the location of the nodes. In VANET, for
a navigation-grade GPS receiver, there is about 10–15 m ac-
curacy, which can be satisfactory for route guidance. Because
of the high velocity and dissimilar mobility models of multi-
UAV systems, FANET needs highly accurate localization data
with smaller time intervals. GPS provides position information
at one second interval, and it may not be adequate for certain
FANET protocols.

III. FANET NETWORKING PROTOCOLS

There exists many routing protocols for wireless and ad-
hoc networks, such as pre-computed routing, dynamic source
routing, on demand routing, cluster based routing, flooding,
etc. FANET is a sub-class of VANET and MANET networks.
Therefore, MANET routing protocols are initially chosen and
tested for FANET. Due to the UAV-specific issues, such as,
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rapid changes in link quality, most of these protocols are
not directly applicable for FANET networks. Hence, in order
to implement this new networking model, some definite ad-
hoc networking protocols have been implemented and some
previous ones have been adapted. These protocols can be
classified into six major categories:
• Static protocols, having fixed routing tables (no need to

refresh these tables).
• Proactive protocols, have periodically refreshed routing

tables.
• Reactive protocols (also called on-demand protocols)

discover paths for messages on demand.
• Hybrid protocols that use both proactive and reactive

protocols.
• Position/Geographic Based protocols that use position

or area coverage.
• Hierarchical protocols that use hierarchy model for

routing.
With the help of all these routing protocols, a FANET can

actively discover new paths among the communicating nodes.

A. Static Routing Protocols

In static routing protocol, a routing table is calculated and
uploaded to UAV nodes before an assignment, and cannot be
updated during the operation; this is why it is called static.
UAVs in this protocol have a constant topology [19]. Here
every node communicates with a limited numbers of UAVs
or ground stations, and it only preserves their information. In
case of a failure (of a UAV or ground station), for updating the
tables, it is essential to wait until the assignment is finished.
As a result there are no fault tolerant approach for dynamic
environments in static routing protocols.

1) Data Centric Routing: UAVs wireless communication
support one to many data transmission which is similar to one-
to-one data transmission [20], [21]. This method is selected
when the data is requested by a number of nodes, and data
distribution is done by on-demand algorithms. Data-centric
routing is a favorable model of routing mechanism and can
be adjusted for FANET [22], [23].

Fig. 3. Data centric routing model in FANET.

Data demand and gathering are done by data attributes
instead of sender and receiver nodes’ IDs. As shown in Fig. 3,
this model is usually skillful with cluster infrastructure.

In this model, the consumer node (either ground node or
a UAV) broadcasts queries (such as ”get video of area X if
there is a change of more than % 3”) as contribution message
in order to collect particular data from a precise area. Routing
is done with respect to the content of data. Data aggregation
algorithms may be used for energy efficient data broadcasting.
This routing executes three scopes of decoupling:

• Space decoupling: Communicating parties can be any-
where.

• Time decoupling: Data can be transmitted to the sub-
scribers instantly or later.

• Flow decoupling: Delivery can be accomplished con-
stantly.

This model can be chosen when the system contains a small
number of UAVs on a planned path, which involves minimum
assistance.

2) Multi-Level Hierarchical Routing: Organizing UAV net-
works hierarchically a number of clusters needs to operate in
different mission areas, as shown in Fig. 4. Each cluster has
a cluster head (CH), which will represent the whole cluster;
this separate cluster can perform different activities. Each CH
is in connection with the upper/lower layers (ground stations,
UAVs, satellites, etc.) directly or indirectly. To broadcast data
and control info to other UAVs in the cluster, CH should be
in direct communication range of other UAVs in cluster.

Fig. 4. Multi-Level Hierarchical routing model in FANET

This model is better if UAVs are controlled in changed
swarms, the mission area is huge, and several UAVs are used
in the network.

3) Load Carry and Deliver Routing: In this model, a UAV
loads data from a ground node; then the data is being carried
to the destination by flying; and at the end the data reached
to the destination ground node.

The main objectives of load carry and deliver routing is
to maximize throughput and increase the security. But the
main drawback of this protocol is whenever the distance of
communicating parts growth, the transmission delay becomes
tremendously huge and unendurable. To solve this problem
multi-UAVs system can be developed so that it decreases
transmission delay as well as the distance among UAVs.

B. Proactive Routing Protocols
Proactive routing protocols (PRP) use tables to store all

the routing in the network. The main advantage of proactive
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routing is that it stores the latest information of the routes;
therefore, it is easy to choose a route from the sender to the
receiver, as a result transmission delay can be minimized. But,
there are some disadvantages of this protocol.
First, there are lot of messages are being exchange between

nodes, therefore bandwidth optimization is not possible. For
this reason PRPs are not suitable for highly mobile and/or
larger networks. Second, when the topology change or con-
nection failure occurs, PRP shows a slow reaction.

1) Directional Optimized Link State Routing: This protocol
is based on the well known Optimized Link State Routing
Protocol (OLSR) [24]. One of the most important factors that
affect the OLSR performance is to select multipoint relay
(MPR) nodes. The sender node selects a set of MPR nodes so
that the MPR nodes can cover two hop neighbors. One of the
most crucial design issues for OLSR is the number of MPRs,
which effects the delay dramatically. Simulation studies [25]
showed that DOLSR can reduce the number of MPRs with
directional antennas.

2) Destination Sequenced Distance Vector: This protocol
mainly uses the Bellman Ford algorithm with slight modifi-
cations for ad hoc networks. In DSDV, each node saves a
routing table (with sequence number) for all other nodes, not
just for the neighbor nodes [26]. Whenever the topology of the
network changes, these changes are circulated by the protocol
to update devices. To eliminate routing-loops and to identify
the latest route, DSDV uses sequence numbers, which are
allocated by destination nodes. The route which has higher
sequence number is selected.

The main advantages of DSDV are easy algorithm and the
usage of sequence numbers, which guaranteed the protocol to
be loop free. Again, it has some drawbacks. For an upto date
routing table, each node periodically broadcast routing table
updates, which brings overhead to the network.

3) Topology Broadcast based on Reverse-Path Forwarding:
This protocol use Dynamic Source Routing (DSR) [27]. The
main advantage to choose DSR is its reactive configuration.
The source tries to find a path to a destination, only if it has
data to send. Main drawback of this protocol is the topology
is unstable when the nodes are highly mobile.

C. Reactive Routing Protocols

Reactive Routing Protocol (RRP) can be referred as on
demand routing protocol. If there is no connection between
two nodes, there is no need to calculate a route between them.
The concept RRP is came to overcome the overhead problem
of PRP.

There are two different messages in this protocol:
Route Request messages and Route Reply messages.
Route Request messages are created and transmitted by
flooding to the network by the source node, and the destination
node responses to this message with a Route Reply message.
RRP is bandwidth efficient, because there is no periodic
messaging. Main drawback is it takes long time to find the
route; as a result high latency may occur.

1) Dynamic Source Routing: Dynamic Source Routing
(DSR) is designed for wireless mesh networks [28]. In DSR,
the source node broadcasts a route request message to its
neighbor nodes. In the entire communication route, there can
be many route request messages. So, to avoid mix-up, the
source node added a distinctive request id. If the source node
is not capable to use its present route (changes in the network
topology), then the route repairs mechanism is triggered. This
routing protocol was implemented by Brown et al. in [29] and
they found finding a new route in UAV network with DSR can
be frustrating.

2) Ad-hoc On-demand Distance Vector: Ad-hoc On-
demand Distance Vector (AODV) has almost the similar on-
demand features with DSR. The only difference is routing
table maintenance [30].

In DSR each node can store multiple entries in the routing
table for each destination while in AODV; there is a single
record for each destination. Another difference in DSR, the
data packets transfer the complete path between source and
the destination nodes. But in AODV, the source node only
stores the next-hop information consistent to each data com-
munication.

AODV routing protocol consists of three phases: route
discovery, packet transmitting and route maintaining.

3) Time-slotted on-demand Routing: Time-slotted on-
demand routing protocol is proposed in [31] for FANETs.
Basically it is time-slotted version of AODV. Time-slotted
on-demand protocol uses dedicated time slots in which only
one node can send data packet. Although it increases the use
of network bandwidth but mitigates the packet collisions and
ensure packet delivery.

D. Hybrid Routing Protocols

To overcome the limitations of previous protocol Hybrid
routing protocol (HRP) is introduced. Reactive routing proto-
cols needs extra time to discover route and proactive routing
protocols has huge overhead of control messages both can
mitigate in HRP. HRP is appropriate for large networks. A
network can be divided into a number of zones where intra-
zone routing used proactive method while inner-zone routing
uses reactive method [11].

1) Zone Routing Protocol: Zone Routing Protocol (ZRP)
is based on the concept of zones [32]. In this protocol, each
node has a different zone. The zone is defined as the set of
nodes whose minimum distance is predefined radius R. So,
the zones of neighboring nodes intersect. The routing inside
the zone is called as intra-zone routing, and it uses proactive
method. If the source and destination nodes are in the same
zone, the source node can start data communication instantly.
When the data packets need to send outside the zone the inter-
zone routing is used and reactive method is applied.

2) Temporarily Ordered Routing Algorithm: Temporarily
Ordered Routing Algorithm (TORA) routers only preserve info
about adjacent routers [33]. TORA mainly uses a reactive
routing protocol but it also use some proactive protocol. It
constructs and preserves a Directed Acyclic Graph (DAG)
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from the source node to the destination. TORA does not use a
shortest path solution, sometime longer routes used to reduce
network overhead. Each node has a parameter value termed as
”height” in DAG, which is unique for each node. Data flow
as a fluid from the higher nodes to lower. It is structurally
loop-free because data cannot flow to the node that has higher
value [11].

E. Position/Geographic Based Routing Protocols

Position-based routing needs information about the physical
position of the contributing nodes in the network. Generally,
each node calculates its own location through the use of GPS
or some other type of positioning facilities. Position based
routing is primarily motivated by two subjects, (i) A position
facility is used by the sender of a packet to decide the position
of the destination and (ii) A forwarding approach used to
forward the packets.

1) Greedy Perimeter Stateless Routing: Greedy Perimeter
Stateless Routing (GPSR) is a position based protocol, have
several advantages over proactive and reactive routing proto-
cols. Shirani et al. developed a simulation framework to study
the position-based routing protocols for FANETs [34]. The
outcome of the study is that GPSR can be used for compactly
positioned FANETs. But, reliability is the major issue of this
protocol. For this another method, like face routing, can be
used to achieve more reliability.

2) Geographic Position Mobility Oriented Routing: The
traditional position-based protocols only depend on the lo-
cation information of the nodes. But, geographic position
mobility oriented routing predicts the movement of UAVs
with Gaussian − Markov mobility model, and uses this
information to guess the next hop.

F. Hierarchical Routing Protocols

In hierarchical routing protocols the choice of proactive and
of reactive routing depends on the hierarchic level. The routing
is primarily established with some proactive planned routes
and then helps the request from by triggered nodes through
reactive protocol at the lower levels. The main drawbacks of
this protocol are: complexity and addressing scheme which re-
sponse to traffic request as a result it hang the interconnecting
factors.

1) Mobility prediction clustering: It operates on the dictio-
nary of Trie-structure calculation algorithm and link termina-
tion time mobility model to guess network topology updates.
In this way, it can build more constant cluster formations [35].

2) Clustering algorithm of UAV networking: It constructs
the clusters on the ground, and then updates the clusters
through the mission in the multi-UAV system [36].

IV. COMPARATIVE STUDY

As mentioned earlier, there exist six basic protocols for
FANET. In this section, we critically analyze and compare
these basic FANET protocols. Table II presents the com-
parative study among these six FANET routing protocols:
static, proactive, reactive, hybrid, position/geographic based

and hierarchical protocols. We explain each of the comparison
criteria in more details in this section:

A. Main Idea

The main idea for static protocol is routing information is
fixed for a specific mission and loaded into the UAVs before
the mission. Proactive protocol stores the current route infor-
mation into the table. Reactive protocol is on demand protocol;
when the source asks for destination route, it calculates the
route. Hybrid protocol is a combination of both proactive
and reactive protocols. Position/geographic protocol uses GPS
or other location service to calculate the route. Hierarchical
protocols uses hierarchy model to find route.

B. Complexity

For static protocol, complexity is relatively low because des-
tination is fixed. However, for proactive, reactive and hybrid
protocol, complexity is medium. In case of topology change,
route finding becomes more complex in proactive protocol.
For position-based protocol, finding route becomes difficult
if the location service is poor. In an urban area, hierarchical
protocol is useful but its setup is not so simple.

C. Route

In case of static protocol, route is fixed throughout the
mission. For all other protocols, routes are dynamic.

D. Topology size

Static protocol is used for fixed mission. As a result, if
the topology size is large, there is chance of topology change.
Hence, static protocol is suitable for small networks. Proactive
protocol is a table-driven protocol; hence, if the number
of UAVs increases, their corresponding routing table entries
also increases. Thus, proactive protocol is suited for small
networks. For hybrid protocols, intra-zone routing is usually
fixed and small sized. Position based and hierarchical protocols
are used in larger network.

E. Memory size

In static protocols, the whole routing information is up-
loaded into the UAVs before the mission. As a result, it
requires large memory space. If the number of nodes increases,
the table size grows larger. Thus, proactive protocol requires
larger memory. Reactive protocol is source driven; hence,
when source is required to find route, it is activated, requiring
less memory. Position-based protocol caches the coordinates
of each UAV, thereby requireing large memory space. Hier-
archical protocol uses hierarchical structure whose memory
requirement is low.

F. Fault tolerant

In FANETs, mission route or topology change is a very
common scenario. However, static protocols do not support
this scenario. Therefore, fault tolerance is absent in this pro-
tocol. However, every other protocol has some fault tolerance.
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TABLE II
COMPARISONS AMONG THE BASIC ROUTING PROTOCOLS IN FANETS.

PPPPPPPPPPPCriteria

Different
Protocol

Types Static Protocols Proactive Proto-
cols

Reactive Proto-
cols

Hybrid Protocols Position/Geographic
Based Protocols

Hierarchical Proto-
cols

Main Idea Static routing ta-
ble

Table driven
protocols

On demand pro-
tocol

Combination of
proactive and
reactive protocols

Position-based pro-
tocol

Protocol
maintained through
hierarchy

Complexity Low Medium Average Average High High
Route Static Dynamic Dynamic Dynamic Dynamic Dynamic
Topology size Small network Small network Large network Both small and

large network
Large network Large network

Memory size High High Low Medium High Low
Fault tolerant Absent Present Present Mostly present Present Present
Bandwidth Utilization Maximum Minimum Maximum Medium Minimum Maximum
Convergence Time Fast Slow Mostly fast Average Average Average
Signalling Overhead Absent Present Present Present Present Present
Communication Latency Low Low High High Low High
Mission Failure Rate High Low Low Very low Very low Very low
Popularity Less Medium Medium High Less High
Application Fixed mission Dynamic

mission
Dynamic
mission

Dynamic mission Dynamic mission Dynamic mission

G. Bandwidth utilization

Static protocols are used in small network where topology is
fixed; as a result, bandwidth utilization is high in this protocol.
Proactive protocols have to send hello messages periodically in
the network. Therefore, this protocol requires more bandwidth.
Reactive protocols are source driven, requiring less bandwidth.
For hybrid protocols, bandwidth utilization is medium. Posi-
tion based protocol send source location as extra information;
hence, bandwidth consumption rate is higher. Hierarchical
protocols use limited bandwidth as each UAV is connected
to upper level UAVs.

H. Convergence time

In the static protocol, destination is predetermined. As
a result route finding time is minimal. Proactive protocol
searches the destination node after each topology change,
resulting in larger converge time. Reactive protocols usually
find route much faster but if topology changes, this protocol
takes more time than normal case. Hybrid, position based and
hierarchical protocols usually take average time to converge.

I. Signalling overhead

Other than static protocols, each protocol (proactive, reac-
tive, hybrid, position based and hierarchical) have signaling
overheads, such as hello message in proactive protocols, route
request and route reply message in reactive protocols, etc.

J. Communication latency

Static, proactive and position based protocols have low
communication latency since the distance between the UAVs
in these protocols is small. Reactive, hybrid and hierarchical
protocols have higher latency because UAV-to-UAV and UAV-
to-ground station distance is much higher in these protocols.

K. Mission failure rate

Topology and route change are common phenomena in
FANETs.Other than static protocols, each protocol has backup
strategy for topology change. Only static protocols do not
have any strategy when topology or route changes, as a result
mission failure rate is very high in this protocol.

L. Popularity

Static protocols is not fault tolerant and position based
protocols need extra mechanism to find the positions of the
UAVs. This is why, these two protocols are least popular. Rest
of the protocols are much more popular.

M. Applications

Static protocols are used in missions where mission objec-
tive and topology are fixed. Hierarchical protocols are mostly
used in military operations where communication is difficult.
Previously, most of the protocols were used in military oper-
ations. However, use of UAVs have increased day by day. As
a result, many civil operations are now conducted by multi-
UAVs systems. For this reason, all the protocols are being
modified so that these protocols can be used in normal and
civil operations.

V. OPEN RESEARCH PROBLEMS

Existing MANET and VANET routing protocols cannot
satisfy all the FANET routing requirements. Therefore, routing
is one of the most important and challenging issues for
FANETs. In this section, we list a few open research issues
regarding routing in flying ad hoc networks.

A. P2P UAV communications

In FANET, movements of UAVs are very fast, resulting
in very rapid network topology change. Hence, data routings
among the UAVs are challenging. The routing protocols should
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be capable of updating routing tables dynamically. Peer-to-
peer communication is crucial for cooperative synchronization
and collision anticipation of multi-UAV systems. FANET
can collect information from the environment as in wireless
sensor networks, which is a different traffic configuration.
Developing a peer-to-peer communication and converge cast
traffic can be an attractive topic in FANETs. Data centric
routing for FANETs is another encouraging approach which
is still unexplored.

B. Regulations for civilian UAVs

The uses of UAVs are increasing day by day and now it has
become a part of most of countries national airspace system.
However, most of the existing air principles do not allow UAV
operations in civil airspace. This is the biggest obstruction to
the development of Unmanned Arial Systems in civilian areas.
As a result, distinctive rules and guidelines to integrate UAV
flights into the national airspace need to be deployed urgently.

C. Robust FANET algorithms

In a large area mission and multi-UAV operations, dynamic
changes (such as addition / deletion of UAVs, fixed and
dynamic threats, etc.) can occur. Therefore, robust algorithms
with dynamic route adjustments are compulsory to coordinate
the fleets of UAVs. It is essential for FANET to support
qualities of services (QoS) so that it can protect against some
predetermined service performance constraints, such as delay,
bandwidth, jitter, packet loss, etc.

D. UAV placement

The sizes of mini-UAVs are small and they carry limited
payloads, for example single radar, infrared camera, thermal
camera, image sensor, etc. Therefore, different sensors can
be merging-up with different UAVs; or one UAV can be
integrated with a thermal camera and another with image
sensor. Regarding this, UAV placement to reduce energy
consumption is still an open issue.

E. FANET standardization

FANET uses various wireless communication bands, such
as, VHF, UHF, L-Band, C-band, Ku-Band, etc. [11] which are
also used in different application areas, such as GSM networks,
satellite communications. For reducing congestion problem,
FANETs require standardization. FANET should connect to
integrate with a Global Information Grid (GIG) as one of the
main information platforms to increase its efficiency.

F. Coordination of UAVs with Manned aircraft

In the future, flights of UAVs with other manned aircraft
are likely to increase. Coordination of these two will ensure
the destruction of opponent aircraft with minimal losses.
Therefore, the association of UAVs and manned aircraft should
be in a networked environment.

VI. CONCLUSION

Unmanned Aerial Vehicles have promising role in a large
operation zone with complicated missions. For the region that
are reasonably isolated from the ground and to accomplish
complex tasks, UAVs require cooperation with one another
and need a quick and easy deploying network system. Multi-
UAV system reduces the operation accomplishment time and
increases reliability of the system for airborne operations when
compared to a single-UAV system. To apply networking in
non-LOS, urban, aggressive, and noisy environment, multi-
UAV system is very effective and accurate.

Communication is one of the most challenging issues for
multi-UAV systems. In this paper, ad hoc networks among the
UAVs, i.e, FANETs are surveyed along with its key challenges
compared to traditional ad hoc networks. The existing routing
protocols for FANETs are classified into six major categories
which are then critically analyzed and compared based on
various performance criteria. Finally, we list several open
research issues related to FANET routing protocols to inspire
researchers work on these open problems.
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Abstract—In the twenty years from first grade to a PhD, stu-
dents  never learn any subject by the methods for which ma-
chine-learning algorithms have been designed. Those algorithms
are useful for analyzing large volumes of data. But they don’t
enable a computer system to learn a language as quickly and ac-
curately as a three-year-old child. They’re not even as effective
as a mother raccoon teaching her babies how to find the best
garbage cans. For all animals, learning is integrated with the
cognitive cycle from perception to purposeful action. Many al-
gorithms are needed to support that cycle.  But an intelligent
system must be more than a collection of algorithms. It must in-
tegrate them in a cognitive cycle of perception, learning, reason-
ing, and action. That cycle is key to designing intelligent sys-
tems.

I. THEORIES OF LEARNING AND REASONING

HE nature of the knowledge stored in our heads has ma-
jor implications for educating children and for designing

intelligent  systems.   Both  fields  organize  knowledge  in
teachable modules that are presented in textbooks and stored
in well structured databases and knowledge bases.  A system-
atic organization makes knowledge easier to teach and to im-
plement in computer systems. But as every student discovers
upon entering the workforce, “book learning” is limited by
the inevitable complexities,  exceptions,  and ambiguities of
engineering,  business,  politics,  and  life.  Although  precise
definitions and specifications are essential for solving prob-
lems in mathematics, science,  and engineering, most prob-
lems aren’t well defined. As Shakespeare observed, “There
are more things in heaven and earth, Horatio, than are dreamt
of in your philosophy.” 

T

During the past half century, neuroscience has discovered
a great deal about the organization of the human brain and its
inner workings. But each discovery has led to far more ques-
tions than answers. Meanwhile, artificial intelligence devel-
oped theories, tools, and algorithms that have been success-
fully applied to practical applications. Both neuroscience and
AI have been guided by the centuries of research in other
branches of cognitive science: philosophy, psychology, lin-
guistics, and anthropology. 

One explanation of learning that  has been invented and
reinvented  in  various  guises  is  the  apperceptive  mass or
dominant system of ideas. It was suggested by Leibniz, elab-
orated by Johann Friederich Herbart [5], and had a strong in-
fluence on educational psychology [31]:

There is a unity of consciousness — attention, as one   
might call it — so that one cannot attend to two ideas   

at once except in so far as they will unite into a single
complex idea. When one idea is at the focus of the
consciousness  it  forces  incongruous  ideas  into  the
background or out of consciousness altogether. Com-

bined ideas form wholes and a combination of related
ideas form an apperceptive mass, into which relevant
ideas  are  welcomed  but  irrelevant  ones  are  ex-
cluded… If  information is  to  be  acquired  as  easily
and as rapidly as possible, it follows that in teaching
one should introduce new material by building upon
the apperceptive mass of already familiar ideas. Rele-
vant ideas, then, will be most easily assimilated to the
apperceptive mass, while irrelevant ideas will tend to
be resisted and, consequently, will not be assimilated
as readily. 

In AI, versions of semantic networks from the 1960s [20]
to the 1990s [8]  resemble Herbart’s apperceptive mass. In
fact,  the  implementations  exhibit  many  of  the  properties
claimed by educational  psychologists  [26].  Piaget  and  his
colleagues  in  Geneva  observed  children  and  analyzed  the
schemata they used at various ages [19]. They showed that
learning progresses by stages, not by a series of database up-
dates. At each stage, the brain assimilates new information to
its existing structures. When the complexity of the informa-
tion grows beyond the capacity of the structures at one stage,
a minor revolution occurs, and a new schema is created to re-
organize the mental structures. The later, more abstract con-

ceptual schemata are derived by generalizing, building upon,
and reorganizing the  sensorimotor schemata formed in in-
fancy and early childhood. 

Rumelhart and Norman [23] used the term  accretion for
Piaget’s assimilation of new information to the old schemata.
They split Piaget’s notion of accommodation in two stages of
tuning and restructuring:

• Accretion. New  knowledge  may  be  added  to
episodic memory without changing semantic mem-
ory. It  corresponds  to  database  updates  that  state
new  facts  in  terms  of  existing  categories  and
schemata. 

• Schema tuning. Minor changes to semantic memory
may add new features and categories, generalize old
schemata  to  more  general  supertypes,  and  revise
priorities or defaults. 

• Restructuring. As episodic memory becomes more
complex, a major reorganization of semantic mem-
ory may be needed. Completely new schemata and
concept types may represent old information more
efficiently,  support  complex  deductions  in  fewer
steps,  and  make drastic  revisions  to  old  ways  of
thinking and acting. 

Restructuring is responsible for the plateau effect: people
quickly learn a new skill up to a modest level of proficiency;
then they go through a period of stagnation when study and
practice  fail  to  show a  noticeable  improvement;  suddenly,
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they  break  through  to  a  new  plateau  where  they  again
progress at a rapid rate — until they reach the next plateau.   

Restructuring is the creative discovery. When a person at-
tains a new insight, a sudden revolution reorganizes the old
information in the new categories and schemata. 

The paradigms that psychologists have proposed for hu-
man learning have their counterparts in AI. In 1983, a review
of machine learning [3], distinguished three historical peri-
ods, each characterized by its own paradigm for learning: 

• Stimulus-response. In the late 1950s and early 60s,
neural  nets and  self-organizing  systems were  de-
signed to start from a neutral state and build up in-
ternal connections solely by reinforcement and con-
ditioning. 

• Induction of concepts. A higher form of learning is
the induction of new types of categories from the
data. It started in the 1960s with clustering and con-
cept  learning techniques,  and it  can be integrated
with every learning system, formal or informal. 

• Knowledge-intensive learning. Before a system can
learn  anything new, it  must  already have  a  great
deal of initial knowledge. Most methods of restruc-
turing  are  compatible  with  knowledge-intensive
learning. 

One of the first steps in restructuring is categorization:  se-
lecting new concept types, mapping percepts to those types,
and assigning the types to appropriate levels of the type hier-
archy. A more radical alteration of schemata is a leap into the
unknown. It  requires someone to abandon comfortable old
ways of thought before there is any reassurance that a new
schema is better. To explain how such learning is possible,
Charles Sanders Peirce [17] proposed the reasoning method
of abduction, which operates in a cognitive cycle with obser-
vation,  induction,  abduction,  deduction,  testing,  action —   

and repeat:
• Deduction is logical inference by formal reasoning

or plausible reasoning. 
• Induction involves gathering and generalizing new

data according to existing types and schemata. 
• Abduction consists of a tentative guess that intro-

duces a new type or schema, followed by deduction
for  exploring  its  consequences  and  induction  for
testing it with reality. 

An abduction is a  hunch that  may be a brilliant  break-
through or a dead end. The challenge is to develop a com-
putable  method  for  generating  insightful  guesses.  Before-
hand, a guess cannot be justified logically or empirically. Af-
terwards, its implications can be derived by deduction and be
tested against the facts by induction. Peirce’s logic of prag-
matism integrates the reasoning methods with the twin gates
of perception and purposeful action.

II. DEEP LEARNING

Educational psychologists, who were strongly influenced
by  Herbart,  Piaget,  and  William  James,  distinguish  deep

learning as a search for meaning from  surface learning as
the memorization of facts. Although their definitions are not
sufficiently precise to be implemented in AI systems, surface

learning corresponds to accretion, and deep learning corre-
sponds to schema tuning and restructuring. 

Educational  psychologists  considered  behaviorism  rat

psychology. But Thorndike [29], a former student of William
James,  used animal  experiments to  develop  a  stimulus-re-
sponse  theory,  which  he  called  connectionism:  rewards
strengthen  the  S-R  connections,  and  punishments  weaken
them. In 1943, McCulloch and Pitts [13], a neurophysiolo-
gist  collaborating  with  a  logician,  designed  a  theoretical
model of neural nets that were capable of learning and com-
puting any Boolean function of their inputs. To implement a
version, Rosenblatt  used potentiometers to change weights
on the links of a net called a  perceptron [22]. Later neural
nets were implemented by programs on a digital computer.

Behaviorist  methods  of  operant  conditioning  suggested
neural-net methods of learning by backpropagation. Figure 1
shows a neural net with stimuli entering the layer of nodes at
the left. The nodes represent neurons, and the links represent
axons and dendrites that propagate signals from left to right.
In computer simulations, each node computes its output val-
ues as a function of its inputs. Whenever a network generates
an incorrect response to the training stimuli, it is, in effect,
“punished” by adjusting weights on the links, starting from
the  response  layer  and  propagating the  adjustments  back-
wards toward the stimulus layer. 

Figure 1 is an example of a multilayer feedforward neural
network. The original perceptrons had just a single layer of
nodes that connected inputs to outputs. With more layers and
the option of cycles that provide feedback from later to ear-
lier nodes, more complex patterns can be learned and recog-
nized. After a network has been trained, it can rapidly recog-
nize and classify patterns.  But  the training time for  back-
propagation increases rapidly with the number of inputs and
the number of hidden layers. 

Many  variations  of  algorithms  and  network  topologies
have been explored, but the training time for a network grew
exponentially  with  the  number  of  layers.  A major  break-
through for deep belief networks was a strategy that reduced
the training time by orders of magnitude. According to Hin-
ton [6], the key innovation was “an efficient, layer by layer
procedure” for determining how the variables at  one layer
depend on the variables at the previous layer.

Fig 1. A neural net for connecting stimuli to responses
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Deep belief nets are learned one layer  at a time by
treating the values of the latent variables in one layer,
when they are being inferred from data, as the data for
training the next layer. This efficient, greedy learning
can be followed by, or combined with, other learning
procedures  that  fine-tune  all  of  the  weights  to  im-
prove the generative or discriminative performance of
the whole network.

With this strategy, the time for training a network with N
layers depends on the sum of the times for each layer, not
their product. As a result, deep belief nets can quickly learn
and recognize individual objects, even human faces, in com-
plex street scenes. 

The adjective  deep in front of  belief network introduced
an ambiguity. The term deep learning, which the educational
psychologists had used for years, implies a human level of
understanding that goes far beyond pattern recognition. En-
thusiastic partisans of the new methods for training neural
networks  created  an  ambiguity by adopting  that  term.  To
avoid confusion, others use the more precise term deep neu-

ral network (DNN). The remainder of this article will use the
acronym DNN  for  methods  that  use  only  the  neural  net-
works. For hybrid systems that combine a DNN with other
technologies, the additional methods and the roles they play
are cited. 

The Stanford NLP group led by Christopher Manning has
been in the forefront of applying statistical methods to lan-
guage analysis. By combining DNNs for scene recognition
with statistical NLP methods, they relate objects in a scene to
sentences  that  describe  the  scene — for  example,  the  sen    -
tence  A small crowd quietly enters the historic church and
the corresponding parts of the scene [25]. But to derive im-
plications of the sentences or the scenes, they use a variation
of logic-based methods that have been used in AI for over 40
years [9]. Some of those methods are as old as Aristotle and
Euclid. Others were developed by Peirce and Polya [28]. 

DNNs are highly successful for static pattern recognition.
Other techniques, such as hidden Markov models (HMMs),
are widely used for recognizing time-varying sequences. For
a dissertation under Hinton’s supervision, Navdeep Jaitly de-
veloped a DNN-HMM hybrid for speech recognition [7]. His
office mate, Volodymyr Mnih, combined DNNs with a tech-
nique, called  Q-learning,  which uses patterns from two or
more time steps of a neural net to make HMM-like predic-
tions [30]. By using DNNs with Q-learning, Mnih and his
colleagues  at  DeepMind  Technologies  designed  the  DQN
system, which learned  to  play seven video  games  for  the
Atari  2600:  Pong,  Breakout,  Space  Invaders,  Seaquest,
Beamrider, Enduro, and Q*bert [15]. DQN had no prior in-
formation about the objects, actions, features, or rules of the
games. For each game, the input layer receives a sequence of
screen shots:  210×160 pixels and the game score at  each
step.  Each layer  learns features,  which represent the input
data  for  the  next  layer.  The  final  layer  determines  which
move to make for the next time step based on patterns in the
current and previous time steps. 

When compared with other computer systems, DQN out-
performed all other machine learning methods on 6 of the 7

games. Its performance was better than a human expert on
Breakout, Enduro, and Pong. Its score was close to human
performance on Beamrider. But Q*bert, Seaquest, and Space
Invaders require long-term strategy. On those games, DQN
performed much worse than human experts. Yet the results
were good enough for Google to buy the DeepMind com-
pany for $400 million [21].

In a critique of DNNs [11], the psycholinguist Gary Mar-
cus wrote “There is good reason to be excited about deep
learning, a sophisticated machine learning algorithm that far
exceeds many of its predecessors in its abilities to recognize
syllables  and  images.  But  there’s also  good  reason  to  be
skeptical... deep learning takes us, at best, only a small step
toward the creation of truly intelligent machines.” 

Advocates  of  DNNs claim that  they embody “a unified
theory of the human cortex” that holds the key to all aspects
of intelligence. But Marcus observed “They have no obvious
ways of performing logical inferences, and they are also still
a long way from integrating abstract knowledge, such as in-
formation about what objects are, what they are for, and how
they are typically used. The most powerful AI systems, like
Watson,  the  machine  that  beat  humans  in  Jeopardy!,  use
techniques like deep learning as just one element in a very
complicated  ensemble  of  techniques.”  After  a  discussion
with Peter Norvig, director of Google Research, Marcus re-
ported that “Norvig didn’t see how you could build a ma-
chine  that  could  understand  stories  using  deep  learning
alone.”

III. MODELS AND REALITY

Language, thought, and reality are systems of signs. They
are related to the world (or  reality),  but in different ways.
Humans  and  other  animals  relate  their  internal  signs
(thoughts and feelings) to the world by perception and pur-
poseful action. They also use their sensorimotor organs for
communicating with other animals by a wide range of signs,
of which the most elaborate are human languages, natural or
artificial. Cognitive scientists — philosophers, psychologists,   

linguists,  anthropologists,  neuroscientists,  and  AI  re-
searchers — have used these languages to construct an open-   

ended variety of models and theories about these issues. 
As Charles Sanders Peirce observed, all the models, for-

mal and informal,  have only two things in common: first,
they consist of signs about signs about signs...; second, they
are, at best, fallible approximations to reality.  As engineers
say, all models are wrong, but some are useful. To illustrate
the relationships,  Figure  2 shows a model  as  a  Janus-like
structure, with an engineering side facing the world and an
abstract side facing a theory. 

On the left is a picture of the physical world, which con-
tains more detail and complexity than any humanly conceiv-
able  model  or  theory could  represent.  In  the  middle  is  a
mathematical  model  that  represents  a  domain of  individu-
als D and a set of relations  R over individuals in  D. If the
world had a unique decomposition into discrete objects and
relations,  the world itself  would be  a  universal  model,  of
which all correct models would be subsets. But the selection
of a domain and its decomposition into objects depend on
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the intentions of some agent and the limitations of the agent’s
measuring instruments. Even the best models are approxima-
tions to a limited aspect of the world for a specific purpose. 

The  two-stage  mapping  from theories  to  models  to  the
world  can  reconcile  a  Tarski-style  model  theory  with  the
fuzzy methods of Lotfi Zadeh [34]. In Tarski’s models, each
sentence has only two possible truth values: {T,F}. In fuzzy
logic, a sentence can have a continuous range of values from
0.0  for  certainly  false  to  1.0  for  certainly  true.  Hedging
terms, such as  likely, unlikely, very nearly true,  or  almost
certainly false, represent intermediate values. The two-stage
mapping of Figure 2 can accommodate an open-ended vari-
ety of models and methods of reasoning. In addition to the
Tarski-style models and the fuzzy approximations, it can rep-
resent engineering models that use any mathematical, com-
putational, or physical methods for simulating a physical sys-
tem. For robot guidance, the model may represent the robot’s
current environment or its future goals. For mental models, it
could represent the virtual reality that people have in their
heads.

No  discrete  model  can  be  an  exact  representation  of  a
physical system. But discrete models can exactly represent a
digital computation or a mathematical game such as chess,
checkers,  or  go.  In  fact,  the  game  of  checkers  has  a  far
deeper strategy than any of those Atari games. But in 1959,
Art Samuel wrote a program that learned to play checkers
better than he could [24]. He ran it on an IBM 704, a vac-
uum-tube computer that had only 144K bytes of RAM and a
CPU that was much slower than the Atari. Yet it won one
game in a match with the Connecticut state checkers cham-
pion. 

For the learning method, Samuel used a weighted sum of
features to evaluate each position in a game. His algorithm
was equivalent to a one-layer  neural  net.  But the program
also tested each evaluation by looking ahead several moves.
During a game, it maintained an exact model of each state of
the game. By searching a few moves ahead, it would deter-
mine exact sequences, not the probabilities predicted by an
HMM. In the match with the human expert,  Samuel’s pro-
gram found the winning move when the human made a mis-
take. 

Samuel’s program was a  hybrid  of  a  statistical  learning
method with an exact model for positions in the game. Many
chess-playing  programs use  a  similar  hybrid,  but  the  pro-

grams that  model game positions are completely different.
Some AI researchers have claimed that to exhibit a human
level of intelligence, a  general game playing system should
be be able to learn multiple games without special program-
ming for each one [4]. But the criterion of “special program-
ming” is unclear:

• The  rules  for  games  of  strategy,  such  as  bridge,
chess, and go can be learned in a day. But mastery
requires years. 

• Many people have become good amateur players of
all  three  games,  but  no  one  has  ever  reached  a
world-class mastery of more than one. Grandmas-
ters in those games begin early in life, preferably
before puberty, and devote many hours per week to
reach a world-class level. 

• Early learning is also necessary for native mastery
of languages, musical performance, gymnastics, and
other complex skills. Mentoring by a master is also
critical.  That  concentrated  study could be consid-
ered a kind of special programming. 

IV. THE COGNITIVE CYCLE

The human brain is a complex hybrid of multiple compo-
nents  with different  kinds of  representations  interacting at
various stages during the processes of learning and reason-
ing. After many years of research in the design and imple-
mentation of AI systems, Minsky [14] argued that no single
mechanism, by itself, can adequately support the full range
of functions required for a human level of intelligence: 

What magical trick makes us intelligent? The trick is
that there is no trick. The power of intelligence stems
from our vast diversity, not from any single, perfect
principle. Our species has evolved many effective al-
though imperfect methods, and each of us individu-
ally develops more on our own. Eventually, very few
of our actions and decisions come to depend on any
single  mechanism.  Instead,  they  emerge  from con-
flicts and negotiations among societies of processes
that constantly challenge one another. 

Evidence from fMRI scans supports Minsky’s hypothesis.
Mason and Just [12] studied 14 participants who were learn-
ing the  internal  mechanisms of  four  devices:  a  bathroom
scale, a fire extinguisher, an automobile braking system, and
a trumpet. For all 14 participants, the brain regions involved
in learning how each device worked progressed through the
same stages: 

(1)  initially, the  representation was primarily visual
(occipital cortex); (2) it subsequently included a large
parietal  component;  (3)  it  eventually  became corti-
cally diverse (frontal, parietal,  temporal, and medial
frontal regions); and (4) at the end, it demonstrated a
strong frontal cortex weighting (frontal and motor re-
gions). At each stage of knowledge, it  was possible
for a classifier to identify which one of four mechani-
cal systems a participant was thinking about, based on
their brain activation patterns. 

Fig 2. A model that relates a theory to the world
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In the first stage, the visual cortex recognized and encoded
the visual forms and details of each device.  In  the second
stage, the parietal lobes, which represent cognitive maps or
schemata,  involved  “imagining  the  components  moving.”
The third stage involved all lobes of the cortex. The medial
frontal  cortex,  which  has  sensorimotor  connections  to  all
parts of the body, suggests that the participants were “gener-
ating causal hypotheses associated with mental animation.”
Finally, the frontal cortex seemed to be “determining how a
person (probably oneself) would interact with the system.” 

An educational psychologist would not find the studies by
Mason and Just  to be surprising. But a  partisan of DNNs
might find them disappointing. DNNs may be useful for sim-
ulating some aspects  of  intelligence,  but  AI and cognitive
science have developed many other  useful components.  In
the book  Deep Learning,  the psychologist Stellan Ohlsson
reviewed those developments and systematic ways of inte-
grating them [16]. Ohlsson defined learning as “nonmono-
tonic cognitive change,” which “overrides experience” by 

• creating creating novel structures that are incompat-
ible with previous versions, 

• adapting cognitive skills to changing circumstances,
and 

• testing those skills by acting upon the environment.
Ohlsson  cites  Peirce’s  logic  of  pragmatism  [17]  and

adopts Peirce’s version of abduction as the key to nonmono-
tonic  reasoning.  The  result  is  similar  to  Peirce’s cycle  of
pragmatism (Figure 3).

In  Figure  3,  the  pot  of  knowledge  soup  represents  the
highly fluid,  loosely organized  accumulation of  memories,
thoughts, fantasies, and fears in the mind. The arrow of in-
duction represents new observations and generalizations that

are tossed in the pot. The crystal at the top symbolizes the el-
egant, but fragile theories that are constructed by abduction
from chunks in the knowledge soup. The arrow above the
crystal indicates the process of belief revision, which uses re-
peated abductions to modify the theories.  At the right is a
prediction derived from a theory by deduction. That predic-
tion leads to actions whose observable effects may confirm
or refute the theory. Those observations are the basis for new
inductions, and the cycle continues. 

Learning is the process of accumulating chunks of knowl-
edge in the soup and organizing them into theories — collec    -
tions of consistent beliefs that prove their value by making
predictions that lead to successful actions. Learning by any
agent — human, animal, or robot — involves a constant cy        -
cling from data to models to theories and back to a reinter-
pretation of the old data in terms of new models and theories.
Beneath it all, there is a real world, which the entire commu-
nity of inquirers learns to approximate through repeated cy-
cles of induction, abduction, deduction, and action. 

The cognitive cycle is not a specific technology, such as a
DNN, an HMM, or an inference engine. It’s a framework for
designing  hybrid  systems  that  can  accommodate  multiple
components of any kind. Ohlsson, for example, is a psychol-
ogist who had collaborated with AI researchers, and he was
inspired by Peirce’s writings to design systems based on a
cognitive cycle that is similar to Figure 3. James Albus was
an engineer  who studied neuroscience to get  ideas for  de-
signing robots [1].  Although he had not studied Peirce,  he
converged on a similar cycle. Majumdar and Sowa [10] did
study Peirce, and they adopted Figure 3 as their foundation.
Each of the five arrows in Figure 1 may be implemented in a
variety of  different  methods,  formal  or  informal,  crisp  or
fuzzy, statistical or symbolic, declarative or procedural.

In the conclusion of an article about statistical modeling,
the statistician Leo Breiman stated an important warning [2]:

Oddly, we are in a period where there has never been
such a wealth of new statistical problems and sources
of data. The danger is that if we define the boundaries
of  our  field  in  terms of  familiar  tools  and  familiar
problems, we will fail to grasp the new opportunities.

Another  statistician,  Martin  Wilk  [33],  observed  “The
hallmark of good science is that it uses models and ‘theory’
but never believes them.” The logician Alfred North White-
head stated a similar warning about grand theories  of any
kind [2]:  “Systems, scientific and philosophic, come and go.
Each method of limited understanding is at length exhausted.
In its prime each system is a triumphant success: in its decay
it is an obstructive nuisance.” 

The cognitive cycle is a metalevel framework.  It relates
the methods of reasoning that people use in everyday life and
scientific research. The cycle is self correcting.  Every pre-
diction derived in one cycle is tested in the next cycle.  Al-
though perfect knowledge is an unattainable goal, repeated
cycles can converge to knowledge that  is adequate for the
purpose. That is the logic of pragmatism.
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HE AAIA'15 will bring researchers, developers, practi-
tioners, and users to present their latest research, results,

and ideas in all areas of artificial intelligence. We hope that
theory and successful applications presented at the AAIA'15
will be of interest to researchers and practitioners who want
to know about both theoretical advances and latest applied
developments  in  Artificial  Intelligence.  As  such  AAIA'15
will provide a forum for the exchange of ideas between theo-
reticians and practitioners to address the important issues.

T

TOPICS

Papers  related  to  theories,  methodologies,  and  applica-
tions in science and technology in this theme are especially
solicited.  Topics covering industrial issues/applications and
academic research are included, but not limited to:

• Knowledge Management
• Decision Support Systems
• Approximate Reasoning
• Fuzzy Modeling and Control
• Data Mining
• Web Mining
• Machine Learning
• Combining Multiple Knowledge Sources in an

Integrated Intelligent System
• Neural Networks
• Evolutionary Computation
• Nature Inspired Methods
• Natural Language Processing
• Image Processing and Interpreting
• Applications in Bioinformatics
• Hybrid Intelligent Systems
• Granular Computing
• Architectures of Intelligent Systems
• Robotics
• Real-world Applications of Intelligent Systems
• Rough Sets

PROFESSOR ZDZISLAW PAWLAK BEST PAPER AWARDS

We are proud to announce that we will continue the tradi-
tion started during the AAIA'06 Symposium and award two
"Professor Zdzislaw Pawlak Best Paper Awards" for contri-
butions which are outstanding in their scientific quality. The
two award categories are:

• Best Student Paper - for graduate or PhD students.
Papers qualifying for this award must be marked
as "Student full paper" to be eligible for considera-
tion.

• Best Paper Award for the authors of the best paper
appearing at the Symposium.

Candidates for the awards can come from AAiA and all
workshops organized  within its  framework (i.e.  AIMaViG,
AIMA, ASIR, CEIM, LQMR, WCO).

In addition to a certificate, each award carries a prize of
300 EUR provided by the Mazowsze Chapter of the Polish
Information Processing Society.

IFSA AWARD FOR YOUNG SCIENTIST

During the Advances in Artificial Intelligence and Appli-
cations (AAIA) Symposium, the International Fuzzy Systems
Association (IFSA) Best  Paper Award for Young Scientist,
will be presented.

Candidates for the awards can come from AAiA and all
workshops organized  within its  framework (i.e.  AIMaViG,
AIMA, ASIR, CEIM, LQMR, WCO).

EVENT CHAIRS

Janusz, Andrzej, University of Warsaw, Poland
Ślęzak, Dominik, University of Warsaw & Infobright Inc.,

PolandEvent Chairs

ADVISORY BOARD

Kacprzyk, Janusz,  Systems Research Institute, Warsaw,
Poland

Kwaśnicka, Halina, Wroclaw University of Technology,
Poland

Markowska-Kaczmar, Urszula, Wroclaw University of
Technology, Poland

Skowron, Andrzej, University of Warsaw, Poland

PROGRAM COMMITTEE

Artiemjew,  Piotr, University  of  Warmia  and  Mazury,
Poland

Bartkowiak, Anna, Wroclaw University, Poland
Bazan, Jan, University of Rzeszów, Poland
Bodyanskiy, Yevgeniy, Kharkiv  National  University  of

Radio Electronics, Ukraine
Błaszczyński,  Jerzy, Poznan  University  of  Technology,

Poland
Cetnarowicz, Krzysztof, AGH University of Science and

Technology, Poland
Chakraverty, Shampa, Netaji Subhas Institute of Tech-

nology, India
Cheung, William, Hong Kong Baptist University, Hong

Kong S.A.R., China
Cyganek,  Boguslaw, AGH  University  of  Science  and

Technology, Poland
Czarnowski,  Ireneusz, Gdynia  Maritime  University,

Poland
Dardzinska, Agnieszka, Bialystok University of Technol-

ogy, Poland
Dey, Lipika, Tata Consulting Services, India
Duentsch,  Ivo, Computer  Science  Department,  Brock

University, Canada
Froelich, Wojciech, Institute of Computer Science, Uni-

versity of Silesia, Poland
Girardi, Rosario, Federal University of Maranhão, Brazil
Hassanien, Aboul Ella, Cairo University, Egypt
Herrera, Francisco, University of Granada, Spain
Holzinger, Andreas, Graz University of Technology, Aus-

tria

10th International Symposium
Advances in Artificial Intelligence and Applications



Jaromczyk,  Jerzy  W., University  of  Kentucky,  United
States

Jin, Xiaolong, Chinese Academy of Sciences, China
Jin, Peng, Leshan Normal University, China
Kayakutlu, Gulgun, Istanbul Technical University, Turkey
Korbicz, Józef, University of Zielona Gora, Poland
Krasuski,  Adam, The  Main  School  of  Fire  Service

(SGSP), Poland
Kuznetsov, Sergei, National Research University - Higher

School of Economics, Russia
Lewis, Rory, University of Colorado at Colorado Springs,

United States
Loukanova,  Roussanka, Department  of  Mathematics,

Stockholm University, Sweden
Marek, Victor, University of Kentucky, United States
Matson, Eric T., Purdue University, United States
Menasalvas,  Ernestina, Universidad  Politécnica  de

Madrid, Spain
Mercier-Laurent, Eunika, IAE Lyon3, France
Mihálydeák, Tamás, University of Debrecen, Hungary
Miroslaw, Lukasz, University of Applied Science Rap-

perswil & Wroclaw University of Technology, Switzerland
Miyamoto, Sadaaki, University of Tsukuba, Japan
Moshkov, Mikhail, King Abdullah University of Science

and Technology, Saudi Arabia
Myszkowski, Pawel, Wroclaw University of Technology,

Poland
Ngan,  Ben  C.  K., The  Pennsylvania  State  University,

United States
Nourani,  Cyrus  F., Akdmkrd-DAI  TU  Berlin,  CBS

Copenhagen-TansMedia GmbH, Munich, and SFU Burnaby,
Canada

Nowostawski, Mariusz, Gjovik University College, Norway
Pancerz, Krzysztof, University of Management and Ad-

ministration in Zamość, Poland
Paradowski,  Mariusz, Wroclaw University of Technol-

ogy, Poland
Peters,  Georg, Munich University of Applied  Sciences,

Germany
Porta, Marco, University of Pavia, Italy
Przybyła-Kasperek,  Małgorzata, University of  Silesia,

Poland

Ramanna, Sheela, University of Winnipeg, Canada
Ras, Zbigniew, University of North Carolina at Charlotte,

United States
Reformat, Marek, University of Alberta, Canada
Santos Jr., Eugene, Dartmouth College, United States
Sas, Jerzy, Wroclaw University of Technology, Poland
Schaefer,  Gerald, Loughborough  University,  United

Kingdom
Sikora,  Marek, Silesian  University  of  Technology,

Poland
Snasel,  Vaclav, VSB -Technical  University  of  Ostrava,

Czech Republic
Sydow, Marcin, Polish Academy of Sciences and Polish-

Japanese Acad. of IT, Poland
Szczęch,  Izabela, Poznan  University  of  Technology,

Poland
Szpakowicz, Stan, University of Ottawa, Canada
Szwed, Piotr, AGH University of Science and Technol-

ogy, Poland
Tsay, Li-Shiang, North Carolina  A&T State  University,

United States
Unland, Rainer, Universität Duisburg-Essen, Germany
Unold,  Olgierd, Wroclaw  University  of  Technology,

Poland
Wang, Xin, University of Calgary, Canada
Wieczorkowska, Alicja, Polish Japanese Academy of In-

formation Technology, Poland
Wiśniewski,  Piotr, Nicolaus  Copernicus  University,

Poland
Wozniak,  Michal, Wroclaw  University  of  Technology,

Poland
Wysocki,  Marian, Rzeszow University  of  Technology,

Poland
Zadrozny, Slawomir, Systems Research Institute, Poland
Zaharie, Daniela, West University of Timisoara, Romania
Zakrzewska,  Danuta, Lodz  University  of  Technology,

Poland
Zielosko, Beata, University of Silesia, Poland
Zighed, Djamel Abdelkader, University of Lyon, Lyon 2,

France
Ziolko, Bartosz, AGH University of Science and Technol-

ogy, Poland



Recurrent drifts: applying fuzzy logic to concept
similarity function

Abad, Miguel Ángel
Facultad de Informática,

Universidad Politécnica de Madrid,
Campus de Montegancedo,

28660 - Boadilla del Monte,
Madrid - Spain

Email: miguel.abad.arranz@alumnos.upm.es

Menasalvas, Ernestina
Facultad de Informática,

Universidad Politécnica de Madrid,
Campus de Montegancedo,

28660 - Boadilla del Monte,
Madrid - Spain

Email: emenasalvas@fi.upm.es

Abstract—Recurrent drift, as a specific type of concept drift,
is characterised by the appearance of previously seen concepts.
Therefore, in those cases the learning process could be saved or
at least minimized by applying an already trained classification
model. In this paper we propose Fuzzy-Rec, a framework that is
able to deal with recurrent concept drifts by means of a repository
of classification models and a similarity function.

Fuzzy logic is used in the framework to implement the simi-
larity function needed to compare different classification models.
This is a crucial aspect when dealing with drift recurrence, as
long as some measure must be implemented to determine which
model better fits a previously seen context. As it can be seen in
the experimentation results of this paper, this fuzzy similarity
function provides excellent results both in synthetic and real
datasets. As a conclusion, we can state that the introduction of
fuzzy logic comparisons between models could lead to a better
efficient reuse of previously seen concepts, saving computational
resources by applying not just equal models, but also similar
ones.

I. INTRODUCTION

TRADITIONAL data stream classification [1] aims to learn
a classification model from a stream of training records

in order to use it later to predict the class of unlabeled records
with high accuracy. Most of these kinds of classification
models lack an efficient adaptation to the environment where
they are implemented which, in most cases, is constantly
changing. For this reason, coping with the improvement and
adaptation of classification algorithms on data streams is still
a great challenge, as long as data stream mining imposes
some requirements that have to be accomplished, namely:
maintaining an efficient behaviour in the system, i.e. stable
computational and memory load; while providing suitable
quality in the classification process, i.e. high accuracy of
predictions.

Concept drift is known as the intrinsic changes that occur
on the data being processed during data-mining tasks. These
changes might be caused by data distribution alterations or by
the appearance of a new context that alters the relations among
the data attributes. Keeping this scenario in mind, different
concept drift techniques have been extensively applied to cope
with changes in the underlying distribution of records over

time, allowing classification models to be able to adapt their
behaviour when needed [2, 3, 4].

Moreover, it is common in real-world data streams for
previously seen concepts to reappear [5]. This represents
a particular case of concept drift [6], known as recurring
concepts [7]; [8]; [5]; [9]; [10]. An adequate management of
recurrent concept drifts would lead to a better overall data
stream learning and classification processes efficiency and
efficacy.

Some real cases where concept recurrence is likely to appear
are:

1) Product recommendation systems. Drift in these kind
of systems is usually related to fashion trends, economy
fluctuations or other hidden context. Anyway, in the first
two causes recurrence it is likely to reappear. This is due
to the fact that fashion and economy trends reappear
during time. A system able to deal with concept recur-
rence could save some precious training time by means
of reusing previously seen recommendation models.

2) Weather prediction. The changes that occur in weather
predictions are usually recurrent according to the sea-
sons. Therefore, prediction models that deal well with a
specific season could be reused latter on time.

3) Intrusion detection systems. An intrusion detection sys-
tem (IDS) is a typical monitoring problem which aims
to detect cyber incidents. In this case, a trained classi-
fication model could send alerts to the operator when a
malfunction in the system occurs. A concept drift in an
IDS means that the system is behaving in a different way
from that expected. But that different behaviour may be
caused by a new kind of intrusion that is probably taking
place, or because the system monitored is changing in
a controlled environment (no intrusion is taking place).
If we were able to store all the patterns that represent
the different situations of the system monitored (its
concepts), we could reuse previously seen models easily.

4) Fraud detection. A similar situation like the one ex-
plained in the case of IDS, would be the case of
a set of systems dealing with fraud detection. Fraud
detection systems are able to detect misbehaviours on

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 19–29

DOI: 10.15439/2015F378
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 19



a big amount of data. In this kind of scenarios drift
is usually related to economy variations or seasons. As
in the previous cases, the detection of drift recurrence
could aid in the performance and precision values of the
prediction mechanism.

Therefore, there are situations in which a new training
is not needed, as the new concept is equal or similar to a
previous one. In those cases we could reuse a previously-
trained model, saving computation costs and thus providing
an efficient method to undertake this new context.

Extending this idea, in this work we propose Fuzzy-Rec
as a novel data-stream learning system to help in the process
of recurrent concept drift management. In situations where
concepts reappear we propose to use a fuzzy similarity func-
tion to help in the process of getting the most similar model
in a specific context. Some approaches already exist for that
goal, but they refer to crisp logic based on true/false values.
We assume that a similarity function based on fuzzy logic
[11] would improve the similarity process, also allowing us to
obtain a better knowledge of what is happening in that process.
Furthermore a fuzzy logic similarity function could be adapted
for each situation, depending on the feature space of the data
stream or on the computational capabilities of the system.

This is a crucial aspect to improve the storing process in
the repository effectively. When a model has to be stored in
the repository, it is required to know if the concept that the
model is representing is recurrent or not. In case of a recurrent
concept, it should not be stored, as there are already previous
models representing it.

In order to calculate the fuzzy similarity level between
models, two main features have been used in this work: i) the
level of accuracy of the different models involved regarding
a specific set of instances; ii) the number of instances used
to train the different models, as a measure of maturity and
stability of the model. This process helps the system as a
whole to save memory consumption, as long as just the models
needed are stored in the repository. In this way, the proposed
mechanism makes it feasible to work with complex data-
stream environments where an overloaded repository would
make it difficult to achieve a suitable quality of the system.

To the best of our knowledge, this is the first work to deal
with concept drift by means of the use of fuzzy logic to predict
similar previously seen concepts.

Experiments performed with different real and synthetic
datasets show that Fuzzy-Rec provides similar precision results
when comparing it with other approaches.

The rest of the paper is organized as follows. In Section
II, we summarize related work on concept drift and fuzzy
logic, which is followed in Section III by the preliminaries of
the approach where the motivation, challenges and problem
definition are stated. Furthermore, in Section IV, we propose
Fuzzy-Rec as a solution to work in recurring concept drift
environments, with a detailed description of its components
and the algorithm used. Section V presents the results obtained
by the experimentation phase. Finally Section VI presents the
main conclusions and discussion of future lines of research.

II. RELATED WORK

The approach that we propose in this paper relies on
the storage of previously learnt concepts. A fuzzy similarity
function is used to retrieve a previously built model which is
similar to the current one.

Consequently, in this section we review and compare our
proposal with methods that address the problems of: recurring
concepts, change detection and conceptual equivalence.

A recent review of the literature related to the problem of
concept drift can be found in [4]. Moreover, a review on the
challenges for adaptative learning systems have been published
in [12].

A. Recurring Concepts

There have been several techniques developed to achieve
the challenge that arises when dealing with concept drift,
be they algorithms adaptations or wrapper mechanisms. New
algorithms have recently appeared [1, 2, 3, 4, 5, 13, 14], but
some other related challenges have received far less attention.
Such is the case of situations where the same concept or a
similar one reappears, and a previous model could be reused
to enhance the learning process in terms of accuracy and
processing time [7, 8, 10, 15, 16].

In this way, most existing proposals do not exploit this and
have to learn new concepts from scratch even if they are
recurrent. However, there are some solutions that deal with
concept recurrence, as is the case of the work presented by
Ramamurthy and Bhatnagar [15]. In this research, the authors
present an ensemble approach that exploits concept recurrence,
using a global set of classifiers learned from sequential data
chunks. If no classifier in the ensemble performs better than
the error threshold, a new classifier is learned and stored
to represent the current concept. The classifiers with better
performance on the most recent data form part of the ensemble
for labeling new records. In [17] and [18] an ensemble
mechanism is used to deal with concept drift. Similarly, in
[8] an ensemble is also used, but incremental clustering is
performed to maintain information on historical concepts.
In this way, the proposed framework captures batches of
examples from the stream into conceptual vectors. Conceptual
vectors are clustered incrementally according to their distance
and for each cluster a new classifier is learnt. Classifiers in
the ensemble are then learnt using the clusters. Recently [19]
proposed Learn++.NSE, an extension of [20] for nonstationary
environments, Learn++.NSE is also an ensemble approach that
learns from consecutive batches of data without making any
assumptions on the nature or rate of drift. The classifiers
are combined using dynamic weight majority and the major
novelty is on the weighting function that uses the classifiers
time-adjusted accuracy on current and past environments. To
deal with resource constraints [21] proposes a novel algorithm
to manage a pool of classifiers when learning recurring con-
cepts. The main drawback of these methods, apart from the
computational process time needed, is the need of constantly
train the models used being them recurrent or not.
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More sophisticated approaches that use drift detection [3]
have also been proposed to address concept recurrence, such as
[7, 10]. These approaches store learned models and reuse them
when a similar concept reappears in the stream, thus avoiding
the effort necessary to relearn a previously observed concept.
The method proposed by Yang et al. [10] consists of using a
proactive approach to recurring concepts, which means reusing
a concept from the concept history. This concept history is
represented as a Markov chain which allows the most probable
concept to be selected according to a given transition matrix.
The approach proposed by Gama and Kosina [7] uses the drift
detection method presented in [3] to identify stable concepts
and it also memorizes learned classifiers that represent these
concepts. After a change is detected in situations of recurrence,
referees are used to choose the most appropriate classifier to
be reused (i.e., the referee prediction on the applicability of
the classifier is greater than a pre-defined threshold). [22] is
a recent work on drift detection which uses a control chart to
monitor the misclassification rate of the data stream classifier.
RCD [23] is a recent recurring concept drift framework that
uses a non-parametric multivariate statistical tests to check for
recurrence. [24] proposes a semi-supervised recurring concept
learning algorithm that takes advantage of unlabelled data.

In the approach proposed in [16] context-concept relation-
ships are learnt from the concept history. A model from a
previously learnt concept associated with a particular context
is reused in situations of recurrence. Moreover, the proposed
method does not require the partition of the dataset into small
batches. The concept representations are learnt by a base
learner algorithm from an arbitrary number of records. These
concept boundaries are determined when a drift detection
method signals a change/drift. To improve [16], which relies
on a single classifier to deal with recurring concepts, the use
of ensembles has been proposed in [25].

B. Change Detection

Although online learning systems are able to adapt to evolv-
ing data without any additional change detection mechanism,
the advantage of explicit change detection is providing infor-
mation about the intrinsic dynamics of the process generating
data. In this way, the change detection module characterizes
the techniques and mechanisms for drift detection. One ad-
vantage of detection models, is that they can provide a mean-
ingful description (indicating the change-points or small time-
windows where the change occurs) and the quantification of
changes. They may be divided into two different approaches:

• Monitoring the evolution of performance indicators [5].
Some indicators (e.g., performance measures, properties
of the data, etc.) are monitored over time. In the work
presented in [26] the monitoring of three performance
indicators (accuracy, recall, and precision) has been
proposed. Furthermore, a highly referenced work that
uses this approach is the FLORA family of algorithms
developed by [5].

• Monitoring distributions on two different time-windows.
A reference window, which usually summarizes past

information, and a window over the most recent records.
The work proposed by [27] uses statistical tests based
on Chernoff bound to determine if the samples drawn
from two probability distributions are different and then
decide if a concept change occurred. Also [28, 29, 30]
approaches are based on monitoring two different time-
windows.

[3] and [9] approaches monitor the error-rate of the learning
algorithm to find drift events. In [3], when the learning
process error-rate increases above certain pre-defined levels,
the method signals that the underlying concept has changed.
Alternatively [31] uses the distribution of the distances be-
tween classification errors to signal drift. If the distance, which
results from more consecutive errors is above pre-defined
threshold, the underlying concept must be changing and an
event is triggered. The basic adaptation strategy after drift is
detected is to discard the old model and learn a new one to
represent the new underlying concept [3, 31].

C. Conceptual equivalence

To determine whether a certain model represents a new
concept or a reappearing one, a similarity measure is required.
The current work is an improvement of the Conceptual equiv-
alence measure proposed by Yang et al. [9] where a fuzzy
logic function [32] is used to better represent the relationship
between different concepts.

III. PROBLEM DEFINITION AND PRELIMINARIES

This section provides the necessary background to under-
stand Fuzzy-Rec system. We start by motivating and defining
the problem, including some basic definitions to understand the
basics of the solution proposed as well as the main challenges
we are dealing with in this paper.

From now on we assume that the data streams that are used
as input in the Fuzzy-Rec model are already preprocessed and
adapted to work well with incremental data stream classifica-
tion processes. In this way, we can then assume that we do
not need to preprocess the data streams, this work being out
of the scope of this paper.

A. Motivation

Data stream mining algorithms must come up with the
problem of having to keep in memory just a limited number
of records to train their models. That is why these algorithms
have to cope with the task of processing each training record
only once, while maintaining a suitable quality on the resulting
model. This is the main difference from traditional data mining
algorithms, where multiple passes over data are common.

In particular, that leads to classification techniques on data
streams where models have to be learned incrementally with
each incoming record. With the availability of these kinds of
models, it is feasible to predict the class of unlabeled records
anytime from an early stage. Obviously, the more training
records the better precision values obtained.

However, in scenarios where the data distribution changes
the accuracy of the classification is expected to decrease. In
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these cases, to continuously maintain the quality of the models,
it is also important for them to be able also to detect and
adapt anytime to changes in the underlying concept that they
represent [2].

One of the causes of changes in the underlying concept may
be recurrence, as a particular case of concept drift [5, 7, 8, 10].
In those cases, a previously learned concept is expected to
reappear.

We envisage that recognizing and predicting already learned
concepts might help the system to better adapt to future
changes where these concepts reappear. With that recognition
task in place, it would be possible for the algorithms to
avoid relearning something from scratch that has been already
learned [5, 7, 8, 10, 16]. This same idea has been already
explored in [16], where concepts are able to be saved in a
repository.

However in our approach we propose a fuzzy based mech-
anism to decide about similarity of models, improving the
storage of the models. As a result, by means of a good
similarity selection, the number of instances needed for the
training process is expected to decrease.

B. Preliminaries

1) Learning with Concept Drift: Let X be the space of
attributes with its possible values; Y the set of possible discrete
class values. Let D be the data stream of training records
arriving sequentally Xi = (~xi , yi) with xi ∈ X (feature space)
and yi ∈ Y , where ~xi is a vector of the attribute values and
yi is the (discrete) class label for the ith record in the stream.
In order to train a base learner based on a classification model
m incrementally, these records are processed by m with the
goal of predicting the class label of a new record ~x ∈ X , so
that m(~x) = y ∈ Y .

As stated in [9], the concept term is more subjective than
objective. That is why in the scope of this paper a concept
is represented by the learning results of the classification
algorithm used as a base learner, such a Hoeffding Tree [33].

In this field, we consider that a stable concept has been
learned when the records used during a given period k are
independently and identically distributed according to a prob-
ability distribution Pk(x, y). In these situations where concept
change, Pk(x, y) 6= Pk+1(x, y).

2) Recurring Concepts : A recurring concept change can
be detected when the input records during a period k are
generated based on the same distribution as a previously
observed period, in a way that Pk(x, y) = Pk−j(x, y). To
deal with these kinds of situation, the model mk learned
from a certain period k could be saved to be reused later
if it is needed. This would avoid the need to learn a new
model representing the same concept as mk. With this solution
the continuous learning process improves its behaviour, not
requiring a previously learned concept to be learnt from
scratch. In addition this approach needs fewer training records
to be processed than other approaches that do not deal with
recurrent concepts. However, to better calculate whether a
concept is recurrent or not, a similarity function is usually

Fig. 1. Fuzzy-Rec Components

used. This is the case of the similarity function proposed in
[9], which is the starting point in developing the new fuzzy
similarity method proposed in this paper.

C. Challenges

The main challenges we deal with in this paper are:
• Arranging a fuzzy similarity function in order to better

calculate the level of similarity between different con-
cepts.

• Improving the precision values of similar recurrent meth-
ods.

• Reducing the number of instances needed to train the
classification model.

Fuzzy-Rec faces the aforementioned challenges by means
of a fuzzy function to deal with concept similarities evaluation.

D. Fuzzy-Rec

The main elements of Fuzzy-Rec, as depicted in figure 1,
are:

• A repository of previously seen models.
• A concept similarity function based on fuzzy logic. This

function is used to determine the level of similarity be-
tween concepts. This fuzzy similarity function is crucial
to solve the problem of deciding not just which is the
most suitable model, but also if the storage of a specific
model in the repository is required.

This is therefore a substantial improvement in the work
presented in [16], where the problem of concept drift in
recurring scenarios was solved in a similar way also by using
a repository of concepts and a crisp similarity function.

The proposed Fuzzy-Rec system allows us to better deal
with recurrent situations in a classification problem in data
streams, helping the evolving base learner to adapt to drifts.
Hence the Fuzzy-Rec system is a feasible tool to be used in
a wide range of real application scenarios.

We propose a concept similarity function that uses fuzzy
logic and it is based on that presented in [9]. This function is
defined by the following parameters:

• A conceptual degree of equivalence based on the match-
ing of two different models classifying many instances,
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even when their classifications are both wrong. It is not
therefore an accuracy equivalence, but a measure of the
level of both models to classify in the same way.

• A measure that represents the difference in the number
of records used to train each model. This parameter
is intended to provide a measure on the maturity and
stability of the model.

From the aforementioned two parameters, a fuzzy [34]
similarity value is estimated from a previously defined set of
rules, making it possible to obtain the poor, average or high
values.

There are two situations where a similarity function is
required:

1) A model must be stored in the repository of previously
trained concepts: in this case the fuzzy similarity func-
tion is used to assess the need to store a new model.
If there is a similar model in the repository, storing
a similar one would not improve the quality of the
classification process while unnecessarily increasing the
memory consumption.

2) A drift is taking place and it is time to decide whether
the new concept is recurrent or not: in this case, the
system has been training two different models in parallel
to adapt to the drift in a recurrent way (the current model
and a new one).

IV. IMPLEMENTATION OF FUZZY-REC

As in the case of the MRec system proposed in [16], Fuzzy-
Rec can be seen as a two-layer framework:

1) A basic layer where an incremental learning algorithm
is able to represent the underlying concept by means of
a classification model.

2) An extended layer in which detection and adaptation to
concept changes takes place. The detection of recurrent
concepts is implemented in this layer. It is also at this
level where Fuzzy-Rec implements its fuzzy similarity
mechanism.

To provide an in depth knowledge of the implementation of
the Fuzzy-Rec system proposed in this paper, first the learning
process is described in section IV-A, whereas the description
of the fuzzy similarity concepts is presented in section IV-C.

A. The Learning Process

The on-line learning process for the proposed learning
system, as well as the method to detect and adapt to recurrent
concepts are detailed in Algorithm 1. The process proceeds as
follows:

• It continuously processes the records Xi = {~x, y} with
~x ∈ X as they appear in the Data Stream.

• In line 3, currentClassifier represents the base learner
classifier that is currently being used to classify unlabeled
records. Its prediction y, being right or wrong, on Xi is
passed to the drift detection method used to identify the
suitable drift level (stable, warning or drift ), as explained
in IV-B.

• If the process is at the normal level (line 7), the base
learner represented by the currentClassifier is updated
with the new training record. This is the same behaviour
as in any other traditional data mining model ready to
work with data streams.

• In the case of a warning level (line 8), if the repository
does not have the currentClassifier, or a similar way as
referred to in IV-C, the currentClassifier is stored. Still
at this level (lines 12 and 13), a newLearner is updated
with the training record; the training record is also added
to a warningWindow. The warningWindow contains
the latest records (which should belong to the most recent
concept), and will also be used to calculate the conceptual
equivalence and estimate the accuracy of models stored
with the current concept.

• When drift is signalled (line 14), until there are enough
records (i.e., stability period) in the warningWindow
the newLearner is updated. When the stability period is
over (line 18) it is compared with repository models in
terms of conceptual equivalence as stated in IV-C. If the
current underlying concept is recurrent a stored model
from the repository is used to represent the recurring
underlying concept, otherwise the newLearner is used.
It is important to remark that the benefit of implementing
a previously seen model is that it does not need to be
trained again, as it is supposed to be a stable model. When
using the newLearner, it needs to be constantly trained
during the learning process as it is still an immature
model. Therefore, if newLearner is used there is not
a decrease in the number of training instances needed.
However, the risk of reusing a not suitable recurrent
model is still latent. In those cases, the accuracy of the
classification base learner would drop.

• A false alarm (line 24) case is used when a warning
is signaled but then the learner returns back to nor-
mal without achieving drift. In those cases, both the
warningWindow and the newLearner are cleared.

In short, the Fuzzy-Rec system can be seen as a continuous
learning process with the following steps:

1) The base learner processes the incoming records from
data streams by means of an incremental learning al-
gorithm to generate a decision model m representing
the underlying concept. The model m will be used to
classify unlabelled records.

2) A drift detection method is continuously monitoring
the error-rate of the learning algorithm [3]. When the
error-rate goes beyond some predefined levels, the drift
detection method signals a warning (possible drift) or a
drift.

3) Throughout the life cycle of the system, two different
cases may be used to adapt to changes in the underlying
concept: i) the concept similarity method detects that
the underlying concept is new, and the base learner has
to learn it by processing the current incoming labelled
records in an incremental way. ii) the (fuzzy) concept
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Algorithm 1 Data Stream Learning Process
Require: Data stream DS, ModelRepository MR

1: repeat
2: Get next record Xi from DS;
3: prediction = currentClassifier.classify(Xi);
4: DriftDetection.update(prediction);
5: switch DriftDetection.level
6: case Normal
7: currentClassifier.train(Xi);
8: case Warning
9: if ¬MR.containsSimilar(currentClassifier) then

10: MR.store(currentClassifier);
11: end if
12: WarningWindow.add(Xi);
13: newLearner.train(Xi);
14: case Drift
15: repeat
16: WarningWindow.add(Xi);
17: newLearner.train(Xi);
18: until WarningWindow.size > τ //Stability Period
19: if ¬MR.containsSimilar(newLearner) then
20: currentClassifier = newLearner;
21: else
22: currentClassifier = MR.getEquivalent(newLearner);
23: end if
24: case FalseAlarm
25: WarningWindow.clear();
26: newLearner.delete();
27: end switch
28: until END OF STREAM

similarity method detailed in IV-C detects that the un-
derlying concept is recurrent, and a previous model is
applied.

B. Drift Detection Mechanism

The Fuzzy-Rec system needs to know when a concept drift
is taking place from the behaviour of a base learner. For this
purpose Fuzzy-Rec uses the method proposed by Gama el al.
[3]. From this method, it is important to remark the following
characteristics:

• The system assumes the observation of periods of stable
concepts followed by changes that lead to new stable
periods with different underlying concepts.

• The error-rate of the base learning algorithm is considered
as a random variable from a sequence of Bernoulli trials.

• The general form of the probability of detecting an error
is given by means of a binomial distribution.

• Three different drift levels are defined to manage con-
cept changes: stable or at a control level, warning level
and drift or out of control level. These levels represent
the confidence of the mechanism of having detected a
concept drift.

It also important to note that other similar methods can be
used to detect change detections in concepts. Since the Fuzzy-

Rec system has been developed as a wrapper mechanism, the
specific method used for it is transparent, so it is not necessary
to change the learning process.

Having detected a change in the underlying concept, there
are some situations in which a concept recurrence appears. In
these cases it is worth anticipating to the reappearing concept,
in order to improve the learning process efficiency [16]. In
order to do so, a concept similarity method must be used.

C. Concept Similarity

To determine whether a certain model represents a new con-
cept or a reappearing one, a similarity measure is required. In
this paper, the Conceptual equivalence measure is developed
by means of a fuzzy logic system [35] where two variables
are used to calculate the similarity between two models.

The term “fuzzy logic” was introduced in [34], and is a
way of representing many-valued logic, allowing approximate
reasoning to be applied through the definition of variables with
several truth ranges (from 0 to 1) and rule sets. A rule set
determines which fuzzy operator must be used in each case.

By means of using fuzzy logic, it is easy to deal with the
concept of partial truth, where a truth value may range from
completely true to completely false. In fuzzy logic applications
it is common to use linguistic variables to facilitate the imple-
mentation of rules and truth values. In this way, a linguistic
variable may have several truth values in the same system.
These truth values can be seen as subranges of a continuous
variable.

In the proposed Fuzzy-Rec system, three linguistic variables
are defined:

• The variable equal_classified, used to represent the
similarity in the classification precision behaviour of two
different models, may take the values: poor, good and
excellent.

• The variable diff_training, used to represent the dif-
ference that exist in the number of training records used
between two different models, may take the values: small
and big.

• The variable similarity, a variable use to calculate the
output of the fuzzy system based on the aforementioned
variables, may take the values: poor, average and high.

Therefore, it is assumed to get a value of “high” when
calculating the similarity variable, although in some cases
the range could be lowered to “average” values, depending on
the characteristics of the dataset used.

The variable equal_classified is based on the method pro-
posed by Yang et al. [9] to calculate its conceptual equivalence.
In our case, as it has been outlined, the equivalence between
two models when dealing with classification similarity is just
one parameter of the global fuzzy function. This parameter is
calculated as follows:

1) Given two classification models m1,m2 and a sample
dataset Dn of n records, it is possible to calculate for
each instance Xi=(~xi , yi) a score, score(Dn) = +1 if
(prediction(m1(~xi)) = prediction(m2(~xi)))
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Fig. 2. Membership function of “equal_classified”

Fig. 3. Membership function of “diff_training”

2) score(Dn) is used to represent the degree of equivalence
in the classification process between m1 and m2.

3) The final classification equivalence ce value, that is a
continuous value score with range [0,1], is calculated
by

ce =
score(Dn)

N

Depending on the value of ce, equal_classified will take
one or another membership value, as represented in the figure
2, where we can see the values this variable may take.
The larger the output value of ce, the higher the degree of
classification equivalence. For the records in Dn it compares
how m1 and m2 classify the records. As in [9], the similarity
in the classification processes is not necessarily related to the
accuracy attribute. This means that two models that present
low accuracy for a set of records will have a high ce value,
and therefore a high equal_classified value.

As regards the variable diff_training, its value represents
the difference in the number of instances used to train each
model we are trying to compare. In figure 3 we can see the
values this variable may take.

The rule set implemented to develop the fuzzy logic infer-
ence is defined as follows:

1) IF equal_classified IS poor OR diff_training IS big
THEN similarity IS poor;

2) IF equal_classified IS good AND diff_training IS
big THEN similarity IS poor;

3) IF equal_classified IS good AND diff_training IS
small THEN similarity IS average;

4) IF equal_classified IS excellent AND
diff_training is big THEN similarity is average;

5) IF equal_classified IS excellent AND
diff_training is small THEN similarity is
high;

Finally, a defuzzification method [35] is needed to get a
crisp value of the variable measured. In the case of Fuzzy-
Rec, “Center Of Gravity” is the method used to calculate
the final value of the similarity variable representing the
conceptual equivalence, it being a very popular method in
which the “center of mass” of the result provides the crisp
value.

From the crisp value returned by the defuzzification method,
we evaluate if it is above a predefined threshold. In that case,
we assume that the models are similar and thus represent the
same underlying concept.

It is important to highlight that without the existence of such
a fuzzy method the similarity process should be more naive,
being able to integrate just one of the aforementioned variables
in the process. As a consequence, a biased classification model
with a short life cycle but a high performance could be selected
as similar to a more mature and stable model. The fuzzy
similarity function implemented in Fuzzy-Rec avoids these
kind of behaviours, strengthening the similarity process.

V. EXPERIMENTS

In order to validate the Fuzzy-Rec method, and taking into
account that Fuzzy-Rec is an extension of the MRec method
cited in [16], two different experiments have been developed:

1) Experiment 1: The goal of this experiment is to prove
that the precision of Fuzzy-Rec is similar to the MRec
method, and no worse than other methods able to deal
with concept drift. In order to do so, accuracy and kappa
statistic measures are evaluated.

2) Experiment 2: The goal of this experiment is to prove
that the training instances needed by Fuzzy-Rec when
drifts appear are fewer than the ones needed when using
MRec.

In addition a statistical analysis has been developed to
validate the results provided by the execution of experiments
1 and 2.

To sum up, the main goal of this experimentation phase is
to test the feasibility of using a fuzzy similarity procedure to
determine similar previously seen concept drifts.

A. Parameters setting

To develop the aforementioned experiments, both synthetic
and real datasets have been used. A description of the different
datasets applied is presented below. Regarding the similarity
threshold values needed both for the MRec and Fuzzy-Rec
methods, the experiments were developed setting high simi-
larity values; in the specifica case of MRec, a threshold of 0.9
value was used; in the case of Fuzzy-Rec, a similarity value
of 0.9 after defuzzification was used. This similarity threshold
must be established to afford the comparison process between
models. This is important because we must assure that the
reused models really fit the context of the data during the
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learning process. Hence, lower values of the similarity thresh-
old would lead to reuse models that may be not appropriate
to the new concept in course. In contrast, higher values would
make MRec and Fuzzy-Rec to look for previously seen models
that really fit the concept represented by data. In situations
where noise could be present in the data, it is important to set
higher similarity threshold values to avoid misconceptions.

Regarding the number of classifiers stored in the repository,
10 was the value set for both experiments.

Below a description of the different datasets used during the
experimentation phase is made.

B. Datasets

1) SEA dataset: This synthetic dataset is made up of 1.8M
instances, representing two drifts repeated for three times.
Specifically this dataset was created by means of the following
methodology:

1) Create a dataset with 2 concept drifts, changing from
SEA function 1 to function 4.

2) Create a dataset with 2 concept drifts, changing from
SEA function 2 to function 3.

3) Merge the previous files for three times in a global
dataset to ensure that concepts are mixed and may
appear in any time during the execution of the dataset.

2) Hyperplane dataset: A different synthetic dataset with
gradual drifting concepts was created based on a moving
hyperplane. A hyperplane in d-dimensional space is denoted
by equation:

∑d
i=1 aixi = a0. Instances are labeled as positive

if
∑d

i=1 aixi ≥ a0, and as negative if
∑d

i=1 aixi < a0. Hy-
perplanes have been used to simulate time-changing concepts
because the orientation and the position of the hyperplane can
be changed in a smooth manner by changing the magnitude
of the weights [13]. This dataset contains 170,000 instances
and it represent different recurrent drifts. Taking into account
that some noise has been introduced to the dataset, a threshold
value of 0.9 is set to ensure that the reused models really fit
the concept represented by the data when drifts happen.

3) Electricity dataset: The Electricity Market Dataset
(Elec2) [36] is a real dataset that uses data collected from
the Australian New South Wales Electricity Market, where
the electricity prices are not stationary and are affected by the
market supply and demand. The market demand is influenced
by context such as season, weather, time of the day and central
business district population density. In addition, the supply
is influenced primarily by the number of on-line generators,
whereas an influencing factor for the price evolution of the
electricity market is time. During the time period described
in the dataset, the electricity market was expanded with the
inclusion of adjacent areas (Victoria state), which led to more
elaborate management of the supply as oversupply in one area
could be sold interstate.

The Elec2 dataset contains 45,312 records obtained from 7th
May 1996 to 5th December 1998, with one record for each half
hour (i.e., there are 48 instances for each time period of one
day). The class label identifies the change in the price related
to a moving average of the last 24 hours. As shown in [36],

the dataset exhibits substantial seasonality and is influenced
by changes in context. Taking into account that this dataset is
expected to have gradual or soft drifts, a similarity threshold
of 0.9 is used for this dataset in order to force both MRec
and Fuzzy-Rec to reuse just the models associated to concepts
really similar to the new appearing one in case of a drift.

4) Sensor dataset: Sensor stream [37] is a real dataset that
contains information (temperature, humidity, light, and sensor
voltage) collected from 54 sensors deployed in Intel Berkeley
Research Lab. The whole stream contains consecutive infor-
mation recorded over a 2 months period (1 reading per 1-
3 minutes) which makes a total of 2,219,803 instances. The
learning task of the stream is to correctly identify which of
the 54 sensors is associated to the sensor information read.
The goal of this experiment is to effectively detect and adapt
to the multiple concept drifts that this dataset contains.

Taking into account that recurrent drifts are expected to
appear in this dataset, a similarity threshold of 0.9 is set in
order to force both MRec and Fuzzy-Rec to use previously
seen models just in case there were a high level of certainty
of equivalence between concepts.

C. Environment

The implementation of the Fuzzy-Rec learning system was
developed in Java, using the MOA [38] environment as a test-
bed. The specific fuzzy similarity function implemented in
Fuzzy-Rec was developed using jFuzzyLogic [39].

During the execution of the different experiments, the
following MOA evaluation features were established:

1) The Prequential-error method [38] as the main evalu-
ation technique. When using this evaluator, each indi-
vidual example can be used to test the model before it
is used for training, and from this the accuracy can be
incrementally updated. Therefore, the results presented
in tables I and II have been gathered in this way.

2) The Naive Bayes [40] class as base learner.
3) The SingleClassifierDrift class as the method in charge

of detecting drifts. This class implements the drift de-
tection method of [3] and adapts to drift by learning a
new classifier (i.e., discards previous concept represen-
tations).

It is important to note that no distributed environment has
been available for the execution of the experimentation phase.

In order to develop the statistical analysis R [41] software
was used with the “coin” and “multcomp” packages. Taking
into account that when comparing several methods over multi-
ple datasets a post-hoc analysis is desired, in this case the post-
hoc tests have been developed using the Wilcoxon-Nemenyi-
McDonald-Thompson test [42], using the code of [43].

D. Results

A description of the results obtained during the execution of
the different experiments presented in the beginning of section
V is made below. All the experiments have been executed on
the datasets presented in section V-B, and comparisons are
made with the following methods:
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1) MRec with Naive Bayes class as base learner.
2) The RCD method presented in [23] also using Naive

Bayes.
1) Experiment 1: The goal of this experiment was to

prove that the precision values (accuracy and kappa statistic)
provided by Fuzzy-Rec were better to the ones provided by
the MRec and RCD methods.

As it can be seen in table I, when testing the electricity
dataset MRec and Fuzzy-Rec improve the RCD precision
values, both behaving in a similar way. This is caused by
an application of the same recurrent concepts, so in this case
the fuzzy similarity function does not improve the precision
values. However, in this case it is demonstrates that in the
worst case Fuzzy-Rec provides similar precision values to
MRec.

In the case of the sensor dataset, Fuzzy-Rec improves the
precision values of MRec by applying a better selection of
previously seen models. As long as the difference of training
instances between models is one of the variables used when
comparing models in Fuzzy-Rec, this allows a more precise
choice. Due to the fact that MRec does not make use of such
variable, it is using in some cases possible similar models that
do not count with enough training records, and therefore the
similarity process is biased. When comparing Fuzzy-Rec to
RCD in this dataset, similar results are obtained.

When using the SEA dataset there is a big difference on the
precision values of Fuzzy-Rec when comparing it with MRec
method. The reason of this behaviour is the same than before:
the fuzzy similarity function allows to make more precise
choices of previously seen models. Also in this case the values
obtained when using RCD are similar to Fuzzy-Rec.

Lastly, in the case of the hyperplane dataset Fuzzy-Rec is
the method that provides better precision results, improving
the behaviour of both RCD and MRec methods.

To sum up, we can conclude in this experiment that Fuzzy-
Rec provides similar or even better precision values than MRec
or RCD methods in all cases. There are no situation in which
Fuzzy-Rec behaves worst than the other methods assessed.

2) Experiment 2: The goal of this experiment is to prove
that the training instances needed by Fuzzy-Rec when drifts
appear are fewer than the ones needed when using MRec and
RCD.

The results of this experiments are shown in table II. We
can see that except in the case of SEA dataset, Fuzzy-Rec
needs fewer training instances than RCD. Comparing these
results to the one presented in the previous experiment, we
can state that Fuzzy-Rec makes a more efficient use of training
instances, improving the precision values of RCD. The reason
why Fuzzy-Rec needs more instances when using SEA dataset
is due to the high threshold value established to determine
similarity. This threshold forces the method to reuse models
with a high similarity, which is not reached for this dataset.
However, as it has been shown in table I, the precision values
are similar to RCD.

Lastly, when comparing the training instances needed by
Fuzzy-Rec with the ones needed by MRec, we can see that

there are just some slightly differences. As in the previous
case, the unique exception is when using the SEA dataset,
because of the aforementioned reasons. However, although the
instances usage is similar, when comparing these results with
the precision values of the previous experiment (see table I),
we can conclude that Fuzzy-Rec makes an optimal selection
of previously seen models. It is important to note the case of
MRec when dealing with SEA dataset, because comparing it
with Fuzzy-Rec we can see that although the former makes a
lower use of training instances, the precision values obtained
drop significantly; in contrast, Fuzzy-Rec while needing more
instances provides the better precision results among all the
methods assessed. The behaviour of MRec and Fuzzy-Rec
with SEA dataset reinforce the idea that the latter provides
a more appropriate selection of similar models.

VI. CONCLUSIONS AND FUTURE LINES OF RESEARCH

In this paper the Fuzzy-Rec system, has been described as
a mechanism to deal with concept drift in recurring situations.

The main contributions of Fuzzy-Rec are:
1) The implementation of a new similarity concept function

using fuzzy logic techniques, which helps in the assess-
ment of similarity between concepts in an improved way.

2) The development of Fuzzy-Rec as a wrapper mecha-
nism, allowing it to be used in an easy way with different
base learners and drift detector methods. Furthermore,
this wrapper mechanism allows the behaviour of the
similarity concept function to be parametrized depending
on the needs of each dataset or real-world environment.

Fuzzy-Rec has been tested on different synthetic and real
datasets, and comparisons have been made with other similar
context-aware algorithms able to deal with drift recurrence.
The main conclusions obtained from those experiments are
that:

• Fuzzy-Rec is the method that provides the better balance
between training instances needed and precision values
obtained.

• Fuzzy-Rec needs a low rate of training instances as long
as it reuses previously seen models.

• The fuzzy similarity function helps to find the most
appropriate model without loosing precision.

• Fuzzy-Rec does not decrease the precision values when
comparing it with similar methods.

Future lines of research are: i) analysis of a loss function
to penalize bad similarity calculus; ii) implementation of a
common fuzzy similarity function in distributed environments.

In both cases, an improvement on precision values is
foreseen.
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[17] D. Brzeziński and J. Stefanowski, “Accuracy updated
ensemble for data streams with concept drift,” in Pro-
ceedings of the 6th international conference on Hy-
brid artificial intelligent systems - Volume Part II, ser.
HAIS’11. Berlin, Heidelberg: Springer-Verlag, 2011,
pp. 155–163.

[18] D. Brzezinski and J. Stefanowski, “Reacting to different
types of concept drift: The accuracy updated ensemble
algorithm,” IEEE Transactions on Neural Networks and
Learning Systems, vol. 25, no. 1, pp. 81–94, 2013.

[19] R. Elwell and R. Polikar, “Incremental learning of con-
cept drift in nonstationary environments,” Neural Net-
works, IEEE Transactions on, vol. 22, no. 10, pp. 1517–
1531, 2011.

28 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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Abstract—Decision tree is a widely used technique to dis-
cover patterns from consistent data set. But if the data set
is inconsistent, where there are groups of examples (objects)
with equal values of conditional attributes but different deci-
sions (values of the decision attribute), then to discover the
essential patterns or knowledge from the data set is challenging.
We consider three approaches (generalized, most common and
many-valued decision) to handle such inconsistency. We created
different greedy algorithms using various types of impurity and
uncertainty measures to construct decision trees. We compared
the three approaches based on the decision tree properties of the
depth, average depth and number of nodes. Based on the result
of the comparison, we choose to work with the many-valued
decision approach. Now to determine which greedy algorithms
are efficient, we compared them based on the optimization and
classification results. It was found that some greedy algorithms
(Mult_ws_entSort , and Mult_ws_entML) are good for both
optimization and classification.

I. INTRODUCTION

OFTEN in a decision table, we have different examples
with the different values of decision and we call such

table as a consistent decision table or single-valued decision
table. But it is pretty common in real life problems to
have inconsistent decision tables where there are groups of
examples (objects) with equal values of conditional attributes
and different decisions (values of the decision attribute).

In this paper, instead of the group of examples with equal
values of conditional attribute, we consider only one example
for this group and attach the set of decisions to it. We will
call such tables as many-valued decision tables.

In the rough set theory [1], generalized decision (GD) has
been used to handle inconsistency. In this case, an inconsistent
decision table is transformed into the many-valued decision
table and after that, each set of decisions has been encoded
by a number (decision) such that equal sets are encoded by
equal numbers and different sets by different numbers (see
Figure 1). We have also used another approach named the
most common decision (MCD) which is derived from the
concept of using most common value in case of missing
value [2]. Instead of a group of equal examples with (probably)
different decisions, we consider one example given by values

T 0 =

f1 f2 f3
1 1 1 1
0 1 0 1
0 1 0 3
1 1 0 2
0 0 1 2
0 0 1 3
1 0 0 1
1 0 0 2

T 0
MVD =

f1 f2 f3
1 1 1 {1}
0 1 0 {1, 3}
1 1 0 {2}
0 0 1 {2, 3}
1 0 0 {1, 2}

T 0
GD =

f1 f2 f3
1 1 1 1
0 1 0 2
1 1 0 3
0 0 1 4
1 0 0 5

T 0
MCD =

f1 f2 f3
1 1 1 1
0 1 0 1
1 1 0 2
0 0 1 2
1 0 0 1

Fig. 1: Transformation of inconsistent decision table T 0 into
decision tables T 0

MVD , T 0
GD and T 0

MCD

of conditional attributes and we attach to this example the most
common decision for examples from the group (see Figure 1).

In our approach, we can say that for a given example, we
have multiple decisions that can be attached to the example
but the goal is to find a single decision for each example. We
refer this approach as many-valued decision (MVD) approach
(see Figure 1). This approach is used for classical optimization
problems (finding a Hamiltonian circuit with the minimum
length or finding nearest post office [3]) where we have
multiple optimal solutions but we have to give only one
optimal output.

We studied a greedy algorithm for construction of decision
trees for many-valued decision tables using the heuristic based
on the number of boundary subtables in [4]. Besides, we have
studied this algorithm in the cases of most common decision,
and generalized decision approaches in [5]. In addition to
this, we studied various greedy algorithms as well as dynamic
programming algorithm to minimize the average depth in [6],
minimize depth in [7], and as well as minimize size of the
constructed decision tree in [8].
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This paper is a continuation of the current research. We
have compared three approaches MVD , MCD , and GD by
comparing the complexity of constructed decision trees. We
choose MVD approach based on the result of the comparison.
After that, we have shown the average relative difference
between greedy algorithm results and optimal results obtained
by dynamic programming algorithms for the depth, average
depth, and number of nodes of the constructed decision trees.
Subsequently, we compare the performance of the classifica-
tion error rates among classifiers constructed by the various
greedy algorithms. We have presented results in the form of
critical difference diagram [9] as well as average error rates
using data sets from UCI ML Repository [10] and KEEL [11]
repository. Finally, we found some of the greedy algorithms
are in the top list for both optimization and classification tasks.

II. RELATED WORKS

In literature, these types of tables are often referred as
multi-label decision tables [12]. These tables are found in the
problem of semantic annotation of images and videos, music
categorization into emotions, functional genomics (gene and
protein functions), and text classification (news article, email,
bookmarks). There are two ways to solve the classification
problem from these data sets: first one is algorithm adaptation
method where usual classification methods are adapted or
modified to handle multi-label data, and the second one is
the problem transformation method where the multi-label
data set is transformed into single label data set to work
with usual classification methods without any modification of
the algorithm. These papers solve the inconsistency of the
decision table by dividing full set of decisions into relevant
and irrelevant decision set for each example. The goal is to
find the relevant set of decisions for unknown object.

There is another way to handle inconsistency which is
mentioned in different names in literature: partial learning
[13], ambiguous learning [14], and multiple label learning
[15]. In this learning problem, each example is associated with
multiple labels but only one label is correct, and all others are
incorrect. The goal is to find out which label is correct. In
[13], [15], the authors shows probabilistic methods to solve
the learning problem whereas in [14], the author used standard
heuristic approach to exploit inductive bias to disambiguate
label information.

Our approach of MVD is different from the above men-
tioned approaches in two ways:
- we assume that all our decisions are correct and there is no
incorrect decisions attached with any of the examples,
- we assume that it is enough to find out one decision from
the set of decisions rather than the relevant set of decisions.

Therefore, one can use our approach when it is enough to
find one decision from the set of decisions.

III. PRELIMINARIES

A. Many-valued Decision Table

A many-valued decision table, T is a rectangular table
whose rows are filled by nonnegative integers and columns

are labeled with conditional attributes f1, . . . , fn. If we have
strings as values of attributes, we have to encode the values as
nonnegative integers. There are no duplicate rows, and each
row is labeled with a nonempty finite set of natural numbers
(set of decisions). We denote the number of examples (rows)
in the table T by N(T ).

TABLE I: A many-valued decision table T ′

T ′ =

f1 f2 f3
0 0 0 {1}
0 1 1 {1,2}
1 0 1 {1,3}
1 1 0 {2,3}
0 0 1 {2}

If there is a decision which belongs to all of the set of
decisions attached to examples of T , then we call it a common
decision for T . We will say that T is a degenerate table if T
does not have examples or it has a common decision. We give
an example of degenerate table in the Table II where 1 is the
common decision.

TABLE II: A degenerate many-valued decision table

T ′′ =

f1 f2 f3
0 0 0 {1}
0 1 1 {1,2}
1 0 1 {1,3}

A table obtained from T by removing some exam-
ples is called a subtable of T . We denote a subtable
of T which consists of examples that at the intersec-
tion with columns fi1 , . . . , fim have values a1, . . . , am by
T (fi1 , a1), . . . , (fim , am). Such nonempty tables (including
the table T ) are called separable subtables of T . For example,
if we consider subtable T ′(f1, 0) for table T ′, it will consist
of examples 1, 2, and 5. Similarly, T ′(f1, 0)(f2, 0) subtable
will consist of examples 1, and 5.

TABLE III: Example of subtables of many-valued decision
table T ′

T ′(f1, 0) =

f1 f2 f3
0 0 0 {1}
0 1 1 {1,2}
0 0 1 {2}

T ′(f1, 0)(f2, 0) =
f1 f2 f3
0 0 0 {1}
0 0 1 {2}

We denote the set of attributes (columns of table T ), such
that each of them has different values by E(T ). For example,
if we consider table T ′, E(T ′) = {f1, f2, f3}. Similarly,
E(T ′(f1, 0)) = {f2, f3} for the subtable T ′(f1, 0), because
the value for the attribute f1 is constant in subtable T ′(f1, 0).
For fi ∈ E(T ), we denote the set of values from the attribute
fi by E(T, fi). As an example, if we consider table T ′ and
attribute f1, then E(T ′, f1) = {0, 1}.

The minimum decision which belongs to the maximum
number of sets of decisions attached to examples of the table
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T is called the most common decision for T . For example,
the most common decision for table T ′ is 1. Both 1 and 2
appears 3 times in the sets of decisions, but 1 is the most
common decision as it is the minimum. We denote the number
of examples for which the set of decisions contains the most
common decision for T by Nmcd(T ).

B. Decision tree

A decision tree over T is a finite tree with root in which each
terminal node is labeled with a decision (a natural number),
and each nonterminal node is labeled with an attribute from
the set {f1, . . . , fn}. A number of edges start from each
nonterminal node which are labeled with the values of that
attribute (e.g. two edges labeled with 0 and 1 for the binary
attribute) .

Let Γ be a decision tree over T and v be a node of Γ.
We denote T (v) as a subtable of T that is mapped for a
node v of decision tree Γ. If the node v is the root of Γ
then T (v) = T i.e. the subtable T (v) is the same as T .
Otherwise, T (v) is the subtable T (fi1 , δ1) . . . (fim , δm) of the
table T where attributes fi1 , . . . , fim and numbers δ1, . . . , δm
are respectively nodes and edge labels in the path from the
root to node v. We will say that Γ is a decision tree for T if
Γ satisfies the following conditions:
- if T (v) is degenerate then v is labeled with the common
decision for T (v),
- otherwise v is labeled with an attribute fi ∈ E(T (v)). In this
case, k outgoing edges from node v are labeled with a1, . . . , ak
where E(T (v), fi) = {a1, . . . , ak}.

An example of a decision tree for the table T can be
found in Fig. 2. If the node v is labeled with the nonterminal
attribute f3, then subtable T (v) corresponding to the node
v will be the subtable T (f1, 0) of table T . Similarly, the
subtable corresponding to the node labeled with 2 will be
T (f1, 0)(f3, 1) and here 2 is the common decision.

f1

3 f3

1 2

1 0

0 1

Fig. 2: Decision tree for the many-valued decision table T ′

C. Impurity Functions and Uncertainty Measures

In greedy algorithm, we need to choose attributes to par-
tition the decision table into smaller subtables until we get
degenerate table which then be used to label the terminal node.
To choose which partition to consider for tree construction,
we need to evaluate the quality of partition by impurity
function. We assume that, the smaller the impurity function
value, the better is the quality of partition. Impurity function
can be calculated based on uncertainty measures for the
considered subtables corresponding to the partitions. If we

Algorithm 1 Greedy algorithm AI

Input: A many-valued decision table T with conditional
attributes f1, . . . , fn.

Output: Decision tree AI(T ) for T .
Construct the tree G consisting of a single node labeled
with the table T ;
while (true) do

if No one node of the tree G is labeled with a table then
Denote the tree G by AI(T );

else
Choose a node v in G which is labeled with a subtable
T ′ of the table T ;
if U(T ′) = 0 then

Instead of T ′ mark the node v with the common
decision for T ′;

else
For each fi ∈ E(T ′), compute the value of the
impurity function I(T ′, fi); Choose the attribute
fi0 ∈ E(T ′), where i0 is the minimum i for which
I(T ′, fi) has the minimum value; Instead of T ′

mark the node v with the attribute fi0 ; For each
δ ∈ E(T ′, fi), add to the tree G the node vδ and
mark this node with the subtable T ′(fi0 , δ); Draw
an edge from v to vδ and mark this edge with δ.

end if
end if

end while

have a common decision, then there is no uncertainty in the
data, and uncertainty measure is zero, otherwise uncertainty
measure is positive.

1) Uncertainty Measures: Uncertainty measure U is a
function from the set of nonempty many-valued decision tables
to the set of real numbers such that U(T ) ≥ 0, and U(T ) = 0
if and only if T is degenerate.

Let T be a many-valued decision table having n conditional
attributes, N = N(T ) examples and its examples be labeled
with sets containing m different decisions d1, . . . , dm. For i =
1, . . . ,m, let Ni be the number of examples in T that has been
attached with sets of decisions containing the decision di, and
pi = Ni/N . Let d1, . . . , dm be ordered such that p1 ≥ · · · ≥
pm, then for i = 1, . . . ,m, we denote by N

′
i the number

of examples in T such that the set of decisions attached to
example contains di, and if i > 1 then this set does not contain
d1, . . . , di−1, and p

′
i = N

′
i/N . We have the following four

uncertainty measures (we assume 0 log2 0 = 0):
• Misclassification error: me(T ) = N(T ) − Nmcd(T ). It

measures difference between total number of examples
and number of examples with most common decision.

• Sorted entropy: entSort(T ) = −∑m
i=1 p

′
i log2 p

′
i ([14]).

First we sort the probabilities for all decisions. After that,
for each example, keep the decision having maximum
probability and discard others. Then we calculate entropy
for this modified decision table.

• Multi-label entropy: entML(T ) = 0, if and only if T is
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degenerate, otherwise, it is equal to −∑m
i=1(pi log2 pi+

qi log2 qi), where, qi = 1− pi. ([16]).

• Absent: abs(T ) =
m∏
i=1

qi, where qi = 1− pi. It measures

the multiplication of all absent probability qi’s.
2) Impurity Functions: Let U be an uncertainty measure,

fi ∈ E(T ), and E(T, fi) = {a1, . . . , at}. The attribute fi
divides the table T into t subtables: T1 = T (fi, a1), . . . , Tt =
T (fi, at). We now define three types of impurity function I
which gives us the impurity I(T, fi) of this partition.

• Weighted max (wm):
I(T, fi) = max1≤j≤tU(Tj)N(Tj).

• Weighted sum (ws):
I(T, fi) =

∑t
j=1 U(Tj)N(Tj).

• Multiplied weighted sum (Mult_ws):
I(T, fi) = (

∑t
j=1 U(Tj)N(Tj))× log2 t.

IV. GREEDY ALGORITHMS FOR DECISION TREE
CONSTRUCTION

Let I be an impurity function based on the uncertainty
measure U . The greedy algorithm AI , for a given many-valued
decision table T , constructs a decision tree AI(T ) for T (see
Algorithm 1).

It constructs decision tree sequentially in a top-down fash-
ion. It greedily chooses one attribute at each step based
on the considered impurity function. We have total 12 (=
4 × 3) algorithms. The complexities of these algorithms are
polynomially bounded above by the size of the tables.

V. DATA SETS

We consider five decision tables from UCI Machine Learn-
ing Repository [10]. There were missing values for some
attributes which were replaced with the most common values
of the corresponding attributes. Some conditional attributes
have been removed that take unique value for each exam-
ple. For the sake of experiments, we removed from these
tables more conditional attributes. As a result, we obtained
inconsistent decision tables which contain equal examples with
equal or different decisions. The information about obtained
inconsistent (represented as many-valued decision) tables can
be found in Table IV. These modified tables have been
renamed as the name of initial table with an index equal to
the number of removed conditional attributes.

We also consider five decision tables from KEEL [11] multi-
label data set repository. Note that, these tables are already
in many-valued decision format. The information about these
table can be found in Table V. The decision table ‘genbase’ has
one attribute with unique value for each example and therefore,
it was removed, and renamed as ‘genbase-1’.

Table IV and V also contain the number of examples
(column “Row”), the number of attributes (column “Attr”), the
total number of decisions (column “Label”), the cardinality
of decision (column “lc”), the density of decision (column
“ld”), and the spectrum of this table (column “Spectrum”).
The decision cardinality, lc, is the average number of decisions
for each example in the table. The decision density, ld, is

the average number of decisions for each example divided
by the total number of decisions. If T is a many-valued
decision table with N examples (xi, Di) where i = 1, . . . , N ,
then lc(T ) = 1

N

∑N
i=1 |Di|, where |Di| is the cardinality of

decision set in i-th example, and ld(T ) = 1
|L| lc(T ), where L

is the total number of decisions in T . Spectrum of a many-
valued decision table is a sequence #1, #2,. . . , where #i,
i = 1, 2, . . ., is the number of examples labeled with sets
of decisions with the cardinality equal to i. For some tables
(marked with * in Table V), the spectrum is too long to fit
in the page width. Hence, we show what allows in the page
width limit.

VI. COMPARISON OF THREE APPROACHES

We compared the three approaches MVD , MCD , and GD
to handle inconsistency. We have published the results of the
comparison using the decision tree complexity (depth, average
depth and number of nodes) in [17]. For the sake of the
discussion, we reproduced the result in Table VI for the above
10 decision tables using the algorithm AI (see Algorithm 1)
which uses misclassification error uncertainty measure and
weighted sum impurity type.

Data sets from KEEL are already in MVD format. These
tables are converted into formats MCD (in this case, the
first decision is selected from the set of decisions attached
to a row) and GD by the procedure described in Section
I. Conversely, inconsistent tables from UCI ML Repository
were converted into MVD , MCD and GD . We then used
such data sets to construct decision trees by the algorithm AI ,
and further we listed the depth, average depth and number
of nodes in the constructed decision trees. Note that, we
interpreted single valued decision tables, i.e. TGD , TMCD , as
many-valued decision tables where each row is labeled with
a set of decisions that has one element. Hence, we can apply
the same algorithm for all three cases.

Table VI shows the result of depth, average depth and
number of nodes for decision trees AI(TMVD), AI(TGD) and
AI(TMCD). Moreover, we took average among the 10 data
sets. Since, the result varies in the range of the parameter, we
took the normalized average. The normalization has been done
by taking the value and dividing by the maximum of three
approaches. For example, the maximum depth of the three
approaches for the table ‘bibtex’ is 43. Then the normalized
depth of MVD approach will be 39/43 = 0.91. Similarly, the
normalized depth of MCD approach will be 42/43 = 0.98, and
for GD will be 1.

If we look at the result, the MVD approach in many cases
gives minimum depth, average depth and number of nodes.
When we took the normalized average, this claim is pretty
clear. If our goal is to represent knowledge from the given
data using the decision tree, we should use MVD approach
as it produces simpler trees compared to other approaches.
Therefore, we have used MVD approach for the rest of the
paper.
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TABLE IV: Characteristics of modified UCI inconsistent data represented in MVD format

Decision Row Attr Label lc ld Spectrum

table T #1 #2 #3

CARS-1 432 5 4 1.43 0.36 258 161 13
FLAGS-5 171 21 6 1.07 0.18 159 12
LYMPHOGRAPHY-5 122 13 4 1.07 0.27 113 9
NURSERY-1 4320 7 5 1.34 0.27 2858 1460 2
ZOO-DATA-5 42 11 7 1.14 0.16 36 6

TABLE V: Characteristics of KEEL multi-label data

Decision Row Attr Label lc ld Spectrum
table T #1 #2 #3 #4 #5 #6 #7 #8 #9

bibtex∗ 7355 1836 159 2.41 0.015 2791 1825 1302 669 399 179 87 46 18
COREL5K 4998 499 374 3.52 0.009 3 376 1559 3013 17 0 1 0 0
enron∗ 1561 1001 53 3.49 0.066 179 238 441 337 200 91 51 15 3
GENBASE-1 662 1186 27 1.47 0.054 560 58 31 8 2 3 0 0 0
MEDICAL 967 1449 45 1 0.027 741 212 14 0 0 0 0 0 0

TABLE VI: Depth, average depth, and number of nodes for decision trees AI(TMVD), AI(TGD) and AI(TMCD) for UCI and
KEEL data sets using misclassification error uncertainty measure and weighted sum impurity type

Decision Depth Average Depth Number of Nodes
table T MVD MCD GD MVD MCD GD MVD MCD GD

BIBTEX 39 42 43 11.52 12.24 12.97 9357 10583 13521
CARS-1 5 5 5 1.958 2.583 3.813 43 101 280
COREL5K 156 156 157 36.1 36.41 36.29 6899 8235 9823
ENRON 28 26 41 9.18 9.62 11.18 743 1071 2667
FLAGS-5 6 6 6 3.754 3.801 3.836 210 216 223
GENBASE-1 12 12 11 4.718 4.937 5.762 43 49 81
LYMPHOGRAPHY-5 7 7 7 3.787 4.115 4.311 77 94 112
MEDICAL 16 16 16 8.424 8.424 8.424 747 747 747
NURSERY-1 7 7 7 2.169 3.469 4.127 198 832 1433
ZOO-DATA-5 4 7 7 3.214 3.714 4.119 19 25 41
AVERAGE 28 28.4 30 8.48 8.93 9.48 1833.6 2195.3 2892.8
NORMALIZED AVERAGE 0.92 0.96 0.99 0.82 0.9 0.99 0.56 0.7 1

VII. DECISION TREE OPTIMIZATION

We can optimize the depth, average depth and number
of nodes of the constructed decision tree based on dynamic
programming algorithms as shown in [6], [8], [7]. It builds all
possible separable subtables from the root to the leaf. After
that, it considers all possible decision trees by the bottom up
approach based on the given criteria of minimizing depth or
average depth, or number of nodes. We have compared the av-
erage relative difference (in %) ARD = greedy−optimal

optimal ×100
between the sub-optimal results from the greedy algorithms
and optimal result from the dynamic programming algorithm.
ARD shows how close the greedy result compared to the opti-
mal solution. We have produced the ARD results in Table VIIa,
VIIb and VIIc for 3 top algorithms from 12 algorithms (see
Section IV).

VIII. DECISION TREE CLASSIFIER

The examples in the many-valued decision table T have
been attached with sets of decisions D ⊂ L where L is the
set of all possible decisions in the table T . We denote D(x)
as the set of decisions attached to the example x. If X is the

TABLE VII: ARD (in %) between results of greedy and
dynamic algorithms

Algorithm ARD

ws_entSort 4.58
ws_entML 5.47
ws_me 6.03

(a) Average depth

Algorithm ARD

wm_me 12.08
wm_entSort 12.08
ws_me 12.08

(b) Depth

Algorithm ARD

Mult_ws_entML 21.22
Mult_ws_entSort 24.58
ws_abs 25.03

(c) Number of nodes

domain of the examples to be classified, the goal is to find a
classifier h : X → L such that h(x) = d, where d ∈ D(x),
that means to find a decision from the ground truth set of
decisions attached to the example. To solve the problem, we
use decision tree as our model. We construct different kinds
of decision trees using various impurity functions.
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A. Evaluation Measure

Here we use the common evaluation measure of classifi-
cation error percentage. Let us assume, we have unknown
instance x′ and corresponding decision set is D(x′). The
classifier h is applied on the new instance x′ and it gives
the decision d = h(x′). If d ∈ D(x) then error(x′) = 0,
otherwise error(x′) = 1. Let us assume, we have total M
unknown instances to classify, then the error rate will be
1

M

M∑

i=1

error(xi).

B. Methodology

Let T be a many-valued decision table with conditional
attributes f1, . . . , fn, and the decision attribute D. We have
to divide the initial subtable into three subtables: training
subtable T1, validation subtable T2, and test subtable T3.
The subtable T1 is used for construction of initial classifier.
The subtable T2 is used for pruning of the initial tree. Let
Γ is a decision tree for T1. For each node v of Γ, we
construct a subtable T1(v) of the table T1. If v is the root,
then T1(v) = T1, otherwise T1(v) = T1(fi1 , a1) . . . (fim , am)
where fi1 , . . . , fim are the conditional attributes attached to
nodes of the path from the root of Γ to v, and a1, . . . , am are
numbers attached to edges of this path.

We denote α(v) = U(T1(v))/U(T1), where U(T1) is the
misclassification error uncertainty of table T1. Let Γ contain t
nonterminal nodes, and v1, . . . , vt be all nonterminal nodes of
Γ in an order such that α(v1) ≤ α(v2) . . . ≤ α(vt). For any
i ∈ {1, . . . , t− 1}, if α(vi) = α(vi+1) then the distance from
the root of Γ to vi is at least the distance from the root to vi+1.
We now construct a sequence of decision trees Γ0,Γ1, . . . ,Γt

where Γ0 = Γ (initial tree). The procedure of such decision
tree construction is described below in an inductive way:

Let assume that, for some i ∈ 0, . . . , t− 1, the decision
tree Γi is already constructed. We now construct the decision
tree Γi+1 from the decision tree Γi. Let D be a subtree of
Γi with the root vi+1. We remove all nodes and edges of D
from Γi with the exception of vi+1. After that, we transform
the node vi+1 into a terminal node which is labeled with the
most common decision for T1(vi+1). As a result, we obtain
the decision tree Γi+1.

For i = 0, . . . , t, we used the decision tree Γi to calculate
the classification error rate for the table T2. We choose the
tree Γi which has the minimum classification error rate (in
case of tie, we choose the tree with smaller index). Now this
tree can be used as the final classifier and we can evaluate the
test error rate by using this tree to classify the examples in
table T3.

IX. STATISTICAL COMPARISON OF GREEDY ALGORITHMS

To compare the algorithms statistically, we used Friedman
test with the corresponding Nemenyi post-hoc test as sug-
gested in [9]. Let we have k greedy algorithms A1, . . . , Ak

for constructing trees and M decision tables T1, . . . , TM .
For each decision table Ti, i = 1, . . . ,M, we rank the

algorithms A1, . . . , Ak on Ti based on their performance
scores of classification error rates, where we assign the best
performing algorithm the rank of 1, the second best rank 2,
and so on. We break ties by computing the average of ranks.
Let rji be the rank of the j-th of k algorithms on the decision
table Ti. For j = 1, . . . , k, we correspond to the algorithm Aj

the average rank Rj =
1
M ·

M∑

i=1

rji . For a fixed significance level

α, the performance of two algorithms is significantly different
if the corresponding average ranks differ by at least the critical

difference CD = qα

√
k (k + 1)

6M
where qα is a critical value

for the two-tailed Nemenyi test depending on α and k.

X. CLASSIFICATION RESULTS

We used 3-fold cross validation to separate test and training
data set for each decision table. The data set is divided into 3
folds, we run the experiment for 3 times. At i-th (i = 1, 2, 3)
iteration, i-th fold is used as the test subset, and the rest of data
is partitioned randomly into train (70%) and validation subset
(30%). The validation subset is used to prune the trained tree.
We successively prune the nodes of the trained decision tree
model based on the accuracy of the classifier from validation
data set unless its accuracy is maximum. After pruning, we
used trained decision tree model to predict the decisions for
test data sets. For each fold, we repeat the experiment 5 times
and take the average of 5 error rates.

We have four uncertainty measures (me, abs, entSort,
entML) and three types of impurity functions (ws, wm,
Mult_ws). So, 12 greedy algorithms have been compared.
We show the names of the algorithms as combined name
of heuristic and impurity function types separated by ‘_’ in
CDD. For example, if the algorithm name is wm_me, this
means it uses wm as a type of impurity function and me
as uncertainty measure. Figure 3 shows the CDD containing
average rank for each algorithm on the x-axis for significance
level of α = 0.05. The best ranked algorithm are shown in the
leftmost side of the figure. When Nemenyi test cannot identify
significant difference between some algorithms, then those are
clustered (connected).

It is clear that, Mult_ws_abs is the best ranked algorithm
to minimize the test error. We have shown classification error
rate for each data sets for the three best ranked algorithm in
Table VIII as well as the average error rate (AER) among
all the data sets. We can see that for most of the data sets
Mult_ws_abs gives minimum error rate than others. On
average it gives the best result. We have also shown the overall
execution time for the three best ranked algorithm in the
Table IX and found that the Mult_ws_entML algorithm is
faster than other algorithms.

Also note that, the Mult_ws_entML algorithm is the best
for minimizing the number of nodes in the tree (see Sec-
tion VII), and it is also one of the top algorithms for minimiz-
ing the classification error rates. Also there are two algorithms
(Mult_ws_entML, and Mult_ws_entSort) for minimizing
number of nodes in the tree intersects with the same two
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algorithms for minimizing the classification error rates. This
result is interesting as we can relate the classification and
optimization problem. It looks like the quality of classification
is connected with the quality of minimizing the number of
nodes.

XI. CONCLUSION

We studied three different approaches to handle inconsistent
decision tables and found MVD approach performs better. We
also have created different greedy algorithms based on various
uncertainty measures and impurity types to construct decision
trees, and compared the results with the optimal results.
Finally, we compared these greedy algorithms statistically for
classification task to get best ranked classifier and considered
also the average error rate across all data sets. We found that
Mult_ws_abs gives lowest classification error rate than others
for most of the data sets. We also found Mult_ws_entML
algorithm is faster than other top algorithms and also good
for both classification and optimization of number of nodes.

In the future, our goal is to construct ensemble of decision
trees to work with larger data sets efficiently. Also we are
planning to consider more sophisticated pruning methods
based on Pareto-optimal points using dynamic programming
algorithms.
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Fig. 3: Critical difference diagram for classification error rates

TABLE VIII: Classification error rate (in %)

Filename Mult_ws_abs Mult_ws_entSort Mult_ws_entML

BIBTEX 56.87 60.09 57.09
CARS-1 3.33 4.49 5.56
COREL5K 74.3 76.57 77.72
ENRON 36.9 26.96 29.69
FLAGS-5 58.83 62.11 63.27
GENBASE-1 5.73 3.79 3.69
LYMPHOGRAPHY-5 27.18 25.4 25.87
MEDICAL 24.05 26.66 26.6
NURSERY-1 2.06 2.69 2.62
ZOO-DATA-5 22.86 27.62 25.24
AER (AVERAGE ERROR RATE) 31.21 31.64 31.73

TABLE IX: Overall execution time (in sec)

Filename Mult_ws_abs Mult_ws_entSort Mult_ws_entML

BIBTEX 285.42 2012.34 117.55
CARS-1 0.0046 0.006 0.0042
COREL5K 127.95 853.3 82.19
ENRON 6.82 14.35 5.45
FLAGS-5 0.0098 0.0176 0.0102
GENBASE-1 0.1174 0.17 0.111
LYMPHOGRAPHY-5 0.0046 0.0056 0.0042
MEDICAL 1.2352 6.9238 1.1488
NURSERY-1 0.0408 0.0622 0.0416
ZOO-DATA-5 0.0024 0.0028 0.0028
AVERAGE 42.16 288.72 20.65

38 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



Abstract—Two  algorithms  for  building  classification  trees,
based on Tsallis and Rényi entropy, are proposed and applied
to  customer  churn  problem.  The  dataset  for  modeling
represents highly unbalanced proportion of two classes, which
is  often  found  in  real  world  applications,  and  may  cause
negative effects on classification performance of the algorithms.
The  quality  measures  for  obtained  trees  are  compared  for
different values of α parameter.

I. INTRODUCTION

ECISION trees are powerful and very popular tools for

different classification tasks [1]-[3]. The attractiveness

of this technique is due to the fact that they create rules that

can be easily interpreted. Decision trees use some statistical

property  called  information  gain  to  measure  the

classification power of the input attributes on classification

problem as the difference between the entropy before and

after  a  decision.  Entropy computation  is  used  to  generate

simple  decision  trees,  in  terms  of  the  structure,  with

effective classification, since tree size reduction depends on

the  attribute  selection.  For  this  purpose,  usually  Shannon

entropy is used, but other entropy formulas, such as Rényi

[4]  and  Tsallis  [5]  entropy,  can  also  be  applied.  Here,  a

comparative  study  based  on  Rényi  and  Tsallis  entropy  is

described taking into account the issue of imbalance in the

class  distribution.  We used  data  from  telecommunication

industry to predict loss of customers to competitors what is

known  as  customer  churn.  In  this  dynamical  and  liberal

market  customers  can  choose  among  cellular  service

providers and actively migrate from one service provider to

another. This problem is especially interesting due to the fact

that the portion of churning customers in business practice is

low, between 1% and  5%,  depending  on the country  and

type of the telecommunication service. 

D

The comparison of the trees is carried out by taking into

account  different  values  of  α  parameter  and  set  of  the

following measures: classification accuracy, area under the

ROC  curve,  lift,  and  number  of  leaves  in  a  tree  as

complexity measure.

In  the  next  section  properties  of  Rényi  and  Tsallis

entropies  are  described.  The  data  used  in  this  study  are

described  in  the third  section.  The empirical  analysis  and

comparison of the entropies is shown in fourth section. This

type of  analysis  is  especially interesting for  decision trees

because  of  the  high  dimensionality  of  telecommunication

data. Conclusions are given in the last section.

II.THEORETICAL FRAMEWORK

In this paper we assume that observations may belong to

two  given  classes  and  for  the  classification  we  use  a

modified algorithm similar to C4.5 [6] to construct a binary

tree in R environment [7]. 

As a general measure of diversity of objects, a Shannon

entropy is often used which is defined as [8]:

1

log ,
n

s i i

i

H p p
=

= −∑ (1)

where  ip  is  the probability of occurrence of an event  ix

being  an  element  of  the  event  X  that  can  take  values

,...,i nx x .  The  value  of  the  entropy  depends  on  two

parameters: (1) disorder (uncertainty) and is maximum when

the probability ip  for every ix  is equal; (2) the value of n.

Shannon entropy assumes a tradeoff between contributions

from  the  main  mass  of  the  distribution  and  the  tail.  To

control both parameters two generalizations were proposed

by Rényi [4] and Tsallis [5]. 

The Rényi entropy is defined as:

1

1
log ,

1

n

R i

i

H pα

α =

 
=  ÷−  

∑ (2)

where parameter α  is used to adjust the measure depending

on the shape of probability distributions.

The Tsallis entropy is defined as:

1

1
1 .

1

n

R i

i

H pα

α =

 
= − ÷−  

∑ (3)

With  Shannon  entropy,  events  with  high  or  low

probability have equal weights in the entropy computation.

However, using Tsallis entropy, for 1α > , events with high

probability  contribute  more  than  low probabilities  for  the

entropy value [9]. Therefore, the higher is the value of  α ,

the higher is the contribution of high probability events in

the  final  result.  Furthermore,  increasing  α  parameter

( )α →∞  makes  the  Rényi  entropy determined  by events
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with higher probabilities, and lower values of α  coefficient

( 0)α →  weigh the events more equally, no matter of their

probabilities.

The Tsallis and Rényi entropies were successfully applied

to  many  diverse  practical  problems,  showing  their  high

usefulness for accurate classification. For instance, in [10]

the authors applied both entropies for variable selection in

computer  networks  intrusion  detection,  analyzing  models

detection  capabilities  while  providing  a  set  of  attributes

coming from the network traffic. Their results showed that

selecting attributes based on Rényi and Tsallis entropies can

achieve better results as compared to Shannon entropy.

Modified C4.5 decision trees based on Tsallis and Rényi

entropies  have  been  tested  on  several  high-dimensional

microarray datasets in [11]. The results showed that use of

non-standard entropies may be highly recommended for this

kind of data.

In  [12]  the authors  addressed  the  question  whether  the

Rényi entropy is equally suit-able to describe systems with

q-exponential behavior, where the use of the Tsallis entropy

is  relevant.  The  study  confirmed  that  in  this  case  Tsallis

entropy is a more suitable choice than Rényi entropy.

Some other studies considered image segmentation based

on Tsallis  and Rényi-entropies  [13].  Their  conclusion was

that  entropic  segmentation  can  give  good  results  but  is

highly  related  to  an  appropriate  choice  of  the  entropic

index α .

III. THE CHURN DATASET

Customer churn is a term used in the telecommunication

industry  to  describe  the  customer  movement  from  one

provider to another, and the churn management strategy is a

process  aimed  to  retain  profitable  customers  [14].  Every

year telecommunication industry suffers from a substantial

loss  of  valuable  customers  to  competitors.  In  this  liberal

market  customers  can  migrate  between telecommunication

operators freely. The motivation for churn research is based

on the fact that it costs more to recruit new customers than

to  retain  existing  ones,  especially  those  high  profitable

customers. The other motivation is the fact that the average

churn at cellular providers is about 25% per year in Europe,

according  to  [15],  what  means  that  one  fourth  of  the

customers’ base is lost each year.

In  order  to  check  the  performance  of  the  proposed

entropies,  we conducted the simulations based on the data

collection  known  as  "Cell2Cell:  The  Churn  Game"  [16]

derived  from  the  Center  of  Customer  Relationship

Management at Duke University, USA. The data constitute a

representative  slice  of  the  entire  customer  database,  be-

longing to an anonymous company operating in the sector of

mobile telephony in the United States.

The  data  contains  71047  observations,  wherein  each

observation  corresponds  to  the  individual  customer.  For

each  observation  78  variables  are  assigned,  of  which  75

potential  explanatory  variables  are  used  for  models

construction. All explanatory variables are derived from the

same time period, except the binary dependent variable (the

values 0 and 1) labeled as "churn", which has been observed

in  the  period  from  31  to  60  days  later  than  the  other

variables.  In  the  collection  there  is  an  additional  variable

"calibrat" to identify the learning  sample and test  sample,

comprising  40000  and  31047  observations,  respectively.

Learning sample contains 20000 cases classified as churners

(leavers) and 20000 cases classified as non-churners. In the

test  sample,  which  is  used  to  check  the  quality  of  the

constructed model, there is  only 1.96% of customers who

quit. Such a small percentage of the modeled class can be

often found in the business practice.

IV. ANALYSIS AND RESULTS

A. Accuracy measures

To compare the trees obtained for different values of  α
we define a set of three measures. These are: (1) AUC (area

under  the  ROC  curve),  (2)  Lift  and,  (3)  Lv  (number  of

leaves  in  a  tree).  The  first  two  measures  are  related  to

efficiency and effectiveness of the tree and they have been

often  used  for  evaluation  of  classification  models  in  the

context  of  e.g.  credit  scoring  [17],  income  and  poverty

determinants  [18] or  customer insolvency and churn  [19].

The last measure Lv expresses a complexity of the tree as

the number of its leaves. In this study we will favor small

trees which usually lead to simple and general  rules,  thus

having an advantage over other models. Therefore, a good

tree will be characterized by the high accuracy of AUC and

lift as well as the relatively small number of leaves. In other

words we would like to obtain small but efficient structures

for churn classification.

Since we deal with a problem of binary classification, the

model yields  two results:  positive and negative.  There are

four possible outcomes, as shown in Table 1.

In order to construct AUC measure we need to define two

indicators:  / (TP FP)Tpr TP= + ,  / (FP P)Fpr FP T= +  as

well as a ROC curve. As mentioned earlier, each tree’s node

and leaf has a class assigned based on the share of churn

classes. If the share exceeds the decision threshold, usually

set to 0.5,  a node or a leaf gets a class churn=1 assigned,

otherwise class churn=0.

TABLE 1. 
CONFUSION MATRIX FOR BINARY CLASSIFICATION

Predicted
Observed

Positives Negatives

Positives True Positives (TP) False positives (FP)

Negatives False Negatives (FN) True Negatives (TN)

Defined indicators can be calculated for various values  of

the decision threshold. The increase of the threshold from 0

to 1 will yield to a series of points ( Fpr , Tpr ) forming the

curve with Tpr  on horizontal axis and Fpr  on vertical axis.

The curve is named receiver operating characteristics, ROC

[20],  [21].  The  AUC measure  is  an  area  under  the  ROC

curve  which  can  be  calculated  using  trapezoidal  rule.

Theoretically  [ ]0;1AUC ∈  and  the  larger  the  AUC  the
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closer  is  the  model  to  the  ideal  one  and  the  better  is  its

performance. 

The  lift  measure  is  dictated  by  the  economic

considerations, because the telecom operator does not direct

the retention campaign to a wide customer base, but focuses

on  a  small  percentage  of  approximately  1-2%  of  the

customer database on a monthly basis, characterized by the

highest probability of resignation. For instance, having the

total  number  of  customers  of  approximately 10 million,  a

group  of  1%  of  customers  is  equal  to  100  thousand

customers  per  month,  which  would  receive  the  retention

offer.

The  required  input  for  lift  calculation  is  a  validation

dataset  that  has  been  “scored"  by assigning  the  estimated

churn probability to each case. Next, the churn probabilities

are  sorted  in descending order  and for  a  given  customers

percentage,  the  measure  is  calculated  in  the  following

manner (for the first percentile) [22]:

0.01

0.01

TP
Lift

TP
= (4)

The lift measure shows how much more likely we are to

receive  positive  responses  (detecting  churn  customers)  in

comparison to a random sample of customers.

B. Experiments 

Rényi  and Tsallis entropy were compared to each other

using  the  modified  C4.5  algorithm  for  decision  tree

construction which has been applied to churn dataset. The

modification of the algorithm concerned mainly the pruning

part.  The  listing  Generate_decision_tree presents  the  tree

growing algorithm.

The algorithm is recursively called so that it works from

the  bottom  of  the  tree  upward,  removing  or  replacing

branches to minimize the predicted error on the validation

dataset.

In order to obtain the optimal split while growing the tree

(see part of the pseudo-code above) the gain ratio should be

calculated. The listing Prune outlines the pruning process.

The algorithm is recursively called so that it works from

the  bottom  of  the  tree  up-ward,  removing  or  replacing

branches to minimize the predicted error on the validation

dataset.

The decision trees were trained on training samples which

reflected two designs: (1) learning on the balanced dataset

(equal  proportion  of  churn  and  non-churn  classes);  (2)

learning  on the imbalanced  dataset  with the churn rate of

1.96%.  Both designs were  then checked on the validation

sample  in  which  the  churn  rate  was  equal  to  1.96%,  as

observed in real population. We considered α starting from

0.5 to 10 by 0.5.

The  results  obtained  on  the  validation  datasets  are

collected in Tables 2-3. The best results and corresponding

values  of  α  parameter  differ  in  each  case  and  can  be

summarized as follows: 

i. Training the trees on the balanced dataset resulted

in better classification performance;

ii. The  Rényi  entropy  based  trees  trained  on

imbalanced dataset generated the splits only for α

equal to 1 and 1.5;  all the other α resulted in no

split (Lv=1)

iii. In general, the Tsallis entropy based trees provided

better  generalization  (smaller  number  of  leaves)

and the highest lift (3.612); 

iv. The Rényi  entropy based  trees  provided  complex

tree  structures  with  questionable  generalization

abilities (although the high AUC observed).

v. The  Shannon  based  tree  trained  on  the  balanced

dataset resulted in high AUC and high lift; however

the tree was very complex. The tree trained on the

imbalanced dataset did not generate any splits.

The structure of the best tree, in terms of the lift, trained

on the balanced dataset using Tsallis entropy is presented in

Fig.  1.  The tree  has  27  leaves  on 7  levels  (including  the

root). Each node and each leave has indicated: decision rule,

class  (TRUE  –  if  churn  was  observed  and  FALSE

otherwise),  and  percentage  of  objects  belonging  to  the

majority class.

The first variable used for split was  EQPDYAS (number
of days of the current equipment). If the value of EQPDYAS
was greater than 302 then the probability of churn increased,
forming  a  group  in  which  the  percentage  of  churners
amounted to 56.9%. On the other levels of the tree it was
observed  that  the  following  variables  were  useful  for
detecting  churners:  MONTHS (months  in  service),  MOU
(mean  monthly  minutes  of  use),  RETCALLS (number  of
calls  previously  made  to  retention  team),  RECCHRGE
(mean  total  recurring  charge),  RETACCPT (number  of

Algorithm: Generate_decision_tree
Input: training samples D, list of attributes L, 
attribute_selection_method
Output: decision tree

/1/ Create a node N

/2/ if D has the same class C then

/3/    return N as leaf node with class C label

/4/ if L is empty then

/5/    return N as leaf node with class label that is

the most class in D

/6/ Choose test-attribute   that has the most Gain-

Ratio using attribute_selection_method

/7/ Give node N with test-attribute label

/8/ Find an optimal split that splits  D into subsets

Di ( 1,..., )i k=
/9/ foreach 1i =  to k  do

/10/    Add branch in node N to test-attribute = ia

/11/    Make partition for  sample  Di from samples

where test-attribute = ia

/12/    if Di is empty then

/13/       attach leaf node with the most class in D

/14/    else attach  node  that  generate  by

Generate_decision_tree(Di,  attribute-list,  test-

attribute)

/15/ endfor 
return N
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TABLE 2. 
RESULTS ON VALIDATION DATASET WHEN TRAINING THE TREE ON

BALANCED DATASET. THE BEST RESULTS FOR EACH ACCURACY
MEASURES ARE PRESENTED IN BOLD

Tsallis Rényi

Alpha AUC Lift Lv AUC Lift Lv

0,5 61,32 2,463 25 59,66 1,313 25

1 61,55 2,627 33 60,83 1,642 29

1,5 61,95 1,806 31 61,23 1,642 30

2 60,62 1,313 34 61,13 3,284 39

2,5 60,86 1,313 35 61,30 2,791 38

3 61,32 3,284 35 62,20 2,463 42

3,5 61,97 3,119 33 61,88 3,119 45

4 61,83 3,448 35 62,73 1,642 46

4,5 61,21 2,463 28 61,34 1,149 47

5 62,02 2,463 31 61,29 1,806 46

5,5 61,17 2,134 34 63,04 0,985 41

6 60,77 3,119 30 62,05 1,149 43

6,5 61,17 3,612 27 63,03 1,642 41

7 58,74 2,298 19 62,53 0,985 39

7,5 61,11 3,284 26 62,68 1,313 42

8 61,12 3,448 22 62,19 1,313 42

8,5 61,27 2,791 23 62,46 1,642 38

9 60,50 2,463 20 62,34 1,477 45

9,5 61,22 2,791 22 62,49 1,477 44

10 60,84 3,119 12 59,66 1,313 25

             Shannon

62,98 3,248 82

TABLE 3. 
RESULTS ON VALIDATION DATASET WHEN TRAINING THE TREE ON
IMBALANCED DATASET. THE BEST RESULTS FOR EACH ACCURACY

MEASURES ARE PRESENTED IN BOLD

Tsallis Renyi

Alpha Auc Lift Lv Auc Lift Lv

0,5 50,00 1,000 1 50,00 1,000 1

1 58,99 2,791 10 60,83 2,463 29

1,5 58,35 2,298 9 58,89 2,955 6

2 59,39 2,627 11 50,00 1,000 1

2,5 58,98 2,791 7 50,00 1,000 1

3 57,87 1,970 6 50,00 1,000 1

3,5 58,10 2,791 7 50,00 1,000 1

4 58,24 2,955 11 50,00 1,000 1

4,5 50,00 1,000 1 50,00 1,000 1

5 58,36 1,970 11 50,00 1,000 1

5,5 57,75 2,463 7 50,00 1,000 1

6 58,44 2,627 7 50,00 1,000 1

6,5 50,00 1,000 1 50,00 1,000 1

7 56,44 2,134 8 50,00 1,000 1

7,5 50,00 1,000 1 50,00 1,000 1

8 58,12 2,791 7 50,00 1,000 1

8,5 50,00 1,000 1 50,00 1,000 1

9 50,00 1,000 1 50,00 1,000 1

9,5 50,00 1,000 1 50,00 1,000 1

10 50,00 1,000 1 50,00 1,000 1

Shannon

50,00 1,000 1

previous  retention  offers  accepted),  PEAKVCE  (mean
number of in and out peak voice calls),  DIRECTAS (mean
number  of  director  assisted  calls),  MOUREC (mean
unrounded  MOU  received  voice  calls),  CHANGEM (%
change in minutes of use), CALLWAIT (mean number of call
waiting  calls),  INCOME (customer  income),  REVENUE
(mean monthly revenue).

The  final  leaves  contained  the  high  proportion  of

churners  ranging from 54.9% to 100%. Three rules lead to

the leaves with 100% of churners. These were: 

Rule 1 – EQPDAYS <= 302 & MONTHS <=  10  &

RECCHRGE <= 37.8775 & RETACCPT > 0 &  DIRECTAS

<= 2.2275;

Rule 2 – EQPDAYS > 302 & MONTHS <=  12  &

RETCALLS > 0 & PEAKVCE > 122.33 & MOUREC >

86.35 & RETACCPT <= 0;

Rule 3 – EQPDAYS > 302 & MONTHS > 12 & MOU <=

6 & MOU > 0 & EQPDAYS <= 375 & CHANGEM >

-3.25. 

The results presented in this paper are encouraging and

provide high accuracy of classification, when compared to

similar studies on this dataset. For example, the authors in

[23] as an assessment of the quality of the model, chose lift

in  the  first  decile,  which  was  equal  to  2.61  for  the  best

model. Finally, in our previous study [24] we obtained lift of

3.11 for the first percentile using C&RT tree on the same

dataset, while current study delivers improved results.
V.  SUMMARY AND CONCLUDING REMARKS

In this paper, an evaluation of Rényi and Tsallis entropy

applied to customer churn in telecommunication industry is

performed.  In  particular,  the  modified  C4.5  decision  tree

Algorithm: Prune
Input: node with an attached subtree, validation 
samples W
Output: pruned tree

leafError = estimated leaf error on W 

if node is a leaf then

   return leaf error

else

   subtreeError = N (node)
Pr (N )

i
ichildren

une
∈∑

   branchError = error if replaced with most

frequent branch

   if leafError is less than branchError and

subtreeError then

      make this node a leaf

      error = leafError

   else if

      branchError is less than leafError and

subtreeError then

      replace this node with the most frequent

branch

      error = branchError

   else

      error = subtreeError

   return error
end
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Fig. 1. Decision tree based on Tsallis entropy for α = 6.5 trained on the balanced data.
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algorithm was  used  for  classification  since  it  can  handle

continuous and discrete input variables as observed in the

churn dataset.

Additionally,  we  studied  the  performance  of  both

entropies in the case of the learning dataset being balanced

or  imbalanced.  The  experimental  results  show  that  in

general,  Tsallis  and  Rényi  entropies,  with  adequate  α
parameters, can lead to compact and efficient decision trees,

with  high  accuracy  measures.  We  observed  that  Tsallis

entropy  provided  better  generalization  since  the  resulting

trees  were  not  as  complex  as  for  Rényi  case.  The  study

revealed  that  learning  on  the  balanced  learning  dataset  is

beneficial for the final results. Finally, the use of Tsallis and

Rényi entropies makes analysis more flexible than standard

approach,  e.g.  Shannon  entropy,  since  it  allows  for

exploration  of  the  tradeoff  between  the  probability  of

different classes and the overall information gain.
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Abstract—Equality is fundamental notion of logic and math-
ematics as a whole. If computer-supported formalization of
knowledge is taken into account, sooner or later one should
precisely declare the intended meaning/interpretation of the
primitive predicate symbol of equality. In the paper we draw
some issues how computerized proof-assistants can deal with this
notion, and at the same time, we propose solutions, which are
not contradictory with mathematical tradition and readability of
source code. Our discussion is illustrated with examples taken
from the implementation of the MIZAR system.

I. INTRODUCTION

THE ROLE of equality in mathematics is indispensable.
Linear equations represented and accompanied by graphs

seem to be one of the primary mathematical exercises for
children, where also recognizing which objects are identical is
important. Finding solutions for systems of equations [2], for-
mulas for calculating integrals, values of various mathematical
functions, etc., is the basic mathematical activity all engineers
are familiar with. Hence it is not surprising that equational
provers were one of the primary computerized tools developed
for use by mathematicians, after offering simple numerical
tools and methods – in fact also based on equality since they
essentially handle sequences of equalities.

As a mathematical proof, a proof in a computerized system
is just a sequence of proof steps, we could expect that it can
be discovered automatically within a reasonable universe of
discourse. Typically, a proof search explodes exponentially
if the universe and/or the method is not properly chosen.
Essentially the process of finding an equational proof is fairly
simple. Given sets of equalities can be merged to define
a substitution operation by iteration. E.g., in cases when the
equalities are between terms and variables, or imply such
equalities that can be derived, the substitution operation is
the result of (1) (simultaneous) substitution of terms for
corresponding variables, according to the given equalities, and
(2) iterating this process on results. The iteration step (2) can
lead to the target or fail if sooner or later the equalities became
too complex to handle. The idea is to have a handy set of
underlying techniques for machine learning and to restrict the
field of expansions.

The results are always tempting, as after identifying two
objects as equal – no matter how different they seem to
have been – all knowledge about one of them applies to
the other also. Moreover, from the moment of identifying
objects, it does not matter with which of them we are dealing,

properties discovered for one of them automatically carry
over to the other one. Thus, identifying objects as equal can
make certain work (e.g., in some non-procedural or extensional
work) just easier. Depending on the mathematical context or
computational environment, the use of the quality predicate
may not be so simple as they look, and saying that two objects
are equal we often mean certain level of abstraction which is
the core of mathematics.

Informally the notion of equality is clear, but following [19]
we cannot be sure about that:

... when it comes to a crisis of rigorous argument, the
open secret is that, for the most part, mathematicians
who are not focussed on the architecture of formal
systems per se, mathematicians who are consumers
rather than providers, somehow achieve a sense of
utterly firm conviction in their mathematical doings,
without actually going through the exercise of trans-
lating their particular argumentation into a brand-
name formal system.

Developers of computerized proof-assistants must be pre-
pared for such exercises, furthermore – they have to provide
tools for solving them. Our paper is a result of some thoughts
presented in [7] and [3]. However, we are focusing not on
computer algebra systems as in [7], and also not on the role
of equality in mathematical education (although mathematical
proof-assistants are definitely useful in this area). We started
from the place where [7] posed some important questions:
the area where automated reasoning and computer algebra
can interact, and we went ahead of discussions, focusing
on real-life implementations of the theoretical ideas: how
the automatic proof-checker can cope with the predicate of
mathematical equality and corresponding predicate symbol of
equality. For our work in this paper, we have chosen MIZAR
proof-checker described in [1]. The MIZAR system is much
closer to automated theorem prover, although some basic
elements of computer algebra are also implemented. In this
sense this discussion is a kind of a counterpart of Davenport’s
research from the viewpoint of MIZAR proof-checker.

Essentially, all with the exception of the very basic MIZAR
examples are of our authorship: the first author is mainly
responsible for the formalization of lattice theory, rough and
fuzzy sets [26], [37], the second author’s work is on hard-
coding of new MIZAR constructions (e.g. reductions), while
the third author delivered examples from abstract algebra. We
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hope then that our paper is much more than a theoretic dis-
cussion on selected issues on the usage of equality predicates.

The structure of the paper is as follows. At the beginning we
draw some initial remarks on the properties of the equality and
show how one can solve equational problems with the help of
a computer, not necessarily in a fully readable way. Then we
focus on the MIZAR system, explaining the implementation
of the equality both from purely logical point of view, and
extensionally, in set theory (including two extensions: rough
and fuzzy sets). Section VI starts the discussion on specific
implementation issues in MIZAR: analysis of terms, properties,
and built-in computations. In Section XII, based on the con-
crete example, we show how the discussed techniques work to
find the compromise between readability and writability, and
then we present the statistics of the use of described construc-
tions in MIZAR Mathematical Library (MML). The final part
is devoted to the discussion of the structural understanding of
the equality, where injections and isomorphisms are typically
used by mathematicians.

II. EQUATIONAL CHARACTERIZATION

The importance of equational characterization is obvious –
varieties are defined in this way. Among equationally defined
classes of algebras, we can find all well-known problems
solved with the help of powerful provers, with the Robbins
problem [21] (the alternative set of axioms for Boolean alge-
bras) and its solution by EQP/OTTER as the most prominent
example. And even if Robbins problem’s importance for
Boolean algebras is not crucial, this specific set of axioms
is quite interesting. E.g., we can point out many problems in
lattice theory (presented as short equational bases) solved as
a by-product of this computerized system achievement [9].

Absolute equality has the following properties defining it
as equivalence relation between the objects in the considered
universe of discourse (i.e., domain of objects):

• reflexivity,
• symmetry, and
• transitivity.
Furthermore, the absolute equality should satisfy the so-

called Leibniz’s Law (or identity of indiscernibles), which is
a kind of closure with respect to properties or substitution
property.

Two objects x and y are equal if for every predicate
P we have P (x) if and only if P (y), that is, x and
y are equal if they cannot be distinguished using
predicates.

This is an intuitively clear definition, however hard to check,
in particular in proof assistants – one can ask which universe of
discourse should be taken. On the other hand, in some sense,
the equality can be treated just like ordinary predicate.

III. AUTOMATION – THE INITIAL APPROACH

If we are not aware of all fears of the precise meaning
and all shades of mathematical equality, we can see its use
with computer knowledge systems very flawlessly. We can

use equational provers e.g. in the area of lattice theory (as
EQP/Prover9 was very successful in this domain), which
gives representation of various mathematical areas – topology,
algebra, logic, geometry, etc.

Remembering that lattices are structures

〈L,⊔,⊓〉
where both binary operations ⊔ and ⊓ are commutative,
associative, and satisfy the absorption laws, given as axioms,
we can obtain

a ⊔ a = a

as a result of the six axioms. Essentially, the easy proof
(sometimes credited to Dedekind) doesn’t need them all,
although caused some confusion (e.g., early versions of lattice
axiomatics included both idempotences as additional axioms).
We can easily obtain a proof using any equational prover. Let
us stick to our favourite Prover9 – the direct successor of
OTTER:

formulas(assumptions).
x ^ y = y ^ x.
x ^ (y ^ z) = (x ^ y) ^ z.
x ^ (x v y) = x.
x v y = y v x.
x v (y v z) = (x v y) v z.
x v (x ^ y) = x.
end_of_list.

pushing all the axioms into the assumptions and the desired
equality into the goals:

formulas(goals).
x v x = x.
end_of_list.

and after a while one can get the answer, which is maybe not
very readable for a human, but definitely assures us that the
proven formula is true.

1 x v x = x. [goal].
5 x ^ (x v y) = x. [assumption].
9 x v (x ^ y) = x. [assumption].
10 c1 v c1 != c1. [deny(1)].
22 x v x = x. [para(5(a,1),9(a,1,2))].
23 $F. [resolve(22,a,10,a)].

Even for the reader unfamiliar with Prover9 syntax [20]
it is clear that only two axioms are really needed. Bigger
proofs are not that readable and additional transformations
are useful to show the essence of the proof. In the column
on the right hand side in square braces one can note the so-
called tactics used in the proof search – among assumptions
and goals, deny denotes the denial of the goal (Prover9 uses
proofs by contradiction, then paramodulation and resolution is
done). Essentially, the more readable counterpart of the proof
given by Prover9 is the following proof object which contains
concrete proof steps.

(5 (input) (= (meet v0 (v v0 v1)) v0) NIL)
(9 (input) (= (v v0 (meet v0 v1)) v0) NIL)
(10 (input) (not (= (v (c1) (c1)) (c1))) NIL)
(24 (instantiate 5 ((v0 . v100)))
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(= (meet v100 (v v100 v1)) v100) NIL)
(25 (instantiate 9 ((v0 . v100)

(v1 . (v v100 v1))))
(= (v v100 (meet v100 (v v100 v1))) v100)
NIL)

(26 (paramod 24 (1) 25 (1 2))
(= (v v100 v100) v100) NIL)

(22 (instantiate 26 ((v100 . v0)))
(= (v v0 v0) v0) NIL)

(27 (instantiate 22 ((v0 . (c1))))
(= (v (c1) (c1)) (c1)) NIL)

(23 (resolve 27 () 10 ()) false NIL)

IV. THE MIZAR SYSTEM

Formalization of mathematics is a practise of mathematics,
or specific mathematical activity, by using a formal language
suitable for computerized systems [36]. Here, we mean that
a practise of mathematics means acts of proving theorems
and correctness of definitions according to classical logic and
Zermelo-Fraenkel set theory. Such activity, obviously without
the use of computers, is dated back to Peano and Bourbaki,
and typically, all areas of mathematics use specific, more-or-
less formal languages. Computer certification of mathematics
can be useful for many reasons – computers open new pos-
sibilities of information analysis and exchange, they can help
to discover new proofs or to shed some light on approaches
from various perspectives. With the help of such automated
proof assistants one can observe deeper connections between
various areas of mathematics.

Even if formalization of mathematics (even outside any
computerized assistants) could potentially depend only on
specific logical layer, set-theoretical counterpart is often, or
typically, indispensable in practical applications (of course,
one can imagine expressing e.g. Zermelo theorem in terms of
pure predicates as Rasiowa and Sikorski mentioned in their
The Mathematics of Metamathematics [30], but we aim at
practically useful programs). Essentially then, alongside with
logical connectives, e.g. equivalence, a mathematical system
can include equality relation or predicate. Its characteristic
properties are those commonly accepted in equivalential logics
– reflexivity, symmetry, and transitivity, as we mentioned
before.

As the testbed of our considerations we have chosen the
MIZAR system, developed by the team we are members
of. It was created in the early 1970s in order to assist
mathematicians in their work. Now the system consist of
three main parts: (1) a special formal language, in which
mathematics can be expressed. This language is close to the
vernacular used by human mathematician [14]. When used,
the language expressions can be automatically checked for
grammatical correctness; (2) the software, which verifies the
correctness of formalized knowledge, in the classical logical
framework; and last, but not least, (3) a huge collection of
certified mathematical knowledge – the MML.

Here, we can quote the source written in MIZAR file
HIDDEN containing basic built-in properties of primitives
– one can see reflexivity and symmetry for the equality.
Unfortunately, there is no transitivity property implemented

for predicates in MIZAR, hence it was hard-coded by the
developers of the system.

definition let x,y be object;
pred x = y;
reflexivity;
symmetry;

end;

In fact, as HIDDEN is one of the two axiomatic files in the
MML (the second one is TARSKI, which will be mentioned
in the next section), there are no proofs for these properties.
The formal language in our examples with MIZAR is pretty
close to the every-day language in ordinary mathematics. For
precise syntax details, we refer to [1].

V. SET-THEORETIC EQUALITY AND ITS EXTENSIONS

If we have primitives for chosen set theory, namely the
notion of a set and a primitive set-theoretic membership
predicate ∈, we can express the equality of sets in terms of ∈
and logical connectives (including quantifiers). Clasically, it is
done via extensionality.

∀X∀Y (X = Y ⇔ (∀x(x ∈ X ⇔ x ∈ Y )))

theorem :: TARSKI:2 :: Extensionality
(for x being object holds

x in X iff x in Y) implies
X = Y;

The implication in the opposite direction is provided by
the implementation of the system. But obviously, this equality
predicate is by no means new one. Of course, the above
theorem can be read as the form of Leibniz’s Law.

Although the notion of the equality of objects is quite con-
crete, its specific realizations are strongly dependent on how
the object is mathematically defined. An illustrative example
could be the notion of a rough set [26] treated formally in
[8]. On the one hand, rough sets can be defined as the classes
of equivalence with respect to a certain relation (it’s really
meaningless here that numerous generalizations are described
in the literature, and partitions are hardly used nowadays in
real-life applications of rough set theory). In such approach,
two rough sets are equal if the families of subsets are equal
(taken componentwise). Thus, we can define the alternative
rough equality as below. It is coherent with the equality of
ordered pairs, but not necessarily with families of subsets.

definition
let A be Approximation_Space,

X, Y be Subset of A;
pred X _=^ Y means

:: ROUGHS_1:def 16
LAp X = LAp Y & UAp X = UAp Y;
reflexivity;
symmetry;

end;

Note that the symbol of the rough equality predicate is not
the ordinary =, but _=^ denoting the equality of lower and up-
per approximations. Earlier, we introduced similar predicates
in cases of single approximations only [13], [10].
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One can consider another approach, credited to Iwiński
[16] – rough sets can be viewed as a pair of approximation
operators – the lower and the upper one. Within a fixed
approximation space, two sets are equal if both approximations
are equal (from the very foundational part we can quote
Kuratowski’s definition of an ordered pair as

(a, b) = {{a, b}, {a}}),
but majority of mathematicians explore an usual equality of
underlying elements.

Here we only mention that even if rough and fuzzy sets have
much in common, the equality of fuzzy sets in MIZAR is not
that harmless. Because in MML fuzzy sets are correspond-
ing membership functions, their equality is just set-theoretic
equality. For formal approach to fuzzy sets, see [11].

VI. EQUATIONAL CALCULUS IN MIZAR

Equational calculus is mainly performed by a dedicated
module EQUALIZER which computes the congruence closure
over the collection of equalities accessible at a given inference,
where the congruence closure of a relation R defined on
a set A is the minimal congruence relation (a relation that
is simultaneously reflexive, symmetric, transitive, and com-
patible) containing the original relation R. In other words, R
is congruence iff it is an equivalence relation satisfying

∀x1,x2,y1,y2∈A(x1, x2) ∈ R ⇔ (y1, y2) ∈ R.

The computed congruence closure is used by the MIZAR
CHECKER to detect a possible contradiction and to refute the
inference (MIZAR is a disprover; by using a technique similar
to adding the negation of the goal to the list of available
premises can be observed in line 10 of the Prover9 proof in
Section III), which can happen if one of the following cases
holds

• there are two premises of the form P [x] and ¬P [y] and
x, y are congruent, or

• there is a premise of the form x 6= y when x, y are
congruent;

where two elements x and y are congruent, if the pair (x, y)
belongs to the congruence closure.

There are many possible sources of equalities, which can
be taken into account during the analysis of a given inference.
They can be grouped into the following categories:

• occurring explicitly in a given inference,
• term expansions (equals),
• properties,
• term reductions,
• term identifications,
• arithmetic,
• type changing (reconsider),
• others, e.g. processing structures.
Some of them are of very basic character (e.g. arithmetic),

two last ones are extremely dependent on the MIZAR language
specification of objects (in this case, structures and type chang-
ing statements), but the remaining five are of very general

character, and we can easily remap them with the ordinary
human reasoning.

The following is an example of a very basic case of
equalities, which are stated in the statement to be proved, e.g.:

theorem
for a,b being Element of INT.Ring

for c,d being Integer st a = c & b = d
holds a + b = c + d;

In the following section(s), we give examples of equalities
for the listed categories, at least for those that are not-so-
intuitively clear.

VII. TERM EXPANSIONS AND TERM REDUCTIONS

There are two MIZAR strategies based on substitutions –
they act dually in a sense that one of them increases the length
of the formula (measured by the number of characters), the
other goes in the opposite direction preventing a little bit from
uncontrolled growth of terms.

A. Expansions

One of the methods for defining new functors can use the
following syntax:

definition
let x1 be θ1, x2 be θ2, . . . , xn be θn;
func ⊗ (x1, x2, . . . , xn) -> θ equals :ident:

τ(x1, x2, . . . , xn);
coherence
proof
thus τ(x1, x2, . . . , xn) is θ;

end;
end;

which introduces a new functor ⊗(x1, x2, . . . , xn) which is
equal to τ(x1, x2, . . . , xn). Such definitions, whenever terms
⊗(x1, x2, . . . , xn) occur in an inference, allow the VERIFIER
to generate equalities

⊗(x1, x2, . . . , xn) = τ(x1, x2, . . . , xn).

For example,

definition
let x,y be Complex;
func x - y -> Complex equals

x + (-y);
coherence;

end;

causes that all instantiations of terms x-y are expanded to
x+(-y). As a gain of such expansions, for example, the
equality a-b-c = a+(-b-c) is a direct consequence of
associativity of addition. It holds because the term a-b is ex-
panded to the term a+(-b), and the term a-b-c is expanded
to the term a-b+(-c), and both give a+(-b)+(-c). On
the other hand, the term -b-c is expanded to the term
-b+(-c), which creates the term a+(-b+(-c)), that is,
the associative form of a+(-b)+(-c). An important feature
of this kind of term expansions is that it is “a one-way”
expansion, in the sense, that terms ⊗(x1, x2, . . . , xn) are
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expanded to τ(x1, x2, . . . , xn), but not vice-versa. The reason
of such treatment is to avoid ambiguity of expansions and
over-expanding terms.

B. Term Reductions

Another method of imposing the EQUALIZER to generate
extra equalities based on terms occurring in processed infer-
ences are term reductions, presented in [17], with the following
syntax:

registration
let x1 be θ1, x2 be θ2, . . . , xn be θn;
reduce τ1(x1, x2, . . . , xn) to τ2(x1, x2, . . . , xn);
reducibility
proof
thus τ1(x1, x2, . . . , xn) = τ2(x1, x2, . . . , xn);

end;
end;

Term reductions can be used to simplify terms to their
proper parts of terms (sub-terms). This simplification re-
lies on matching terms existing in the processed inference
with left-side terms of all accessible reductions, and when-
ever the EQUALIZER meets an instantiation σ of the term
τ1(x1, x2, . . . , xn), it makes σ equal to its sub-term equivalent
to τ2(x1, x2, . . . , xn).

The restriction about simplifying terms to their proper sub-
terms, not to any arbitrarily chosen terms, is to fulfill the
general rule established for the system, that the EQUALIZER
does not generate extra terms and does not expand the universe
of discourse.

An example of a possible reduction could be reducing the
first power of a complex number to the number (c is a sub-
term of c|^1).

example

registration
let c be Complex;
reduce c|^1 to c;
reducibility;

end;

Reducing the zero power of a number to one is not allowed
(1 is not a sub-term of c|^0) – as in the source code below
– as a result the following error will be output in a comment
(“::” starts a comment).

prohibited use of a reduction

registration
let c be Complex;
reduce c|^0 to 1;

::> *257
reducibility;

end;

::> 257: Right term must be
::> a sub-term of the left term

Reductions are recently implemented and their impact on
the library is not very big yet. First of all, we can imagine
even very complicated reductions, which can be useful in very
exceptional cases. The main aim is to reflect human reasoning
rather than to force unusual calculations, even if they are
straightforward for the machine.

VIII. PROPERTIES

Properties in MIZAR are special formulas, which can be
registered while defining functors, see [1], [23]. MIZAR sup-
ports involutiveness and projectivity, for unary
operations, and commutativity and idempotence, for
binary operations. If a property is registered for some functor,
the EQUALIZER processes appropriate equalities adequate to
the property, where for involutiveness the equality is

f(f(x)) = x,

for projectivity it is

f(f(x)) = f(x),

for commutativity it is

f(x, y) = f(y, x),

and for idempotence

f(x, x) = x.

IX. TERM IDENTIFICATIONS

In mathematics, there are different theories, which at some
of their parts are about the same objects. For example, when
one considers complex numbers and extended real numbers
(reals augmented by +∞ and −∞) and discusses basic
operations on such numbers (like addition, subtraction, etc.),
it can be quickly recognized that if the numbers are reals,
the results of these operations are equal to each other. That is,
there is no difference, if one adds reals in the sense of complex
numbers or in the sense of extended real numbers. Therefore,
pairs of such operations could be identified on appropriate sets
of arguments.

MIZAR provides a special construction for such identifica-
tions [4] with syntax:

registration
let x1 be θ1, x2 be θ2, . . . , xn be θn;
let y1 be Ξ1, y2 be Ξ2, . . . , yn be Ξn;
identify τ1(x1, x2, . . . , xn) with τ2(y1, y2, . . . , yn)
when x1 = y1, x2 = y2, . . ., xn = yn;
compatibility
proof
thus x1 = y1 & x2 = y2 & . . . & xn = yn
implies τ1(x1, x2, . . . , xn) = τ2(y1, y2, . . . , yn);

end;
end;

and, whenever the EQUALIZER meets an instantiation σ of the
term τ1(x1, x2, . . . , xn), it makes σ equal to the appropriate
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instantiation of τ2(y1, y2, . . . , yn). A gain of using such iden-
tifications is that all facts proven about τ2(y1, y2, . . . , yn) are
applicable for τ1(x1, x2, . . . , xn), as well.

An example of identification taken from the MIZAR MATH-
EMATICAL LIBRARY could be the lattice of real numbers
with operations min, max as the infimum and supremum,
respectively, of two elements of the lattice, see [5].

registration
let a,b be Element of Real_Lattice;
identify a "\/" b with max(a,b);
compatibility;
identify a "/\" b with min(a,b);
compatibility;

end;

By having such identifications declared, i.e., registered,
as registration, reasonings about the lattice oper-
ations can automatically use facts about real numbers.
For example, the associativity of the supremum is a di-
rect consequence of the associativity of the maximum:
max(max(a,b),c) = max(a,max(b,c))

A less obvious example of such term identifications is con-
nection of lower and upper approximations of rough sets with
the topological interior and topological closure, respectively,
see [12]. The problem is that the topological closure coincides
with the notion of the upper approximation (both possess
Kuratowski closure’s properties), but topological spaces and
approximation spaces are formally distinct structures. We can
lift both into some other common one.

registration
let T be with_equivalence

naturally_generated non empty TopRelStr;
let A be Subset of T;
identify LAp A with Int A;
identify UAp A with Cl A;

end;

The latter registration would allow for mixed use of the
lower approximation instead of interior operator and vice
versa. Here the mathematician’s understanding of the identifi-
cation is as isomorphism (or an analogon) instead of equality.

X. BUILT-IN COMPUTATIONS

Another source of equalities processed by the EQUALIZER
are special built-in procedures for processing selected objects.
Generating equalities by these routines is controlled by the
environment directive requirements, see [23]. In our interest
are two procedures dealing with boolean operations on sets
(BOOLE) and basic arithmetic operations on complex numbers
(ARITHM).

A. Requirements BOOLE
X \/ {} = X; X /\ {} = {}; X \ {} = X;
{} \ X = {}; X \+\ {} = X;

B. Requirements ARITHM
x + 0 = x; x * 0 = 0; 1 * x = x;
x - 0 = x; 0 / x = 0; x / 1 = x;

Moreover, requirements ARITHM provides procedures for
solving systems of linear equations over complex numbers.

XI. TYPE CHANGING STATEMENTS

It is quite common situation, when one object can be treated
as an element of different theories or different structures. For
example, the empty set is the empty set in set theories, but it
is also the zero number is some arithmetics. In computerized
mathematics, to allow systems to distinguish and understand
symbols clearly and to avoid ambiguity, it is often required to
express types of objects explicitly.

MIZAR provides a special rule (reconsider) for forcing the
system to treat a given term as if its type was the one stated.

For example, to consider the number 0 as an element of
the field of real numbers (for example, to prove that it is the
neutral element of its additive group), one can state

reconsider z = 0 as Element of F_Real;

The equality z = 0 is obviously processed by the EQUAL-
IZER.

XII. EXAMPLE WITH AUTOMATIZATION

In this section we present an example how all described
above techniques can automatize reasoning and make proofs
shorter or even make theorems obvious. The working example
(about elements of the additive group of real numbers G_Real)
with all automatizations switched-off and all basic proof steps
written within the proof is as follows:

theorem
for a being Element of G_Real holds

a + 0.G_Real = a
proof

let a be Element of G_Real;
reconsider x = a as Real;

B: 0 in REAL by XREAL_0:def 1;
A: 0.G_Real = the ZeroF of G_Real

by STRUCT_0:def 6
.= In(0,REAL) by VECTSP_1:def 1
.= 0 by B,SUBSET_1:def 8;

thus a + 0.G_Real
= (the addF of G_Real).(a,0.G_Real)

by ALGSTR_0:def 1
.= addreal.(a,0.G_Real) by VECTSP_1:def 1
.= x + 0 by A,BINOP_2:def 9
.= x by ARITHM:1
.= a;

end;

while the theorem is obvious when all provided mechanism
are utilized.

The equality

a + 0.G_Real =
(the addF of G_Real).(a,0.G_Real);

is a consequence of the “equals” expansion of the definition:

definition
let M be addMagma;
let a,b be Element of M;
func a+b -> Element of M equals

:: ALGSTR_0:def 1
(the addF of M).(a,b);

end;
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The equality a + 0.G_Real = x + 0 is a consequence of
the equality x = a (reconsider), the equality 0.G_Real = 0

and the term identification:

registration
let a,b be Element of G_Real, x,y be Real;
identify a+b with x+y
when a = x, b = y;
compatibility by BINOP_2:def 9;

end;

The equality 0.G_Real = 0 is a consequence of the “equals”
expansion of the definition:

definition
let S be ZeroStr;
func 0.S -> Element of S equals

:: STRUCT_0:def 6
the ZeroF of S;

end;

and the “equals” expansion of the definition:

definition
func G_Real -> strict addLoopStr equals

:: VECTSP_1:def 1
addLoopStr (# REAL,addreal,In(0,REAL) #);

end;

and the term reduction:

registration
let r be Real;
reduce In(r,REAL) to r;
reducibility;

end;

The equality x + 0 = x is a consequence of built-in calcu-
lations over complex numbers. Finally, the equality x = a is
a trivial consequence of the “reconsider”.

What is especially useful, the distribution of MIZAR con-
tains programs which detect if the reference (or the proof
step) is really necessary for the checker. Alternatively, we can
test by brute force if the construction is useful in a specific
case: adding an environment directive to the preamble of the
article [25] and call the cleaning utilities; if no changes will
be done, the directive is deleted. Of course, there is no need
to add all directives to all articles (some of them can be just
from another area of mathematics), note also that even useful
constructions, say expansions, can significantly slown down
the proof checking by expanding the universe of discourse.

An illustrating example was the splitting of the equality of
sets into two inclusions: it is useful, but even if, according to
the von Neumann construction, all natural numbers are sets,
the expansion of the equality of numbers into two inclusions
isn’t especially feasible (even if mathematically reasonable,
but who would prove inclusions like 2 ⊆ 3, perhaps besides
the person interested in the arithmetic of ordinals?).

Every MIZAR article contains a preamble with the list of
files from MML which will be used. There are 10 keywords
for that (and respectively, 10 environment directives). We focus
only on those tightly connected with our paper, mainly of three
items:

• registrations, responsible for various registrations of clus-
ters, including reductions and identifications;

• equalities, which allow to expand definitions given by
equals;

• requirements, which turn on (mainly arithmetical or set-
theoretic) calculations.

With all the automatics switched on, one can obtain the
formula from the third section

a "\/" a = a;

as a result of declared reduction (or alternatively, the
idempotence property). This however cannot be enough
for a human user who wants to see what is really going on
here, i.e.:

a "\/" a = (a "/\" (a "\/" a)) "\/" a
by LATTICES:def 9

.= a by LATTICES:def 8;

where both definitions are actually axioms – the absorption
laws defined in the form of attributes.

Of course, the equality can be introduced in a non-explicit
way as in the examples of problems of purely equational
character. Remember that one can, apart from the above
considerations, register the following cluster:

registration
let X be set;
cluster X \ X -> empty;
coherence;

end;

which is effectively equivalent to

X \ X = {};

adding it automatically as one of the premises to every
inference where applicable. Remember that in order to assure
the needed identification, one should not use the reduction (∅
is not a sub-term of X \ X).

registration
let T be TopSpace,

A be 1st_class Subset of T;
cluster Border A -> empty;

end;

To quote less straightforward example, in the area of rough
sets (expressed in Isomichi style) it can be the identification of
first class subsets with crisp sets, consequently their borders
are the empty sets as the set-theoretic difference A\A. The ex-
planation and the details of the corresponding implementation
of rough sets can be found in [13].

XIII. SOME STATISTICS

We illustrate our discussion by the number of concrete
constructions used within the MML by Table I.

Table II shows how often selected properties are declared
(and proved) in MML. The numbers however can be more
or less accidental: authors can just omit a property when
developing some theories, and can state it in a form of explicit
formula, or just the proof of it can be too complex. In Table
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Table I
OCCURRENCES OF BASIC CONSTRUCTIONS IN MML

Construction keyword occurrences
type changing statements reconsider 66115

equalities equals 3678
identifications identify 172

reductions reduce 139

Table II
OCCURRENCES OF PROPERTIES IN MML

Property occurrences
commutativity 150
idempotence 18

involutiveness 36
projectivity 20

III, we listed how many times in MIZAR articles (among 1240
in total in the whole MML) selected properties were used. We
have chosen among three areas: basic set theory, arithmetic
of complex numbers, and some properties of pairs. Even if
MML is based on ZFC set theory, the calculations are used
very extensively.

Here we can point out the scale we refer to. There are about
11 thousand definitions and 55 thousand theorems proven in
MML. This is contained among 2 million lines of code (about
90 MB of mathematical texts). One can ask a question why
the commutativity of the set-theoretic union is used less often
than that of set-theoretic intersection. Similar (although dual)
issue with arithmetic is clear: the complex addition is just
used more frequently. Symmetric difference X−̇Y is just of
marginal interest and, which can be also a kind of explanation
after deeper research, it is defined as equal to the combination
of the other operations, namely X−̇Y = (X \ Y ) ∪ (Y \X),
where the commutativity of ∪ (understood automatically) can
do some useful work.

XIV. VARIOUS MATHEMATICAL EQUALITIES

Equality in mathematics has many facings; of course there
are the usual identities x = y, such as for example 2+1 = 3 or
(x+1)2 = x2+2x+1. Note however, that even in these cases
equality depends on the domain we are working in: 2+1 = 3
is true in Z but not in Z2. The second equation can be seen as
an equation between (real) numbers or between polynomials
(not necessarily) over the real numbers.

Table III
THE NUMBER OF CONCRETE USES OF PROPERTIES

Property No. of Mizar articles No. of implicit uses
X ∪ Y = Y ∪X 483 4721
X ∩ Y = Y ∩X 547 6232
X−̇Y = Y −̇X 7 57
a+ b = b+ a 670 9548

ab = ba 429 5734
{x, y} = {y, x} 118 857

There are other kinds of equality. Among the most important
ones is identifying objects of a given structure with respect to
a certain property. Formally, this is described by an equiva-
lence relation r, for example rp(x, y), if x and y are integers
such that x mod p = y mod p. This in particular is applied
when, for example, constructing Zp, the integers modulo p:
All integers leaving the same remainder when dividing them
by p are identified using the equivalence relation rp. Formally,
equivalence classes with respect to rp are built, and these are
the elements of Zp – on which the usual operations are defined.
Using this construction Zp does not contain any numbers,
this is later achieved by “identifying an equivalence class
with a number”, so that Zp = {0, 1, . . . , p − 1} is used.
Note, however, that this formally also means “changing the
operations of Zp appropriately” to match with elements of
{0, 1, . . . , p− 1}.

In some sense this last step – going from equivalence classes
to non-negative integers smaller than p – can be seen as
changing the representation of the integers modulo p. In fact it
does not matter whether we consider Zp as a set of equivalence
classes or as {0, 1, . . . , p − 1}. Aside from the names of the
objects, the two structures are the same: The objects behave
the same way, that is, the effect of the operations is identical.

This in fact is the most important kind of mathematical
equality: The two structures are isomorphic, that is there exists
a (bijective) function i from Zp to {0, 1, . . . , p−1} respecting
the domain’s operations, i.e. i(x + y) = i(x) + i(y), and
similarly for all other operations of Zp. From a mathematical
point of view, this completely defines an equality in the
sense of the first section: Properties discovered for one of
the structures automatically carry over to the other one. In
a proof-assistant, this however is not that obvious. First of
all, both structures must have been constructed in the prover
to describe the isomorphism. This is not always the case
and is often technical and tedious, or impossible. Moreover,
by having a property/theorem for one of the isomorphic
structures, usually some work remains to be done in order to
have the same property/theorem for the other one. For example
Zp is a field, if p is prime. Proved in one of the isomorphic
structures, carrying it over to the other one requires to translate
the property with the help of the isomorphism i. Here of course
the theorem that i(x∗y) = i(x)∗i(y), where y is the inverse of
x does the trick. The interesting discussion from the category
theorist’s point of view is given in [19].

Observe that our discussion here is not in contradiction
with the Leibniz’s Law mentioned at the beginning of our
paper. Such an identity of indiscernibles does not coincide
with equality via isomorphisms. For example, a field is prime,
if it does not have any proper subfield. One could now expect
that two isomorphic fields are either both prime or not. This,
however, is not the case as the isomorphic fields K(X) and
K(X2) show. We will therefore mostly deal with equality via
isomorphisms.
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XV. DATA STRUCTURE EQUALITY

From a computer scientist’s view, the equality is not that
easy as Leibniz’s Law could suggest. Almost immediately
one observes that, e.g. in a programming language, it is quite
a difference whether the objects to be equal are just plain
numbers or more structured objects such as arrays or trees.
For short, equality, and consequently its handling, heavily
depends on the object’s types. In programming languages, of
course, there exist a number of techniques allowing users to
exactly define equality of objects of a given type, e.g. via type
classes in Haskell [32]. In general, intelligent systems should
be able to handle equalities of different kinds, even delivered
by external tools [24].

Proof assistants dealing with the notion of a mathematical
proof, therefore, should provide means for equalities occur-
ring in mathematics. In mathematics, however, the notion of
equality is much more elaborated. To give an easy example,
two functions f and g are equal if their domain D and
codomain C are equal, and if f(x) = g(x), for all x ∈ D.
Of course, this apparent incoherence can be easily explained
considering natural hierarchy of notions many mathematicians
don’t use in their proofs. For example, in typical set-theoretic
approaches, functions are just binary relations of a special
type, and relations are subsets of the Cartesian product, which
is a set of corresponding ordered pairs. Here equality takes into
account not only two/four additional sets, but also equality of
a – possibly infinite – number of objects of another type.

When it comes to structures, such as e.g. groups, fields or
topologies, equality becomes even more sophisticated. This
is not only due to the growing complexity of the objects;
mathematicians have developed a special style of informal
handling with various kinds of equality. The point is that, in
proof assistants, each kind of equality between objects of a
given type has to be formally defined, in order to prove that
two objects of that type are equal.

XVI. ISOMORPHISMS AND INCLUSIONS

For a given field F , one can build the ring of polynomials
F [X]. Actually, while the construction applies to arbitrary
rings, our formalization work, however, concentrates on field
theory, so we restrict ourselves to fields here. Elements of
F [X] – polynomials over F – are basically functions from
the natural numbers into F , hence obviously different from
elements of F . Consequently, F ⊆ F [X] cannot hold from
a formal point of view. In particular one cannot prove this with
the ordinary definition of ⊆. Even if this would be possible,
note that F ⊆ F [X] here means not that F is a subset of
F [X], but that F is a subfield of F [X], that is addition and
multiplication of F [X] are taken into account. Nevertheless,
[35] states the following

We regard F ⊆ F [X] by identifying the element
a ∈ F with the constant polynomial a ∈ F [X],
and observe that under this identification the units
of F [X] are precisely the nonzero elements of F .

What is hidden in this statement, is the application of a map-
ping i sending an element a ∈ F to the constant polynomial

p(X) = a. The mapping i is an isomorphism between F
and its i-image in F [X] (which is a subfield of F [X]). Thus,
identifying a with a(x) actually means replacing the image of
i with F , which then formally gives an isomorphic copy C of
F under the isomorphism i, such that C ⊆ F [X]:

theorem
for F being Field
ex R being Ring st

R, Polynom-Ring F are_isomorphic &
F is a Subfield of R;

and

theorem
for F being Field,

a being Element of F holds
a|F is Unit of Polynom-Ring F
iff a is non zero;

This is nice and handy, because it allows to work with the
easier objects of F when appropriate. In a proof assistant,
however, it gives rise to quite a number of additional work
and theorems: one has to define i.

Working with polynomials, however, is not the same in
isomorphic polynomial rings, even if we restrict ourselves to
polynomial rings over isomorphic fields. One has to apply the
isomorphism i to translate from one into the other. Note, that
formally i ◦ p is an extension of i transforming p ∈ F [X]
into a polynomial over E, that is i is applied to all of p’s
coefficients:

theorem
for F, E being Field,

p being Polynomial of F,
x being Element of F,
i being Isomorphism of F,E holds

i(p(x)) = (i p)(i x);

theorem
for F, E being Field,

p being Polynomial of F,
x being Element of F,
i being Isomorphism of F,E holds

p(x) = 0.F iff (i p)(i x) = 0.E;

Things can get even worse. The quotient field
F [X]/ < p(X) >, for a irreducible polynomial p, formally
consists of equivalence classes [q(X)]<p(X)>, where
q(X) ∈ F [X] – this is the field in which p(X) has a root.
However, in [35], after showing that F [X]/ < p(X) > is
a field, the author states:

... to give an explicit description of the field E =
F [X]/<p(X)>. Let p(X) ∈ F [X] be an irreducible
polynomial of degree n, p(X) = anX

n + · · · + a0.
By taking representatives of equivalence classes we
may regard

E = {g(X) ∈ F [X] | deg g(X) < n}

as a set. Addition in E is the usual addition of
polynomials, while multiplication in E ...
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Actually, this means only that E with the new defined
operations is isomorphic to F [X]/<p(X)>. Afterwards, the
following consequence is drawn in [35]:

If π : F [X] −→ F [X]/<p(X)> is the canonical
projection, then π|F is an injection, and using this
we also regard F ⊆ F [X]/<p(X)>.

XVII. CONCLUSION

Even if mathematicians have developed and used some
human “mechanisms of obviousness”, for hundreds of years,
new technologies impose the need for new standards. Com-
puterized systems should undoubtfully deliver the answers of
some human questions and to construct models, which cannot
be created by hand in a reasonable time – this is the testbed for
computer algebra systems and model finders. Proof assistants,
in order not to break human standards, should however support
the traditional way of thinking, so there is a place for finding
a reasonable balance between writability and readability of the
source code, as we believe the MIZAR system can deliver. We
hope that we convinced the reader that the problem of the
equality treatment is harder than it looks like at the very first
sight, and if automated proof-assistants are taken into account,
we should take care on something more than what we called
absolute equality – Davenport’s data structure equality.
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Abstract—Cognitive radio (CR) technology has emerged as a
promising solution to many wireless communication problems
including spectrum scarcity and underutilization. To enhance
the selection of channel with less noise among the white spaces
(idle channels), the a priory knowledge of Radio Frequency
(RF) power is very important. Computational Intelligence (CI)
techniques cans be applied to these scenarios to predict the
required RF power in the available channels to achieve optimum
Quality of Service (QoS). In this paper, we developed a time
domain based optimized Artificial Neural Network (ANN) and
Support Vector Regression (SVR) models for the prediction of
real world RF power within the GSM 900, Very High Frequency
(VHF) and Ultra High Frequency (UHF) FM and TV bands.
Sensitivity analysis was used to reduce the input vector of the
prediction models. The inputs of the ANN and SVR consist of
only time domain data and past RF power without using any RF
power related parameters, thus forming a nonlinear time series
prediction model. The application of the models produced was
found to increase the robustness of CR applications, specifically
where the CR had no prior knowledge of the RF power related
parameters such as signal to noise ratio, bandwidth and bit
error rate. Since CR are embedded communication devices with
memory constrain limitation, the models used, implemented a
novel and innovative initial weight optimization of the ANN’s
through the use of compact differential evolutionary (cDE)
algorithm variants which are memory efficient. This was found
to enhance the accuracy and generalization of the ANN model.

Index Terms—Cognitive Radio; Primary User; Artificial Neu-
ral Network; Support Vector Machine; Compact Differential
Evolution; RF Power; Prediction.

I. INTRODUCTION

DUE TO the current static spectrum allocation policy,
most of the licensed radio spectrum are not maximally

utilized and often free (idle) while the unlicensed spectrum are
overcrowded. Hence the current spectrum scarcity is the direct
consequence of static spectrum allocation policy and not the
fundamental lack of spectrum. The first bands to be approved
for CR communication by the US Federal Communication
Commission (FCC) because of their gross underutilization in
time, frequency and spatial domain are the very high frequency
and ultra-high frequency (VHF/UHF) TV bands [1] [2] [3]. In

this paper, we focused on the study of real world RF power
distribution in some selected channels (54MHz to 110MHz,
470MHz to 670MHz, 890MHz to 908.3MHz GSM up-link,
935MHz to 953.3MHz GSM down-link) within the VHF/UHF
bands, FM band, and the GSM 900 band. The problem of
spectrum scarcity and underutilization, can be minimized by
adopting a new paradigm of wireless communication scheme.
Advanced Cognitive Radio (CR) network or Adaptive Spec-
trum Sharing (ASS) is one of the ways to optimize our wireless
communications technologies for high data rates in a dynamic
environment while maintaining user desired quality of service
(QoS) requirements. CR is a radio equipped with the capability
of awareness, perception, adaptation and learning of its radio
frequency (RF) environment [4]. CR is an intelligent radio
where many of the digital signal processing that were tradi-
tionally done in static hardware are implemented via software.
Irrespective of the definition of CR, it has the followings
basic features: observation, adaptability and intelligence. CR
is the key enabling tool for dynamic spectrum access and
a promising solution for the present problem of spectrum
scarcity and underutilization. Cognitive radio network is made
up of two users i.e. the license owners called the primary users
(PU) who are the incumbent legitimate owners of the spectrum
and the cognitive radio commonly called the secondary users
(SU) who intelligently and opportunistically access the unused
licensed spectrum based on some agreed conditions. CR access
to licensed spectrum is subject to two constrains i.e on no
interference base, this implies that CR can use the licensed
spectrum only when the licensed owners are not using the
channel (the overlay CR scheme). The second constrain is on
the transmitted power, in this case, SU can coexist with the PU
as long as the interference to the PU is below a given threshold
which will not be harmful to the PU nor degrade the QoS
requirements of the PU (the underlay CR network scheme)
[5] [1]. There are four major steps involved in cognitive
radio network, these are: spectrum sensing, spectrum decision,
spectrum sharing, and spectrum mobility [6] [7].
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In spectrum sensing, the CR senses the PU spectrum
using either energy detector, cyclostationary features detector,
cooperative sensing, match filter detector, eigenvalue detector,
etc to sense the occupancy status of the PU [8]. Based on the
sensing results, the CR will take a decision using a binary
classifier to classify the PU channels (spectrum) as either
busy or idle there by identifying the white spaces (spectrum
holes or idle channels). Spectrum sharing deals with efficient
allocation of the available white spaces to the CR (SU) within
a given geographical location at a given period of time while
spectrum mobility is the ability of the CR to vacate the
channels when the PU reclaimed ownership of the channel and
search for another spectrum hole to communicate. During the
withdrawal or search period, the CR should maintain seamless
communication. Many wireless broadband devices ranging
from simple communication to complex systems automation,
are deployed daily with increasing demand for more, this calls
for optimum utilization of the limited spectrum resources via
CR paradigm. Future wireless communication device should
be enhanced with cognitive capability for optimum spectrum
utilization. CRs are embedded wireless communication devices
with limited memory, thus in this paper, we utilized the power
of compact differential evolutionary (cDE) algorithm which
is memory efficient, to develop an optimized ANN and SVR
model for the prediction of real world radio frequency (RF)
power. RF power traffics is a function of time, geographical
location (longitude and latitude), height above the sea level
(altitude) and the frequency or channels properties. Since our
experiment is conducted at a fixed geographical location and
at constant height, the inputs of the ANN and SVR consist of
only past RF power samples, current time domain information
and frequency (channel) while the output is the predicted
current RF power in decibel (dB) (i.e. the current RF power is
modelled as a function of time, frequency and past RF power
samples) hence forming a nonlinear time series prediction
model. ANN and SVR models were adopted because of the
dynamic nonlinearity often associated with RF traffic pattern,
coupled with random interfering signals or noise resulting
from both artificial and natural sources. The use of sensitivity
analysis as detailed in Section VIII for the determination
of the optimum number of past recent RF power samples
to be used as part of the input of the ANN or SVR for
prediction of current RF power, results into a more compact,
robust, accurate, and well generalized models. The proposed
algorithm used a priori data to enable the system to avoid
noisy channels. The prior knowledge of the RF power allowed
the cognitive radio to predictively select channels with the
least noise among those that were unused or free. This would
allow for a reduced utilization of radio resources including
transmitted power, bandwidth, and in turn maximizing the
usage of the limited spectrum resources. The data used in
this study was obtained by capturing real world RF data
for two months using Universal Software Radio Peripheral
1 (USRP 1). The digital signal processing and capturing of
the data were done using gnuradio which is a combination
of Python for scripting and C++ for signal processing blocks;
while the models design and prediction were done in Matlab.
The experiment was conducted at Centre for Computational
Intelligence, De Montfort University, UK, located very close
to Leicester city centre.

Many prediction models used in CR radio uses known RF

related parameters as their inputs of which licensed owners
will not be willing to dispose such information to CR users.
Some of the models are based on explicit mathematical model
which may be different from real world situation as highlighted
in Section II. Some of the prediction models aim at prediction
of spectrum holes, but the fact that spectrum holes (vacant
channels) are known does not depict any information about
the best channel to be used among the idle channels as the
noise level is not flat for all the channels. Thus the major
contribution of our model is that it can be used for Rf power
prediction where the CR has no prior knowledge of any RF
power related parameter. This will enable the CR to avoid
noisy channels. The model is trained and tested using real
world data. Also instead of training the ANN using back
propagation algorithms (BPA) which often lack optimality due
to premature convergent, the weights of the ANN are initially
evolves using cDE and then fine tune using BPA, this was
found to produce a more accurate and generalized model as
compared with the one trained using only BPA. SVR was also
examined using different kernels and we come up with the
model that is more appropriate for our studied location.

The rest of this paper is consist of the following sections.
Section II consist of previously presented related research in
this field. This will be followed by Section III and Section
V, that gives brief description of neural network and the
optimization algorithms implemented. Experimental details are
discussed in Section VII. The paper is concluded with Section
IX, which discusses the results of the experiments, Section X
gives the summary of the findings.

II. RELATED WORK

There are different types and variants of Computational
Intelligence (CI) and machine learning algorithms that can be
used in CR such as genetic algorithms for optimization of
transmission parameters [9], swarm intelligence for optimiza-
tion of radio resource allocation [10], fuzzy logic system (FLS)
for decision making [11] [12], neural network and hidden
Markov model for prediction of spectrum holes; game theory,
linear regression and linear predictors for spectrum occupancy
prediction [13] , Bayesian inference based predictors, etc.
Some of the CI methods are used for learning and prediction,
some for optimization of certain transmission parameters while
others for decision making [14]. TV idle channels prediction
using ANN was proposed in [15], however, data were collected
only for two hours everyday day (5pm to 7pm) within a period
of four weeks, this is not sufficient to capture all the various
trends associated with TV broadcast. Also, identifying the idle
channels does not depict any spatial or temporal information
of the expected noise and/ or level of interference based on
the channels history which is vital in selecting the channels to
be used among the idle channels. Spectrum hole prediction
using Elman recurrent artificial neural network (ERANN)
was proposed in [16]. It uses the cyclostationary features
of modulated signals to determine the presence or absence
of primary signals while the input of the ERANN consists
of time instances. The inputs and the target output used in
the training of the ERANN and prediction were modelled
using ideal multivariate time series equations, which are often
different from real life RF traffics where PU signals can be
embedded in noise and/ or interfering signals. Traffic pattern
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prediction using seasonal autoregressive integrated moving-
average (SARIMA) was proposed for reduction of CRs hop-
ping rate and interference effects on PU while maintaining a
fare blocking rate [17]. The model (SARIMA) does not depict
any information about the expected noise power.

Fuzzy logic (FL) is a CI method that can capture and
represent uncertainty. As a result it has been used in CR
research for decision making processes. In [11] an FL based
decision-making system with a learning mechanism was devel-
oped for selection of optimum spectrum sensing techniques for
a given band. Among these techniques are matched filtering,
correlation detection, features detection, energy detection, and
cooperative sensing. Adaptive neural fuzzy inference system
(ANFIS) was used for prediction of transmission rate [18].
This model was designed to predict the data rate (6, 12, 24,
36, 48 and 54 Mbps) that can be achieved in wireless local area
network (WLAN) using a 802.11a/g configuration as a function
of time. The training data set was obtained by generating a
random data rate with an assigned probability of occurrence
at a given time instance, thus forming a time series. In this
study, real world RF data wasn’t used. More importantly, the
research did not take into account the dynamic nature of noise
or interference level which can affect the predicted data rates.
Semi Markov model (SMM) and continuous-time Markov
chain (CTMC) models have also been used for the prediction
of packet transmission rates [19]. This avoids packet collisions
through spectrum sensing and prediction of temporal WLAN
activities combined with hoping to a temporary idle channel.
However, SMM are not memory efficient, neither was there any
reference made to the expected noise level among the inactive
(idle) channels to be selected. An FL based decision system
was modeled for spectrum hand-off decision-making in a con-
text characterized by uncertain and heterogeneous information
[12] and fuzzy logic transmit power control for cognitive
radio. The proposed system was used for the minimization
of interference to PU’s while ensuring the transmission rate
and quality of service requirements of secondary users [20].
The researcher did not, however, include any learning from
past experience or historical data. An exponential moving
average (EMA) spectrum sensing using energy prediction was
implemented in [21]. The EMA achieved a prediction average
mean square error (MSE) of 0.2436 with the assumption that
the channel utilization follow exponential distribution with rate
parameter λ = 0.2 and signal to noise (SNR) of 10dB; RF real
world data was not used in their study. Within this paper we
demonstrate the use of SVR and an ANN trained using cDE
for prediction of real world RF power of selected channels
within the GSM band, VHF and UHF bands. An optimized
ANN model was produced by combining the global search
capabilities of cDE algorithm variants and the local search
advantages of back-propagation algorithms (BPA). The initial
weights of the ANN were evolved using cDE after which
the ANN was trained (fine tune) more accurately using back-
propagation algorithms. This methodology demonstrates the
application of previously acquired real world data to enhance
the prediction of RF power to assist the implementation of CR
applications. The meta parameters that govern the accuracy and
generalization SVR model were evolves using cDE.

III. ARTIFICIAL NEURAL NETWORK

Artificial Neural Networks (ANN) are composed of simple
elements operating in parallel. These elements are inspired by
biological nervous systems [22], [23]. Due to the dynamic
nonlinearity often associated with RF traffic pattern, coupled
with random interfering signals or noise resulting from both
artificial and natural sources, a fully connected multilayer
perceptron (MLP) ANN with two hidden layers was used in
this study. The input layer was cast into a high dimensional first
hidden layer for proper features selection. The activation func-
tions used in the two hidden layers are nonlinear hyperbolic
tangent functions (1), and a linear symmetric straight line (2)
is used for the output activation function. Implementation with
other activation functions were also adopted, but this choice
gave a better promising results. The nonlinear hyperbolic
tangent functions introduced a nonlinear transformation into
the network. The hidden layers serve as a feature detector i.e.
during the training; they learn the salient attributes (features)
that characterizes the training data. The ANN is trained us-
ing compact differential evolutionary algorithms variants after
which the weights are further fine tuned using backpropaga-
tion algorithm (BPA). The training objective function is the
minimization of the mean square error (MSE) i.e. the synaptic
weights and biases were updated every epoch to minimize the
MSE. A supervised batch training method was used with 60%
of the data used for training the ANN, 20% for validation
and 20% for testing the trained ANN. In this study, the back
propagation algorithm is used as a local searcher, thus the
learning rate was kept low at 0.01. The inputs of the ANN
consist of seven past recent RF power, and time domain data
of varying rates of change i.e. second, minute, hour, week
day (1 to 7), date day (1 to at most 31), week in a month
(1 to 5), and month while the output gives the power in
Decibels (dB). Each input of the time domain, enables the
ANN to keep track with the trend of RF power variation as
a function of that particular input. The current RF power is
modelled as a nonlinear function of recent past RF power
samples and current time, thus forming a nonlinear time series
model. The number of past samples to be used (in this study
7) for reliable prediction and efficient memory management
was obtained experimentally as detailed in Section VIII. The
actual past RF power (not the predicted RF power) samples fed
at the input of the ANN, coupled with the long time training
information captured via the time domain inputs, results in
a robust ANN model that adapt well to the present trend of
RF power variation. In this paper we designed three ANN
models. The first model is shown in Fig 1; it consists of only
one output neuron and is dedicated for RF power prediction of
only one channel which implies that each channel will have its
own dedicated ANN. To circumvent this problem, we designed
two models for RF power prediction in multiple channels. The
second model depicted in Fig 2 is used for prediction of RF
power in many channels (for this study is 20 channels) but
one at a time. It has only one output neuron, but in addition
to the time and past RF power samples inputs, it has another
inputs representing the channels. The output neurons of the
third (parallel) model is equal to the number of channels to be
considered Fig 3. The parallel model is used for simultaneous
prediction of RF power in multiple channels given the current
time instant and past RF power samples as inputs. For the
parallel model, if 7 recent past samples of each of the channels
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were used as distinct feedback inputs, there will be a total of
7N feedback inputs; where N is the number of channels Fig 3;
and the training will be computationally expensive. These large
feedback inputs ware reduced to 7 by using their average.The
data used in this study were obtained by capturing real world
RF signals within the GSM 900, VHF and UHV TV and FM
bands for a period of two months. In all the models, no RF
power related parameters such as signal to noise ratio (SNR),
bandwidth, and modulation type, are used as the input of
the ANN. Thus making the models robust for cognitive radio
application where the CR has no prior knowledge of these RF
power related parameters.

Artificial neural network architecture can be broadly clas-
sified as either feed forward or recurrent type [22]. Each of
these two classes can be structured in different configurations.
A feed forward network is one in which the output of one
layer is connected to input of the next layer via a synaptic
weight, while the recurrent type may have at least one feedback
connection or connections between neurons within the same
layer or other layers depending on the topology (architecture).
The training time of the feed forward is less compared to that
of the recurrent type but the recurrent type has better memory
capability for recalling past events. Four ANN topologies
were considered: feed forward (FF), cascaded feed forward
(CFF), feed forward with output feedback (FFB), and layered
recurrent (LR) ANN.

The accuracy and level of generalization of ANN depend
largely on the initial weights and biases, learning rate, mo-
mentum constant,training data and also the network topology.
In this paper, the learning rate and the momentum were
kept constant at 0.01 and 0.008 respectively while the initial
weights and biases were evolved using compact differential
evolutionary algorithm variants. The first generation initial
weights and biases were randomly generated and constrained
within the decision space of -2 to 2. After 1000 generations,
the ANN weights and biases were initialized using the elite i.e.
the most fittest solution (candidate with the least MSE, obtain
using test data) and then train further using backpropagation
algorithm (BPA) to fine tune the weights as detailed in the
training Section VI-A. Thus producing the final optimized
ANN model.

F (x) = b · tanh(ax) = b(
eax − e−ax

eax + e−ax
) (1)

F (x) = mx+ c (2)

Where the intercept c = 0 and the gradient m is left at Matlab
default while the constants a and b are assigned the value 1.

IV. SUPPORT VECTOR MACHINE

Support vector machine (SVM) used for regression is
often known as support vector regression (SVR). In SVR,
the input space x is first mapped onto a high m dimensional
feature space by means of certain non-linear transformation
(mapping), after which a linear model f(x,w) is constructed
in the feature space as shown in (4), [22]. Many time series
regression prediction models uses certain lost functions during
the training phase for minimization of the empirical risk,
among these loss functions are mean square error, square error

Fig. 1: Dedicated ANN model for one channel

Fig. 2: Multiple channels, single output ANN model

Fig. 3: Multiple channels, parallel outputs ANN model

Where n is a time index, P (n− 1), P (n− 2), · · · , P (n− q)
are the past q RF power samples while P (n) is the current
predicted RF power.

and absolute error. In SVM regression, a different loss function
called ε-insensitive loss proposed in [24] [25], is used. When
the error is within the threshold ε, it is considered as zero,
beyond the threshold ε, the loss function (error) is computed
as the difference between the actual error and the threshold as
depicted in (5). The empirical risk function of support vector
regression is as shown in (6). The gaol of SVR model is to
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approximate an unknown real-value function depicted by (3).
Where x is a multivariate input vector while y is a scalar
output, and δ is independent and identically distributed (i.i.d.)
zero mean random noise or error. The model is estimated using
a finite training samples (xi, yi) for i = 1, · · · , n where n is
the number of training samples. For this study, the input vector
x of the SVR model consist of past recent RF power, current
time and frequency while the scalar output y is the current
power in Decibels (dB).

y = r(x) + δ (3)

f(x,w) =
m∑

j=1

wjgj(x) + b (4)

Where gj(x), j = 1, · · · ,m refer to set of non-linear trans-
formations, wj are the weights and b is the bias.

Lε(y, f(x,w)) =

{
0 if |y − f(x,w)| ≤ ε
|y − f(x,w)| − ε otherwise

(5)

Remp(w) =
1

n

n∑

i=1

Lε(yi, f(xi, w)) (6)

Support vector regression model is formulated as the mini-
mization of of the following objective functions, [22]:

minimise
1

2
‖W‖2 + C

n∑

i=1

(ξi + ξi
∗) (7)

subject to

{
yi − f(xi, w)− b ≤ ε+ ξi

∗

f(xi, w) + b− yi ≤ ε+ ξi
ξi, ξi

∗ ≥ 0, i = 1, · · · , n
(8)

The non-negative constant C is a regularization parameter that
determined the trade off between model complexity (flatness)
and the extend to which the deviations larger than ε will be
tolerated in the optimization formulation. It controls the trade-
off between achieving a low training and validation error,
and minimizing the norm of the weights. Thus the model
generalization is partly dependent on C. The parameter C
enforces an upper bound on the norm of the weights, as shown
in (9). Very small value of C will lead to large training error
while infinite or very large value of C will lead to over-
fitting resulting from large number of support vectors, [26].
The slack variables ξi and ξi

∗ represent the upper and lower
constrains on the output of the system. These slack variables
are introduced to estimate the deviation of the training samples
from the ε-sensitive zone thus reducing model complexity by
minimizing the norms of the weights, and at the same time
performing linear regression in the high dimensional feature
space using ε-sensitive loss function. The parameter ε controls
the width of the ε-insensitive zone used to fit the training data.
The number of support vectors used in constructing the support
vector regression model (function) is partly dependent on the
parameter ε. If ε-value is very large, few support vectors will
be selected, on the contrary, bigger ε-value results in a more
generalized model (flat estimate). Thus both the complexity
and the generalization capability of the network depend on its
value. One other parameter that can affect the generalization

and accuracy of a support vector regression model is the kernel
parameter and the type of kernel function used as shown in
(11) to (14).

There are three meta-parameters or hyperparameters that
determine the complexity, generalization capability and ac-
curacy of support vector machine regression model, these
are the C Parameter, ε and the kernel parameter γ, [27],
[28], [29]. Optimal selection of these parameters is further
complicated due to the fact that they are problem dependent
and the performance of the SVR model depends on all the three
parameters. There are many proposals how these parameters
can be chosen. It has been suggested that these parameters
should be selected by users based on the users experience,
expertise and a priori knowledge of the problem, ( [24], [25],
[30], [31]). This leads to many repeated trial and error attempts
before getting the optimums if possible, and it limit the usage
to only experts. In this study, we used cDE to evolves the
three meta parameters of the SVR model. SVR optimization
problem constitute a dual problem with a solution given by

f(x) =
s∑

i=1

(αi − α∗
i )K(x, xi) + b (9)

The dual coefficients in (9) are subject to the constrains
0 ≤ αi ≤ C and 0 ≤ α∗

i ≤ C. Where s is the number of
support vectors, K(x, xi) is the kernel function, b is the bias,
while α and α∗ are Lagrange multipliers. The training samples
x with non-zero coefficients in (9) are called the support
vectors. The general expression for the kernel is depicted in
(10). Any symmetric positive definite function, which satisfies
Mercers Conditions [22] can be used as kernel function. In this
study, four kernel were used, i.e. the Radial Basis Function
(RBF), Gaussian Radial Basis Function, Exponential Radial
Basis Function kernel and Linear kernel given by (11), (12),
(13), and (14) respectively, [22]. In this study, we designed
two SVR models for each kernel, one of the model shown
in Fig. 4 is dedicated for prediction of RF power of only one
channel or resource block which implies that each channel will
have it own model; the second model shown in Fig. 5 has an
additional channel input thus it can be used for prediction of
RF power in many channels but one at a time.

K(x, xi) =

m∑

j=1

gj(x)gj(xi) (10)

K(x, xi) = e(−γ‖x−xi‖2) (11)

K(x, xi) = e(−
‖x−xi‖2

2σ2 ) (12)

K(x, xi) = e(−
‖x−xi‖

2σ2 ) (13)

K(x, xi) = xTxi + c (14)

The adjustable constant parameter c of the linear kernel was
set to 0 while the kernel parameters σ and γ were evolved
using cDE algorithm variants.
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Fig. 4: Dedicated SVR model for one channel

Fig. 5: Multiple channels, single output SVR model

Where n is a time index, P (n− 1), P (n− 2), · · · , P (n− q)
are the past q RF power samples while P (n) is the current
predicted RF power.

V. OPTIMIZATION ALGORITHMS

A brief description of the optimization algorithms im-
plemented are presented in this section. We combine the
global search capability of compact differential evolutionary
algorithms with the single solution local search advantages of
BPA to evolve the weights and biases of the optimized ANN
model as described in the training, Section VI-A.

A. Differential Evolution

Base on the original definition, DE are population based
direct search algorithms used to solve continuous optimization
problems [32] [33]. DE aims at evolving NP population
of D dimensional vectors which encodes the G generation
candidate solutions Xi,G =

{
X1

i,G, · · ·XD
i,G

}
towards the

global optimum, where i = 1, · · · , NP . The initial candidate
solutions at G = 0 are evolves in such a way as to cover the
decision space as much as possible by uniformly randomizing
the candidates within the search domain using (15), [32].

Xi,G = Xmin + rand(1, 0) · (Xmax −Xmin) (15)

Where i = 1, · · ·NP . Xmin =
{
X1

min · · ·XD
min

}
, Xmax ={

X1
max · · ·XD

max

}
and rand(1, 0) is a uniformly distributed

random number between 0 and 1.

B. Mutation

For every candidates solution (individuals or target vec-
tors) Xi,G at generation G, a mutant vector Vi,G called the
provisional or trial offspring is generated via certain mutation
schemes. The mutation strategies implemented in this study
are as shown in (16) to (20), [32]:

• DE/rand/1:

Vi,G = Xr1,G + F · (Xr2,G −Xr3,G) (16)

• DE/best/1:

Vi,G = Xbest,G + F · (Xr1,G −Xr2,G) (17)

• DE/rand-to-best/1:

Vi,G = Xi,G+F ·(Xbest,G−Xi,G)+F ·(Xr1,G−Xr2,G)
(18)

• DE/best/2

Vi,G = Xbest,G+F ·(Xr1,G−Xr2,G)+F ·(Xr3,G−Xr4,G)
(19)

• DE/rand/2

Vi,G = Xr5,G+F ·(Xr1,G−Xr2,G)+F ·(Xr3,G−Xr4,G)
(20)

Where the indexes r1, r2, r3, r4 and r5are mutually exclu-
sive positive integers and distinct from i. These indexes are
generated at random within the range [1 PN ]. Xbest,G is the
individual with the best fitness at generation G while F is the
mutation constant.

C. Cross Over

After the mutants are generated, the offspring Ui,G are
produced by performing a crossover operation between the
target vector Xi,G and its corresponding provisional offspring
Vi,G. The two crossover schemes i.e. exponential and binomial
crossover are used in this study for all the cDE algorithm
variants implemented [34]. The binomial crossover copied
the jth gene of the mutant vector Vi,G to the corresponding
gene (element) in the offspring Ui,G if rand(0, 1) ≤ CR or
j = jrand. Otherwise it is copied from the target vector Xi,G

(parent). The crossover rate Cr is the probability of selecting
the offspring genes from the mutant while jrand is a random
number in the range [1 D], this ensure that at least one of
the offspring gene is copied from the mutant. The binomial
crossover is represented by (21), [32]:

U j
i,G =

{
V j
i,G if (rand(0, 1) ≤ Cr or j = jrand)

Xj
i,G otherwise

(21)
For exponential crossover, the genes of the offspring are
inherited from the mutant vector Vi,G starting from a randomly
selected index j in the range [1 D] until the first time
rand(0, 1) > Cr after which all the other genes are inherited
from the parent Xi,G. The exponential crossover is as shown
in Algorithm 1, [32].
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Algorithm 1: Exponential Crossover
Ui,G = Xi,G

2: generate j = randi(1, D)
U j
i,G = V j

i,G
4: k = 1

while rand (0, 1) ≤ Cr AND k < D do
6: U j

i,G = V j
i,G

j = j + 1
8: if j == n then

j = 1
10: end if

k = k + 1
12: end while

end

D. Selection Process

After every generation, the fitness function of each off-
spring Ui,G and the corresponding parent Xi,G are computed.
A greedy selection schemes is used in which if the fitness
function of the offspring is less than or equal to that of it
parent, the offspring will replace the corresponding parent in
the next generation otherwise the parent will be maintained
among the next generation individuals. At the end of the
generation, the most fittest individual (global best) among
the final evolved solutions is selected. The DE algorithm
pseudocode is depicted in Algorithm 2.

Algorithm 2: Differential Evolution
Generate an initial population XG=0 of Np individuals.

2: Evaluate fitness of each individuals (solutions).
while termination condition is not met (Generation) do

4: for i = 1 to Np do
Evaluate parent (Xi,G) fitness .

6: Generate trial offspring Vi,G by mutation using
(16).
Generate offspring Ui,G by either binomial
crossover or exponential crossover.

8: Evaluate offspring (Ui,G) fitness
end for

10: for i = 1 to Np do
Selection Process:

12: Form the next generation solutions by selecting the
best between parents and their offspring

end for
14: end while

end

VI. COMPACT DIFFERENTIAL EVOLUTION

Compact differential evolution (cDE) algorithm is achieved
by incorporating the update logic of real values compact
genetic algorithm (rcGA) within DE frame work [35] [36] [37].
The steps involves in cDE is as follows: A (2 x n) probability
vector PV consisting of the mean µ and standard deviation σ
is generated. where n is the dimensionality of the problem (in
this case the number of weights and biases). At initialization,
µ was set to 0 while σ was set to a very large value 10,
in order to simulate a uniform distribution. A solution called
the elite is sampled from the PV. At each generation (step)
other candidate solutions are sampled from the PV according

to the mutation schemes adopted as described in Section V-B,
e.g. for DE/rand/1 three candidate solutions Xr1 , Xr2 and
Xr3 are sampled. Without lost of generality, each designed
variable Xr1 [i] belonging to a candidate solution Xr1 , is
obtained from the PV as follows: For each dimension indexed
by i, a truncated Gaussian probability density function (PDF)
with mean µ[i] and standard deviation σ[i] is assigned. The
truncated PDF is defined by (22). The CDF of the truncated
PDF is obtained. A random number rand(0,1) is sampled from
a uniform distribution. Xr1 [i] is obtained by applying the
random number rand(0,1) generated to the inverse function
of the CDF. Since both the PDF and CDF are truncated
or normalized within the range [-1, 1]; the actual value of
Xr1 [i] within the true decision space of [a, b] is obtain as
(Xr1 [i] + 1) (b−a)

2 + a. The mutant (provisional offspring) is
now generated using the mutation schemes. The offspring is
evolved by performing a crossover operation between the elite
and the provisional offspring as described in Section V-C.
The fitness value of the offspring is computed and compare
with that of the elite. If the offspring outperform the elite, it
replaces the elite and declare the winner while the elite the
loser; otherwise the elite is maintained and declare the winner
while the offspring the loser. In this study, the fitness function
is the MSE obtain using the test data. The weights and the
biases of the ANN are initialized with the offspring and the
MSE is obtain, this is repeated using the elite. The one with
the least MSE is the winner. The PV is updated using (23)
and (24). Hence in cDE, instead of having a population of
individuals (candidates solutions) for every generation as in
normal DE, the population are represented by their probability
distribution function (i.e. their statistics), thus minimizing the
computational complexity, amount of memory needed, and the
optimization time. The psuedocode of cDE is as shown in
Algorithm 3, [35].

PDF (µ[i], σ[i]) =
e

−(x−µ[i])2

2σ[i]2

√
2
π

σ[i](erf(µ[i]+1√
2σ[i]

)− erf(µ[i]−1√
2σ[i]

))
(22)

µt+1[i] = µt[i] +
1

NP
(Winner[i]− loser[i]) (23)

σt+1[i] =

√
(σt[i])2 + δ[i]2 +

1

NP
(Winner[i]2 − loser[i]2)

(24)
where δ[i]2 = (µt[i])2 − (µt+1[i])2 , t = steps or generations,
NP is a vitual population and erf is the error function.

Algorithm 3: Compact Differential Evolution Pseu-
docode

generation t=0
2: ** PV Initialization **

for i = 1 to n do
4: Initialize µ[i] = 0

Initialize σ[i] = 10
6: end for

Generate the elite by means of PV
8: while buget condition do

** Mutation **
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10: Generate 3 or more individuals according to the
mutation schemes e.g. Xr1 , Xr2 and Xr3 by means
of PV
Compute the mutant V = Xr1 + F · (Xr2 −Xr3)

12: ** Crossover **
U = V , where U = offspring

14: for i = 1 : N do
Generate rand(0,1)

16: if rand(0, 1) > Cr then
U [i] = elite[i]

18: end if
end for

20: ** Elite Selcetion **
[ Winner Loser] = compete(U, elite)

22: if U == Winner then
elite = U

24: end if
** PV Update **

26: for i = 1 : n do
µt+1[i] = µt[i] + 1

NP
(Winner[i]− loser[i])

28: σt+1[i] =
√
(σt[i])2 + δ[i]2 + γ[i]2

Where: δ[i]2 = (µt[i])2 − (µt+1[i])2

30: γ[i]2 = 1
NP

(Winner[i]2 − loser[i]2)
end for

32: t = t+ 1
end while

end

A. Training of ANN and SVM

The objective function in this study is the MSE of the
optimized ANN computed using the test data. After every
generation, the offspring UG and the elite are used to set
the weights and biases of the ANN and the MSE of the
ANN models are obtain using the test data. The use of the
test data (data not known by the ANN nor used to train it)
for computation of the fitness function (MSE) does not only
result in a more accurate network but also a more robust and
generalized ANN model. A greedy selection schemes is used
in which if the MSE of the offspring is less than or equal
to that of the elite, the offspring will replace the elite in
the next generation otherwise the elite will be maintained. At
the end of the generations, the most fittest candidate solution
i.e. the final evolved elite; is used to initialize the weights
and biases of the ANN which is further trained using back
propagation algorithms (BPA) to fine tune the weights to
produce the final optimized ANN model. The cDE is run for
1000 generations. The fine tuning of the ANN weights using
BPA was constrained within a maximum of 200 epoch and 6
validation fails, i.e the training stop if any of these constrain
thresholds is satisfied. One of the desirable feature of BPA is it
simplicity but it often converges slowly and lack optimality as
it can easily be trapped in a local optimum leading to premature
convergent. Many approaches has been adopted to solve the
problem of premature convergent associated with BPA such as
the introduction of momentum constant, varying of the learning
rate and retraining of the network with new initial weights. To
circumvent the problem of premature convergent, and to have
a robust ANN that is well generalized, we combine the global
search advantages of cDE optimization algorithm and the local
search capability of single solution BPA to evolve the weights

and biases of the ANN. The combination of the global search
capabilities of cDE and the local search advantages of BPA
to evolve the weight and biases of ANN have proving to be
superior to using only the famous BPA for this problem. The
cDE algorithm pseudocode is depicted in Algorithm 3.

In constract to the training of ANN using BPA, the training
of SVM is optimal with the optimality rooted in convex
optimization. This desired feature of SVM is obtained at
the cost of increased computational complexity. The fact that
the training of SVM is optimal does not implies that the
evolved machine will be well generalized or have a good
performance. The optimality here is based on the chosen meta
parameters ( i.e. C parameter, ε and the kernel parameter
γ), the type of kernel function used and the training data.
We used the same randomization cDE optimization algorithm
variants to evolve the SVM meta parameters while the weights
and bias of the SVM were evolves via convex optimization.
At each generation, the meta parameters are set using each
candidate solution, and the corresponding weights and bias are
computed. In order to estimate how the SVM will generalize
to an independent dataset (test data), we use two fold cross
validation commonly known as holdout method. This has the
advantage of having both large training and validation datasets,
and each data point is used for both training and validation on
each fold. The training data is randomly divided into two sets
e.g. A and B of equal size. The SVM was trained on A and
test on B, after which it is trained on B and test on A, the
average of the MSE for the two test was used as the fitness
function for the given sets of meta parameters. At the end
of the generations, the SVM is reconstructed using the most
fittest meta parameters and tested on the test datasets (data not
known by the SVM nor used to train it).

VII. EXPERIMENT AND SIMULATION DATA

The datasets used in this study were obtained by capturing
real world RF signals using universal software radio peripheral
1 (USRP 1) for a period of two months. The USRP are
computer hosted software-defined radios with one motherboard
and interchangeable daughter board modules for various ranges
of frequencies. The daughter board modules serve as the RF
front end. Two daughter boards, SBX and Tuner 4937 DI5
3X7901, having a continuous frequency ranges of 4MHz to
4.4GHz and 50 MHz to 860 MHz respectively, were used in
this research. The daughterboard perform analog operations
such as up/down-conversion, filtering, and other signal condi-
tioning while the motherboard perform the functions of clock
generation and synchronization, analog to digital conversion
(ADC),digital to analog conversion (DAC), host processor
interface, and power control. It also decimate the signal to
a lower sampling rate that can easily be transmitted to the
host computer through a high-speed USB cable where the
signal is processed by software. For TV channels with channels
bandwidth of 8 MHz, we divided the channels into subchannels
(resource block) each consisting of 500 KHz bandwidth. To
ensure that no spectral information was lost, we used a sample
frequency of 1MHz and obtained 1024 samples for each
sample time. For GSM 900 and FM band with a bandwidth of
200 KHz, we used 1MHz sample frequency and 512 samples
for each sample time. The power was obtained using both the
time and frequency domain data. For the frequency domain,
after passing the signal through the channel filter, the signal
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was windowed using a hamming window in order to reduce
spectral leakage. The stream of the data was converted to
a vector and decimated to a lower sampling rate that can
easily be processed by the host computer at run time using the
inbuilt decimation block in gnu-radio. This is then converted
to the frequency domain and the magnitudes of the bins were
passed to a probe sink. The choice of probe sink is essential
because it can only hold the current data and does not increase
thereby preventing stack overflow or a segmentation fault. This
allows Python to grab the data at run time for further analysis.
The interval of time between consecutive sample data was
selected at a random value between 5 seconds and 30 seconds.
The choice of this range is based on the assumption that for
any TV programme, FM broadcast or GSM calls, will last
for not less than 5 to 30 seconds. In order to capture all
possible trends, the time between consecutive sample data is
selected at random within the given range instead of using
regular intervals. For the VHF and FM band we captured RF
signals from 54MHz to 110MHz and 470 to 670MHz for the
VHF TV bands. For the GSM band, 62 down-link channels
(935MHz to 953.3MHz) and 62 uplink channels (890MHz
to 908.3MHz) were captured. The real world RF data was
divided into three subsets, randomly selected with 60% used
for training the ANN, 20% for validation and 20% for testing
the trained ANN model. The training or estimation data were
the only known data sources used in training the ANN. The
test data set was unknown to the network i.e. they are not used
in training the network rather are used in testing the trained
ANN as a measure of the generalization performance of the
ANN model. The ANN design, optimization and the simulation
were done in Matlab while the capturing of the data and the
signal processing were implemented using gnu-radio which is
a combination of Python and C++.

VIII. DELAYED INPUTS SENSITIVITY ANALYSIS

In order to examine how many numbers of recent past
RF power samples are needed as feedback inputs for reliable
prediction, and to have a model with reduced dimensionality
of input vector, we carried out a sensitivity analysis. One way
of evaluating the importance (significance) of an input in ANN
is to measure the Change Of MSE (COM) when the input is
deleted or added to the neural network [38]. In this study,
the COM method is adopted with the time domain inputs
unaltered, and the actual past RF power are added to the input
one after the other starting from the most recent one. The
ANN is trained with i delay inputs (past RF power samples)
and the MSE MSEi is evaluated. The network is retrained
with i + 1 delayed inputs, the MSE MSEi+1 is obtained
and the change in the MSE, δmse = MSEi+1 − MSEi is
computed as a means of evaluating the importance of the i+1
delay input, for i = [0 · · · q], where q is the total number of
past samples used; see Fig 1. Note, δmse is not computed
relative to the MSE obtained when all the q delayed inputs are
used as in normal COM method, due to the fact that we don’t
know the required number of delay inputs q at the start of the
experiment; in this case q is obtained by setting a constrain
on δmse. The importance of the inputs are ranked base on the
one whose addition causes the largest decrease in MSE as the
most important since they are most relevant to the construction
of a network with the smallest MSE. In order to justify the
importance or ranking of the inputs statistically, for every i

inputs delay, the ANN is trained 20 times, each time with a
randomly generated initial weights and biases, the average of
the 20 MSEi is used. The ranking using the normalized values
of change in average MSE δmse as delayed inputs were added
is as shown in Fig 7. The graph of the average MSE against
number of delayed inputs is as depicted in Fig 6. From Fig 6
and Fig 7, it is obvious that when the number of delay inputs
is > 7, the change in MSE δmse, is very small. Thus in this
study we decided to use 7 past recent RF power samples as
part of the ANN inputs for current RF power prediction, taken
into cognition the memory constrain of CR as an embedded
device.

Fig. 6: Sensitive analysis curve

Fig. 7: Past RF power sensitivity ranking

IX. RESULTS

To minimize the MSE of the ANN when tested with
the test data, the above listed algorithms were run for 30
independent runs. Each run has been continued with 30000
fitness evaluations for 1000 generations. After a manual tuning
of the parameters, the following parameters are used in this
study:

• cDE/rand/1/bin, cDE/rand/1/exp, cDE/rand/2/bin,
cDE/rand/2/exp, cDE/best/1/bin, cDE/best/1/exp,
cDE/best/2/bin, cDE/best/2/exp, cDE/rand-to-
best/1/bin and cDE/rand-to-best/1/exp has been run
with F = 0.1 and Cr = 0.3

• BPA has been run with Epoch = 1200,
learningrate = 0.01 mumentum = 0.008 the other
specifications are shown in Table I.
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TABLE I: ANN Models Specification

ANN Models
Dedicated Multiple Multiple

one channels, channels,
channel single output parallel output

First Hidden Neurons 5 15 15
Second Hidden Neurons 3 10 10
Output Neurons 1 1 20
Number of Channels 1 20 20

Tables IV and III shows the numerical results in terms
of the MSE obtained using the test data (data not known by
the ANN nor used in training the ANN). The final results of
each algorithm was obtained by taken the average of the MSE
(AMSE) for the 30 independent runs and their corresponding
standard deviation (STD). From the results, the combination
of cDE/rand/1/exp and back propagation algorithm (BPA)
outperform all the other algorithms with reference to the FFB
ANN model while the combination of cDE/rand/1/bin and BPA
is the best for the FF ANN model. These two bests are used as
the reference for the Wilcoxon test [39]. A ’+’ indicate that the
reference algorithm outperform the other algorithm while “−”
mean that the other algorithm outperform the reference. For
this problem, when the Wilcoxon test was perform by changing
the reference algorithm, the second best algorithm for the FFB
ANN model are cDE/rand-to-best/1/exp and cDE/rand/2/exp;
both having the same AMSE and STD of 0.0290 and 0.0005
respectively while for FF ANN model, the second best algo-
rithm is cDE/rand/1/exp. For this problem, the FF ANN model
trained using cDE/rand/1/bin and BPA emerge as the best
compared with other models (FFB, CFF, LR) and algorithms
implemented. This implies that the feedback information may
have been captured through the inputs assigned to the 7 recent
past RF power samples. Comparing the results depicted in
tables IV and III with our previous work detailed in [40]; the
use of some of the most recent RF power samples as part of
the input vector of the ANN, produces a more accurate and
robust ANN model with reduced number of neurons. This form
a non-linear time series predictive model. The neurons in the
model adopted in this study is approximately half of the ones
used in [40], thus it has less parameters (weights and biases) to
be optimized. To validate the fact that the combination of these
cDE variants of optimization algorithms with the famous BPA
to evolves the weights and biases of ANN will produce a more
accurate, robust and generalized model than using only BPA;
we use the same topology but train with only BPA at constant
learning rate of 0.01 and another one with varying learning
rate starting from 0.8 and keep on changing with change in
MSE using inbuilt Matlab training function traingda. For both
models trained with only BPA, each was run 30 times, each
run was constrain within a maximum of 1200 epoch and 6
validation fails, the average results is depicted in tables IVand
III. For the hybridized training i.e combining cDE with BPA,
the cDE is run for 1000 generations and the final best solution
(elite) was used to reinitialized the ANN weights and further
train using BPA constrained within 200 epoch and 6 validation
fails. In almost all cases, the hybridize training outperform the
training with only BPA. Fig 8, 9 and 10 shows the prediction
graphs of some selected channels using test data. These results
depict a good generalization of the three models. For this

problem, the combination of the global search capabilities of
cDE algorithm variants, and the local search advantages of
BPA to evolve the weights of the ANN was found to yield an
improved performance as compared to using only the famous
BPA.

The prediction results of the dedicated SVR model shown
in Fig. 4 is depicted in Table IV. From this result, the exponen-
tial kernel with meta parameters evolved using cDE/rand/2/exp
seem to be more promising with an average MSE of 0.0226,
the next best kernel is the linear kernel with AMSE of 0.0301
using cDE/rand/1/bin variant. For multiple channel, single
output SVR model Fig. 5, trained for prediction of RF power of
20 resource blocks or channels, the linear kernel emerge as the
best with AMSE of 0.0682 this is followed by the RBF kernel
with AMSE of 0.0819. the best hyperparameters are evolved
using cDE/rand/1/exp for linear kernel and cDE/rand/1/bin and
cDE/rand/2/bin for RBF. The results for FF ANN, multiple
channel, single output model is also shown in Table with best
model having an AMSE of 0.0818 with weights and biases
evolved using cDE/best/2/exp and BPA.

TABLE II: Test Results Using FFB ANN Model With
DE/best/1/bin as Reference

Algorithms Algorithms Algorithms + BPA
AMSE STD AMSE STD

cDE/rand/1/bin 0.4055 0.0780 0.0403 (0.0879+)
cDE/rand/1/exp 0.1950 0.0964 0.0242 (0.0007)
cDE/best/2/bin 0.1496 0.0354 0.1999 (0.2405+)
cDE/best/2/exp 0.3243 0.0400 0.1635 (0.2272+)
cDE/best/1/bin 0.1436 0.0335 0.1644 (0.2267+)
cDE/best/1/exp 0.3376 0.0419 0.1808 (0.2352+)
cDE/rand-to-best/1/bin 0.1575 0.0212 0.0359 (0.0275+)
cDE/rand-to-best/1/exp 0.5233 0.1233 0.0290 (0.0005+)
cDE/rand/2/bin 0.0928 0.0119 0.0312 (0.0112+)
cDE/rand/2/exp 0.2087 0.0302 0.0290 (0.0005+)
BPA (constant learning rate) 0.1345 (0.2029+)
BPA (varying learning rate) 0.2508 (0.0332+)

TABLE III: Test Results Using FF ANN With DE/best/1/bin
as Reference

Algorithms Algorithms Algorithms + BPA
AMSE STD AMSE STD

cDE/rand/1/bin 0.3294 0.1664 0.0203 (0.0004)
cDE/rand/1/exp 0.1720 0.1490 0.0204 (0.0006+)
cDE/best/2/bin 0.1181 0.0447 0.0240 (0.0134+)
cDE/best/2/exp 0.1656 0.0833 0.0205 (0.0005+)
cDE/best/1/bin 0.1145 0.0314 0.0206 (0.0015+)
cDE/best/1/exp 0.2121 0.1189 0.0205 (0.0005+)
cDE/rand-to-best/1/bin 0.3102 0.1136 0.0205 (0.0006+)
cDE/rand-to-best/1/exp 0.1646 0.1147 0.0205 (0.0008+)
cDE/rand/2/bin 0.3039 0.1448 0.0214 (0.0042+)
cDE/rand/2/exp 0.1627 0.1050 0.0207 (0.0009+)
BPA (constant learning rate) 0.0267 (0.0004+)
BPA (varying learning rate) 0.0476 (0.0180+)

X. CONCLUSION

This paper demonstrates the power of ANN to produce a
robust time series prediction models for RF power traffics in
some selected channels. The combination of the global search
capabilities of memory efficient cDE and the local search
advantages of single solution BPA to evolves the weights and
biases of the ANN prediction models, proved to produce a
more robust, accurate and well generalise ANN models than
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TABLE IV: SVR results using one channel dedicated model

Algorithms RBF Gaussian RBF Exponential Linear
AMSE STD AMSE STD AMSE STD AMSE STD

cDE/rand/1/bin 0.4055 0.0780 0.0614 0.0198 0.0243 0.0006 0.0301 0.0005
cDE/rand/1/exp 0.1950 0.0964 0.1333 0.0916 0.0298 0.0111 0.0313 0.0012
cDE/best/2/bin 0.0508 0.0174 0.2043 0.1437 0.0350 0.0181 0.0303 0.0003
cDE/best/2/exp 0.0416 0.0078 0.2114 0.0788 0.0437 0.0190 0.0313 0.0005
cDE/best/1/bin 0.0474 0.0015 0.2670 0.0385 0.0266 0.0041 0.0310 0.0007
cDE/best/1/exp 0.0511 0.0035 0.2115 0.1355 0.0323 0.0015 0.0323 0.0015
cDE/rand-to-best/1/bin 0.0477 0.0045 0.2062 0.0856 0.0243 0.0001 0.0314 0.0007
cDE/rand-to-best/1/exp 0.0507 0.0037 0.1346 0.0806 0.0239 0.0014 0.0306 0.0008
cDE/rand/2/bin 1.6718 0.0000 0.1937 0.0946 0.0248 0.0008 0.0306 0.0005
cDE/rand/2/exp 0.2087 0.0302 0.1912 0.0625 0.0226 0.0009 0.0313 0.0015

TABLE V: SVR and ANN results using one output, multiple channel model for 20 channels

Algorithms Linear Gaussian RBF Exponential RBF RBF ANN FF
AMSE STD AMSE STD AMSE STD AMSE STD AMSE STD

cDE/rand/1/bin 0.0700 0.0033 0.1274 0.0035 0.2422 0.0296 0.0819 0.0093 0.0842 0.0029
cDE/rand/1/exp 0.0682 0.0016 0.1238 0.0025 0.2609 0.0651 0.0848 0.0016 0.0835 0.0028
cDE/best/2/bin 0.1104 0.0012 0.3565 0.3051 0.1472 0.0225 0.1056 0.0084 0.0875 0.0033
cDE/best/2/exp 0.1078 0.0020 0.1609 0.0155 0.1434 0.0136 0.0855 0.0119 0.0818 0.0017
cDE/best/1/bin 0.1112 0.0017 0.6258 0.4953 0.1466 0.012 0.1057 0.0087 0.0869 0.0018
cDE/best/1/exp 0.1112 0.0016 0.3395 0.2010 0.3020 0.2732 0.0947 0.0087 0.0832 0.0032
cDE/rand/best/1/bin 0.1096 0.0019 0.2854 0.0425 0.1361 0.0060 0.0910 0.0040 0.0839 0.0028
cDE/rand/best/1/exp 0.1086 0.0016 0.4062 0.0433 0.1357 0.0035 0.0868 0.0036 0.0851 0.0012
cDE/rand/2/bin 0.1094 0.0019 0.1281 0.0095 0.2345 0.0162 0.0819 0.0074 0.0844 0.0035
cDE/rand/2/exp 0.0687 0.0011 0.1255 0.0036 0.2257 0.0104 0.0902 0.0156 0.0859 0.0042

Fig. 9: Cascaded feed forward, parallel output model prediction

Fig. 10: Multiple channels, single output SVR model predic-
tion

TABLE VI: Best SVR model parameters for Table IV

Kernel
RBF Gaussian Exponential Linear

RBF RBF
MSE 0.0416 0.0614 0.0226 0.0301
C 7.72 7.62 22.28 3.76
ε 0.000653 0.0003331 0.000228 0.000472
γ or σ 7.38 1.49 7.57 -
Algorithms cDE/ best/2/exp rand/1/bin rand/2/exp rand/1/bin

Fig. 8: Feed forward dedicated model prediction

using only BPA for this problem. For the dedicated one channel
model, the ANN outperform the SVR model for all the kernels
implemented while for the multiple channels, single output
model, only the linear kernel SVR model outperform the ANN.
The a priori knowledge of the RF power resulting from either
communication signals, noise and/or interferences, is not only
applicable to cognitive radio network, but in any wireless
communication system for noisy channels avoidance.
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Abstract—This paper presents the DISESOR integrated deci-
sion support system. The system integrates data from different
monitoring and dispatching systems and contains such modules
as data preparation and cleaning, analytical, prediction and
expert system. Architecture of the system is presented in the
paper and a special focus is put on the presentation of two issues:
data integration and cleaning, and creation of prediction model.
The work contains also a case study presenting an example of
the system application.

I. INTRODUCTION

COAL mining is a heavy industry that plays an important
role on an energy market and employs hundreds of

thousands of people. Coal mining is also an industry, where
large amount of data is produced but little is done to utilise
them in further analysis. There is also a justified need to
introduce a decision support system (DSS) integrating different
aspects of coal mine operation in order to maintain continuity
of mining.

Currently coal mines are well equipped with the monitoring,
supervising and dispatching systems connected with machines,
devices and transport facilities. There are also the systems
for monitoring natural hazards (methane-, seismic- and fire
hazards). All these systems are provided by many different
companies, what causes problems with quality, integration and
proper interpretation of the collected data. The collected data
are used chiefly for current (temporary) visualisation on boards
which display certain places in the mine. Whereas, application
of domain knowledge and the results of historical data analysis
can improve the operator’s and supervisor’s work significantly.
For example, thanks to short-term prognoses about methane
concentration, linked with the information about the location
and work intensity of the cutter loader, it is possible to
prevent emergency energy shutdowns and maintain continuity
of mining (the research on this methodology was discussed in
[1]). This will enable to increase the production volume and
to reduce the wear of electrical elements whose exploitation
time depends on the number of switch-ons and switch-offs.

It is possible to see the rising awareness of monitoring
systems suppliers who begin to understand the necessity to
make the next step in these systems development. Therefore,
the companies providing monitoring systems seek their com-
petitive advantage in equipping their systems with knowledge
engineering, modelling and data analysis methods. This is a
strong motivation to consider a DSS presented in this paper.

The goal of this paper is to present an architecture of the
integrated decision support system DISESOR. The system
integrates data from different monitoring systems and contains
an expert system module, that can utilise domain expert
knowledge, and analytical module, that can be applied to
diagnosis of the processes and devices and to prediction of
natural hazards. The special focus of the paper is put on the
data integration and data cleaning issues realised by means of
the data warehouse and ETL process. The work also contains a
more detailed presentation of the prediction module, which is
complemented by a presentation of a simple case of methane
concentration prediction in a coal mine.

The contribution of the paper consists of:

• the architecture of the integrated decision support system
DISESOR,

• presentation of the approaches to the preparation and
cleaning of the data collected by monitoring systems,

• presentation of the prediction module architecture and
principles of the module operation,

• case study presenting application of the presented system
to methane concentration prediction in a coal mine.

The structure of the paper is as follows. Section II presents
the works related to the presented topic. The architecture of
the DISESOR system and its data repository are presented
in section III. The more detailed descriptions of the data
preparation and cleaning and prediction modules are presented
in sections IV and V respectively. The case study of methane
concentration prediction task is presented in section VI and
section VII presents the final conclusions.
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II. RELATED WORK

The typical environments deployed in a coal mine are
monitoring and dispatching systems. These systems collect a
large number of data which can be utilised in further analysis,
e.g., on-line prediction of the sensor measurements, which
area was surveyed in [2]. The analysis can address different
aspects of coal mine operation such as, e.g., equipment failure
or natural hazards.

The examples of the research in the field of natural hazards
in an underground coal mine cover, e.g., methane concentra-
tion prediction and seismic hazard analysis. The research on
the prediction of the methane concentrations was presented
in [3, 1]. Application of data clustering techniques to seismic
hazard assessment was presented in [4]. There are also ap-
proaches to prediction of seismic tremors by means of artificial
neural networks [5] and rule-based systems [6]. Each research
listed above is a stand alone approach not incorporated into
any integrated system.

Analytical methods that were mentioned require the data
which are extracted, cleaned, transformed and integrated.
Decision support systems utilise a data repository of some
kind, e.g., a data warehouse [7]. The critical dependence of the
decision support system on a data warehouse implementation
and an impact of the data quality on decision support is
discussed in [8].

There are applications of machine learning methods to
diagnostics of mining equipment and machinery presented in
literature [9, 10]. Also some initial concepts of the system that
processes data streams delivered by the monitoring systems
were presented in [11]. However, to the best of the authors
knowledge there is no example of the integrated decision
support system for monitoring processes, devices and hazards
in a coal mine (except the work dealing with DSS for coal
transportation [12] which loosely corresponds to the given
topic).

III. SYSTEM ARCHITECTURE

The general architecture of the DISESOR integrated deci-
sion support system is presented in Fig. 1. The architecture
of the system consists of data repository and data preparation
and cleaning, that are presented in more detail in the following
sections, and analytical, prediction and expert system modules
shortly presented below, as they are not the main focus of the
paper.

A. Decision support system

The core of analytical, prediction and expert system mod-
ules is based on the RapidMiner [13] platform. The Rapid-
Miner environment was customised to the requirements of
the non-advanced user by disabling unnecessary options and
views. Therefore, an advanced user can use the whole func-
tionality of RapidMiner, whereas the non-advanced user can
use such thematic operators as e.g., "Solve a methane con-
centration prediction issue" or "Solve a seismic hazard issue".
Also due to the target application of the system in Polish coal
mines the RapidMiner environment was translated into Polish.

Finally, RapidMiner was extended in the created application
by additional operators wrapping R [14] and MOA (Massive
On-line Analysis) [15] environments.

The goal of the Data preparation and cleaning module,
which is referred further as ETL2, is to integrate the data
stored in data warehouse and process them to the form ac-
ceptable by the methods creating prediction and classification
models. In other words the ETL2 module prepares the training
sets.

Prediction module is aimed to perform incremental (on-
line) learning of predictive models or apply classification and
prediction models created in analytical module for a given time
horizon and frequency of the values measured by the chosen
sensors. This module also tracks the trends in the incoming
measurements. The created predictive models are adapted to
the analysed process on the basis of the incoming data stream
and the models learnt on historical data (within the analytical
module). The module provides the interfaces that enable the
choice of quality indices and their thresholds that ensure the
minimal prediction quality. If the quality of predictions meets
the conditions set by a user, the predictions will be treated
as the values provided by a soft sensor. They can be further
utilised by e.g., expert system but also they can be presented
to a dispatcher of a monitoring system.

Analytical module is aimed to perform analysis of historical
data (off-line) and to report the identified significant dependen-
cies and trends. The results generated by this module are stored
in the repository only when accepted by a user. Therefore,
this module supports a user in decision-making of what is
interesting from monitoring and prediction point of view. It
also provides additional information that can be utilised to
enrich the knowledge of expert system or that can be utilised
to comparative analysis. The module supports identification of
changes and trends in the monitored processes and tools and it
also enables to compare the operator’s and dispatcher’s work.

Expert system module is aimed to perform on-line and off-
line diagnosis of machines and other technical equipment.
It is also aimed to supervise the processes and to support
the dispatcher or expert decision-making with respect to both
technical condition of the equipment and improper execution
of the process. The inference process is performed by means
of classical inference based on stringent rules and facts or
probabilistic inference based on belief networks. The system
contains also a knowledge base editor that allows a user to
define such rules and network. The expert system module is
currently being developed.

B. Data repository

Data repository was designed as a data warehouse of a
snowflake structure (as some dimensions have multiple levels),
that is presented in Fig. 2 in a reduced, general form. The
structure of a data warehouse results from the analysis of
databases of the existing monitoring systems and the char-
acteristics of the known sensors. The full list of tables with
their description is presented in Table I.
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Fig. 1. Architecture of the DISESOR integrated decision support system

Table Description
Measurement Value of a measurement
State State of a measurement, e.g., alarm, calibration, breakdown
Discretisation The measured values can be of discrete type
Time Time of a measurement, range [00 : 00 : 00, 23 : 59 : 59], 1 second resolution
Time_category Category, e.g., mining or no mining
Date Date of a measurement
Location Location of the measurement source
Location_attribute Characteristics of the given location
Location_hierarchy Hierarchical structure of location
Source Measurement source, e.g., sensor or device
Source_attribute Characteristics of the given source

TABLE I
TABLES CREATING A DATA WAREHOUSE STRUCTURE.

Fig. 2. Simplified schema of data repository

The central table of the data repository is Measurement
where all the measurements are stored. The dimensions related
to the Measurement table are Date, Time and Source. Date and
Time describe when the measurement was registered, whereas
Source describes what registered the given measurement. The
Source table contains among others such information about
sensors/devices as:

• name (e.g., MM256),
• description (e.g., methane meter number 256),
• type name (e.g., methane meter),
• measured quantity (e.g., methane concentration),
• measurement unit (e.g., %CH4),

• name of a system that collects the data (e.g., THOR),
• range of measurements.

The Source table is described by means of Location dimen-
sion, that describes where in a coal mine it is located. The
location has hierarchical structure, some sample hierarchy is
presented in Fig. 3. The top-most level of hierarchy are formed
by coal mine divisions. Divisions consist of seams, which are
divided into mining areas. At the bottom of hierarchy there
are mining workings.

The data warehouse is loaded with data by means of the
ETL process designed for the main monitoring and dispatching
systems for coal mining, which are deployed in Poland,
Ukraine and China, e.g., THOR dispatching system [16]
or Hestia natural hazards assessment system [6]. The ETL
process was designed by means of Open Talend Studio [17].

During the tests of the created solution the data warehouse
was loaded with 800 million records what resulted in 200
GB of data. Therefore, it enabled the performance tests and
optimisation of both the logical data warehouse structure
and database management system (PostgreSQL [18]). As a
result the Measurement data table was partitioned according
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Fig. 3. Location hierarchy in a coal mine

to the months of measurements and the indices for foreign
keys in this table were created. On the DBMS side several
configuration parameters were adjusted, e.g., shared_buffers,
work_mem, maintenance_work_mem, checkpoint_segments,
checkpoint_completion_target, effective_cache_size.

IV. DATA PREPARATION AND CLEANING

The goal of ETL2 module is to deliver integrated data (in
a form of a uniform data set) coming from chosen sources
(especially sensors) in a chosen time range.

The measurements can be collected with different frequen-
cies. Additionally, some systems collect a new measurement
only after significant (defined in a monitoring system) change
of the measured value. Table II presents how the measurements
of two methanometers can look like when collected directly
from the data warehouse. The ETL2 process uniforms the data
to the form where each recorded measurement represents the
time period defined by a user, e.g., 1 second (Table III).

MN234 MN345 T[s]
0.1 0.1 0
0.2 - 1
- 0.2 4

0.5 ? 7
0.3 0.3 9

TABLE II
DATA COLLECTED DIRECTLY FROM DATA WAREHOUSE (- MEANS THAT
THE MEASUREMENT VALUE DOES NOT CHANGE, ? MEANS A MISSING

VALUE)

MN234 MN345 T[s]
0.1 0.1 0
0.2 0.1 1
0.2 0.1 2
0.2 0.1 3
0.2 0.2 4
0.2 0.2 5
0.2 0.2 6
0.5 ? 7
0.5 ? 8
0.3 0.3 9

TABLE III
DATA PREPARED TO THE FURTHER TRANSFORMATION, CLEANING, ETC.

Fig. 4. General characteristics of the data processing in ETL2 module

Within the ETL2 module there are also executed procedures
of data cleaning, that identify outlier values and impute the
missing values. This task is realised both by means of the
simple functions presented below and by means of operators
available in RapidMiner environment. Also data aggregation
(e.g., 10 measurements are replaced with 1 measurement) and
manual definition of derived variables (e.g., a new variable can
be calculated as a sum of the values of two other variables)
are performed by means of the methods included in ETL2
module.

The general scheme of data processing within ETL2 module
is presented in Fig. 4.

As a result of the processing performed by means of the
ETL2 module we receive a data set that can be either analysed
(by means of analytical module), or utilised to prediction
model creation (by means of prediction module), or utilised
within diagnosis process (by means of expert system). All the
phases of processing are performed as separate RapidMiner
operators.

In order to select the variables that should be analysed a user
can utilise THOR dispatching system 5, where each sensor
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(and attributes) are presented on a map of the region of interest.
The system that is being created enables in turn, data (time-
series) visualisation in order to select the time periods, that
are the most interesting from the analyst point of view. Fig. 6
presents the visualisation of time-series consisting of several
thousands of records. The developed operator creating such
visualisation utilises R environment.

Fig. 5. Visualisation available in THOR dispatching system

Fig. 6. Visualisation of exemplary time-series: methane concentration, air
flow and mining cycle on a chosen longwall

Aggregation of the measurements replaces several values
with a single one. The period of aggregation is chosen by
a user, who sets a number of measurements that should be
aggregated or a time unit defining the windows containing
measurements to be aggregated. The following aggregation
operators are available for each attribute: average, minimum,
maximum, median, dominant, the number of occurrences.
For each record being the result of the aggregation there
is calculated a weight, that is inversely proportional to the
number of missing values existing in the aggregated data. The
weight calculation is also based on a weighted average for all
the attributes. This approach enables us to reduce the number
of missing values in data and introduce weights that can be
utilised by the chosen methods (e.g., rule induction).

The operator that imputes missing values performs the
analysis of each attribute separately. The following methods
of changing the value or imputing the missing value can be
utilised:

• a logical expression defining the replacing values (e.g.,
replace each value <1 with "low state"),

• the way how to receive the replacing values:
– the value set by a user,
– the last valid measurement,
– average of the neighbouring measurements (with the

parameter defining the number of neighbours),
– linear regression of the two points (the last one

before missing values section and the first one after
this section),

– linear regression of the data preceding missing values
(with the parameter defining the window size).

The maximal number of consecutive missing values that can
be imputed is defined as a separate parameter, as imputing
the values for the long breaks in the measurements has no
practical meaning. Therefore, the resulting data set can still
contain missing values. In such case, the analyst can use a
number of methods that are able to analyse data with missing
values.

Introduction of a new derived variable can cover, among
others, introduction of delays (the values of the previous mea-
surements) or calculation of increments and trends (e.g., as an
ordinal - increases, decreases). Another operator enables data
smoothing by means of different filters (e.g., average, median).
Finally, the last operator enables creation of dependent vari-
able (decision variable). Typically, this variable contains the
moved forward values of the chosen attribute, what enables to
receive a proper prediction horizon. The operator defining the
dependent variable has expanded functionality what enables
e.g., to define the dependent variable as a maximal value of a
given attribute in a defined time interval (e.g., 3 to 6 minutes
in advance).

It is also important that within the developed framework
the operators can be applied multiple times and in unrestricted
order. Moreover, it is possible to pre-process data by means of
the operators delivered by RapidMiner, that are dedicated to
multidimensional analysis/identification of outliers and miss-
ing values (e.g., the operator applying local k-NN to missing
values imputation).

When data pre-processing is finished, the whole process
is saved according to RapidMiner-XML standard, that was
created for the needs of the system. Thereby, the prediction
module is able to transform the incoming data to the form that
is acceptable by prediction models (see section V).

V. PREDICTION MODULE

Prediction module is based on, so called, prediction services.
Prediction service is a webservice that predicts values of
a variable (discreet or continuous) on the basis of input
vector. Prediction service is inseparably connected with a
model (regression or classification one) that is the basis of the
prediction. The basic scenario of prediction service application
is as follows:

1) Client sends a prediction execution request accompanied
by a vector of conditional attributes and a timestamp.

2) Service calculates the prediction delivering the vector of
conditional attributes as a model input. The attribute val-
ues come directly from the monitoring system, because
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the data warehouse is not loaded online. The values of
the attributes are transformed according to the dedicated
ETL2 process to the form acceptable by the prediction
model.

3) Service loads the results to a database.
The architecture of the prediction module is presented in
Fig. 7.

Fig. 7. Architecture and operation of prediction module

Database, which is an internal RapidMiner repository, stores
the description of a model and the transformations of the
attributes. It also stores the information about training data, the
parameters of the minimal model quality and both predicted
and real values of dependent variable. Each model adaptation
results in a new database entry what makes the history of the
changes available to the users.

The predictions can be visualised and compared on a single
plot with the real values that are measured. Such visualisation
can be performed by a monitoring or dispatching system
(e.g., THOR dispatching system), where predicted values are
delivered as measurements of a virtual sensor and the values
of both sensors (virtual and real) can be easly compared.

It is assumed for the current module version, that if the
quality of the predictions decreases below a given threshold,
then a new training set is automatically collected. The size
of this new data set is the same as size of the original data.
The model adaptation is performed by modifying only the
parameters of the existing model (the method and algorithm
is not changed). Next, the quality of the model is verified on
the same data that triggered the model adaptation (these data
are not the part of the new training data set). If the quality
of the adapted model is satisfactory, then this new model is
applied to prediction. Otherwise a message is generated stating
that prediction cannot be continued and it is needed to come
back to analytical module in order to create a new prediction
model.

The configuration wizard enables to define the so-called
quality monitoring rules. From the practical point of view there
is no point in presenting the minimum model quality by means

Fig. 8. Topology of the mining area and location of the sensors - MM59
sensor chosen as dependent variable is outlined a thick line

Fig. 9. The process of data preparation and prediction model creation together
with the initial regression tree that was created

of the well known measures, such as overall classification
accuracy, g-mean, specificity, sensitivity, RMSE (Root Mean
Squared Error), MAE (Mean Absolute Error), etc. Therefore,
quality monitoring rules are based on: a sliding time-window
(e.g., 1 hour) in which the quality is verified, frequency of
the prediction calculation (e.g., 1 minute) and the indicators
which are typically called FalsePositive and FalseNegative.
The values of these indicators are explicitly defined by a
user for each decision class or only for a target class, e.g.,
corresponding to "danger". Therefore, knowing the values of
FalsePositive and FalseNegative, and a number of predictions
that are calculated in a given time-window it is possible to
calculate the values of almost all the possible quality measures
of prediction model. In case of regression task the module
allows so-called insensitivity, what means that the predictions
that differ less than the given threshold from the real values
are not treated as an error. Additionally, it is possible to define
that the values within the given range (e.g., corresponding to
the "normal" state) are not counted as errors.

VI. EXAMPLE OF THE SYSTEM APPLICATION TO THE TASK
OF METHANE CONCENTRATION PREDICTION IN MINING

EXCAVATION

The DISESOR system can be applied to several different
tasks solving. This section presents an example, how the
system can be utilised to methane concentration prediction.

Methane concentration monitoring is one of the main tasks
of the natural hazard monitoring systems in mining industry.
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Fig. 10. The plot of the real methane concentration and the predicted maximum concentration together with the histogram of errors that are reported to a
user

Such system is in charge of automatic and immediate shut-
down of electricity within a given area, if a methane con-
centration exceeds a given alarm threshold. The power turn-
on is possible after a certain time (from 15 minutes to even
several hours), when the methane concentration decreases to
the acceptable level. This results in large losses associated
with downtime of production. Information from a soft (virtual)
sensor presenting to a dispatcher the prediction of the methane
concentration with a few minute horizon can allow the pre-
vention electricity shut-down or can allow to lower the mining
activity and increase the air flow if possible. Therefore, these
actions allow to avoid undesirable situations and unnecessary
downtimes.

The task of maximal methane concentration prediction with
the horizon from 3 to 6 minutes was realised within the
DISESOR system. By means of ETL2 module a set of the fol-
lowing sensors was selected: AN321, AN541, AN547, AN682,
BA1000, BA603, BA613, BA623, MM11, MM21, MM25,
MM31, MM36, MM38, MM39, MM41, MM45, MM52,
MM53, MM54, MM55, MM57, MM58, MM59, MM61,
MM81. The data were aggregated applying minimum oper-
ation to anemometer (AN) measurements, average operation
to barometer (BA) measurements and maximum operation to
methanometer (MM) measurements. The missing values were
imputed applying linear regression method. As a dependent
variable MM59 sensor was chosen. A map presenting the
topology of the mining area and location of the sensors is
presented in Fig. 8.

Analytical module is currently being developed and the
analysis presented below is an example of the possible sys-
tem apllication. Therefore, to create the examplary prediction
model the method of regression tree induction was chosen ar-
bitrary. The initial tree was created on the basis of data coming
from 1 shift. The model and the list of sensors (variables)

together with the defined transformations were forwarded to
prediction model running a proper service. The time-window
defined for prediction quality monitoring was set to 1 hour
and the model adaptation was executed each hour regardless
the minimum quality requirements. The adaptation could be
executed more often if the minimum quality requirements were
not met but there was no such situation. The data that were
predicted were delivered on-line by the simulator of THOR
system in order to simulate the real stream of measurements.

Fig. 9 presents the process of data preparation and the
prediction model creation together with the initial regression
tree that was created. Whereas, Fig. 10 presents the plot of
the real methane concentration and the predicted maximum
concentration together with the histogram of errors that are
reported to a user. Currently, the user interface is in Polish as
the deployment in Poland was planned in the project. However,
the English and Chinese versions are also planned.

VII. CONCLUSIONS

The system that is being developed delivers the solutions
for decision support of a dispatcher and process operator.
This system is complete as it delivers the tools that can
be applied to data storage, processing and preparation, and
also to definition of the models based on expert knowledge
(expert system) and the models based on the results of both
historical and on-line data analysis. Due to the application
and proper customisation of existing tools (RapidMiner, R)
and development of the proprietary solutions (e.g., ETL2,
rule induction and optimisation [19, 20], rough set operators
[21] and semantic analysis of data mining processes [22] that
are not available in RapidMiner) a user receives a broad set
of tools that can be applied to different tasks. Finally, the
case study that was presented shows that the system can be
practically utilised in a coal mine industry.
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[4] A. Leśniak and Z. Isakow, “Space-time clustering of
seismic events and hazard assessment in the zabrze-
bielszowice coal mine, poland,” International Journal of
Rock Mechanics and Mining Sciences, vol. 46, no. 5,
pp. 918–928, 2009. doi: 10.1016/j.ijrmms.2008.12.003.
[Online]. Available: http://dx.doi.org/10.1016/j.ijrmms.
2008.12.003

[5] J. Kabiesz, “Effect of the form of data on the quality of
mine tremors hazard forecasting using neural networks,”
Geotechnical & Geological Engineering, vol. 24,
no. 5, pp. 1131–1147, 2006. doi: 10.1007/s10706-005-
1136-8. [Online]. Available: http://dx.doi.org/10.1007/
s10706-005-1136-8

[6] J. Kabiesz, B. Sikora, M. Sikora, and Ł. Wróbel, “Ap-
plication of rule-based models for seismic hazard predic-
tion in coal mines,” ACTA MONTANISTICA SLOVACA,
vol. 18, no. 4, pp. 262–277, 2013.

[7] R. Kimball and M. Ross, The data warehouse toolkit: the
complete guide to dimensional modeling. John Wiley
& Sons, 2011.

[8] S. T. March and A. R. Hevner, “Integrated decision
support systems: A data warehousing perspective,”
Decision Support Systems, vol. 43, no. 3, pp. 1031–
1043, 2007. doi: 10.1016/j.dss.2005.05.029. [Online].
Available: http://dx.doi.org/10.1016/j.dss.2005.05.029

[9] M. Michalak, M. Sikora, and J. Sobczyk, “Analysis
of the longwall conveyor chain based on a harmonic
analysis,” Eksploatacja i Niezawodność - Maintenance
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Abstract—This paper concerns the design and physical 

construction of an emotion monitor stand for tracking human 

emotions in Human-Computer Interaction using multi-modal 

approach. The concept of the stand using cameras, behavioral 

analysis tools and a set of physiological sensors such as galvanic 

skin response, blood-volume pulse, temperature, breath and 

electromyography is presented and followed by details of 

Emotion Monitor construction at Gdansk University of 

Technology. Some experiments are reported that were already 

held at the stand, providing observations on reliability, 

accuracy and value the stand might provide in human-systems 

interaction evaluation. The lessons learned at this particular 

stand might be interesting for the other researchers aiming at 

emotion monitoring in human-systems interaction.  

I. INTRODUCTION 

HIS paper concerns challenges in automatic 

multimodal affect recognition. Although it seems that 

the domain is well established and there are many off-the-

shelf solutions, the reliability, accuracy and granularity of 

emotion recognition is still a challenge. In 2013 a project 

was started at Gdansk University of Technology (GUT) to 

build an emotion monitor stand that uses existing 

technologies in order to extend human-systems interaction 

with emotion recognition and affective intervention. The 

concept of the stand assumed combining multiple modalities 

used in emotion recognition in order to improve the accuracy 

of affect classification. The considered input channels 

included the ones that are most frequently used in the 

emotion recognition: physiological signals (skin 

conductance, respiration, electromyography, EEG, heart rate, 

peripheral temperature) [1], video input for facial expression 

analysis [2], keyboard and mouse usage patterns [3] as well 

as textual inputs for sentiment analysis [4]. The hardware 

layer of the stand was constructed in 2013, and the software 

layer in 2014 and 2015, however, the latter still requires 

extension, including improvement of classification 

algorithms. The paper describes the concept and construction 

details of the Emotion Monitor stand at GUT. Selected 

experiments held at the stand are described that provide an 

insight into practical aspects of automatic emotion 

recognition. The experiments are diverse, from the ones that 

aimed at establishment of reliable measurement procedures 
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of physiological signals, ones that aimed at classification 

algorithms training and others that were practical 

applications of the stand in systems design. Although not 

every experiment was successful, all of them contributed to 

the knowledge on practical aspects of multimodal emotion 

monitoring. Lessons learned on the way are the main theme 

of this paper and the research questions of the article might 

be formulated as follows: how to monitor emotional states in 

Human-Computer Interaction with acceptable reliability, 

accuracy and granularity and what are the main challenges 

in automatic multimodal affect recognition? The main 

purpose of the paper is to evaluate the usability of the stand 

as well as to express the main limitations of emotion 

recognition in human-computer interaction.  

II. RELATED WORK 

Works that are mostly related to this research fall into two 

categories: research on applicability of emotion monitoring 

in the context of human-system interaction and studies on 

emotion recognition based on different input channels. 

First group of related papers provides rationale for 

emotion recognition application in human-systems 

interaction. Software usability testing can be extended with 

observation of human emotions [5][6] and it is also possible 

to measure and optimize software development processes 

[7][8][9]. Based on the methods for usability evaluation, it 

would be possible to evaluate educational software and 

resources designed for e-learning [10][11][12]. Physiological 

parameters can be also used for optimization of other 

emotion recognition algorithms and in affect-aware games 

and other intelligent personalized systems [13]. 

There are numerous emotion recognition algorithms that 

differ on input information channels, output labels, affect 

models and classification methods. As literature on affective 

computing tools is broad and has already been summarized 

several times (eg. [14]), only example papers are referenced. 

The most frequently used emotion recognition methods that 

might be considered for emotion monitor stand include: 

- facial expression analysis (requires video as an input 

channel, however expressions might be partially controlled 

by people, especially when they know they are being 

observed or recorded) [2][14][16]; 

- audio (voice) signal analysis in terms of modulation 

(this method is seldom used in human-computer interaction 

as the voice communication channel is rarely used) [2][16]; 
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- textual input analysis (sentiment analysis requires 

conversational system interface) [17];  

- physiological signals - although very precise and cannot 

be controlled by most of the people, require specialized 

equipment [1][15];  

- behavioral patterns analysis (keystroke dynamics and 

mouse usage patterns) combined with other modalities can 

improve the accuracy of affect recognition; moreover those 

are the most natural input channels in HCI [3]. 

The best recognition results are obtained when fusing 

information from diverse input channels and early and late 

fusion can be distinguished [18]. Early fusion methods 

combine features derived from separate input channels to 

create a common feature vector for classification [19]. Late 

fusion combines the classification results provided by 

separate classifiers for every input channel; however, this 

requires some mapping between emotion representation 

models used as classifier outputs [20]. The highest 

accuracies are obtained mainly for two-class classifiers and 

multimodal input channels (including physiological 

measurements).  

III. EMOTION MONITOR CONCEPT 

The emotion monitor stand objective is to conduct 

experiments on computer users affective states retrieval and 

analysis. The stand is equipped with computers, cameras and 

a set of biosensors, which allow to monitor user activities 

and record multiple user observation channels at the same 

time. The data are then processed further to extract features 

and classify emotional states from single or multimodal input 

channels. Schema of the emotion monitor stand is provided 

in Figure 1. 

 

Fig.  1 The concept of emotion monitor stand hardware configuration 

 

The emotion monitor stand is divided into two separated 

areas: a subject area, where a user performs tasks that are 

under observation and an investigator area, where a 

researcher is able to monitor user’s activities and track 

biometric parameters. During investigation, when different 

emotional states would be evoked on purpose, it would 

disturb experiments, when a subject would have a possibility 

to turn to the investigator personally, therefore the 

investigator and subject areas are separated. 

The emotion monitor stand is equipped with the following 

devices: (1)biometric sensors set, including skin 

conductance, blood-volume pulse, respiration, temperature, 

electromyography and EEG sensors, (2) analytical device 

that allows to simultaneously sample multiple channels with 

high frequency, (3)front camera that records face and upper 

part of the subject’s body, (4)side camera that records 

experiment execution, (5)computer 1, which allows the 

subject to perform tasks under investigation, (6)computer 2, 

which allows the investigator to monitor user activities and 

parameters. 

Software layer of emotion monitor includes an application 

to store and track biometric data, tools for observation and 

recording of video images, keyboard and mouse usage 

tracker and user activity logger.  Apart from the applications 

recording input channels, the main emotion monitor's 

application is the one that combines input channels and 

multiple classifiers in order to provide an affective state 

estimate.  The result might be displayed with diverse 

visualization tools (general or dedicated for emotion 

representations). 

IV. EMOTION MONITOR HARDWARE LAYER CONSTRUCTION 

In 2013 an emotion monitor stand was constructed at 

Gdansk University of Technology as a dedicated stand in 

research laboratory room. The investigator’s area and the 
subject’s area are separated with a part-wall made out of 

furniture, which allows for visual, and partly acoustic 

separation. Photos of the subject’s and the investigator’s area 
are provided in Fig. 2 (left and right respectively). 

 

  

Fig.  2 Emotion monitor stand at GUT (left - the participant's area, 

right - the investigator's area) 

 

The equipment of the stand was chosen based on 

capabilities and availability. Coder FlexComp Infiniti by 

Thought Technology, Canada was chosen as biosensors 

analytical device. The coder is a ten-channel multimodal 

device dedicated for real-time biofeedback, 

psychophysiology training and monitoring. It is connected 

with computer database via TT-USB device and allows to 

simultaneously record up to ten channels with sampling rate 

2048 samples per second. The coder removes noise from all 

input channels and performs signal amplification and 

preliminary filtration that is adjusted to sensor type. EEG 
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sensors, which are compatible with the coder, allow to 

perform impedance measurement, which allows to provide 

EEG signal of high quality. Other available devices had less 

input channels, lower sampling rates or did not allow to 

perform impedance measurement.  

The biometric sensor set for the emotion monitor stand 

was designed to measure physiological parameters that are 

commonly used in affect recognition. and the choice was 

justified by literature review. Sensors are compatible with 

the FlexComp Infiniti coder and other coders produced by 

Thought Technology. Some of the sensors in the predefined 

set were doubled in order to try out multiple locations at the 

same time. Detailed list of sensor types includes: skin 

conductance, electromyography, respiration, temperature,  

electroencephalography and blood-volume pulse sensors. 

Additionally three standard computer sets with two 

monitors each were provided for the stand. One computer is 

dedicated for biometric recording and emotion recognition 

and two monitors allow to display more parameters at the 

same time. The second computer is provided for a subject to 

perform tasks under investigation, additional monitor allows 

an investigator to track user’s progress with the tasks. The 
third computer was added for the investigator-subject 

communication (investigator displays commands for a 

subject) – see a black monitor on the left photo in Figure 2.  

The stand is normally equipped with three cameras: two in 

front of the subject and one side camera. The front cameras 

include one standard RBG camera of medium quality and 

additionally RGB-D camera with infrared depth sensor that 

allows for posture analysis independent of illumination for 

special applications. 

V. EMOTION MONITOR SOFTWARE LAYER STRUCTURE 

There is a number of applications installed at the stand, 

however not all of them are used simultaneously. The 

applications might be divided into the following categories: 

(1) tools for input channels recoding and pre-processing; (2) 

applications for the data processing into feature vectors and 

classifiers’ training; (3) software for classification and 
validation of the results (might be the same tools as above); 

(4) tools for emotional state visualization and interpretation. 

The conceptual and actual diagram regarding software 

layer of the emotion monitor stand is provided in Fig. 3.  

A. Data acquisition tools 

Thought Technology BioGraph Infiniti application was 

installed for gathering biometric data from the coder. The 

system was chosen due to compatibility with the coder, but 

also due to signal quality optimization features including 

verifying signal quality and adjusting sensor placement, 

integrated electrode impedance measurement as well as 

artifact rejection feature, both automatic and manual. 

Additionally, an optional Physiology Suite, which is 

specifically designed for monitoring and assessing 

physiological functions: recording biomeasurement sessions, 

reviewing recorded data for the purpose of artifact rejection, 

generating session reports and demonstrating the results, was 

installed. 

Emotion monitor is also equipped with a set of 

applications for computer user behavioral observations: 

Mobii eye tracker, keystroke tracker and mouse tracker, 

Morae Recorder and Observer, and Logitech Video Capture. 

As in some experiments there is a need for simultaneous 

recording of up to 6 camera images, the change of the 

software recording video is considered, as it allows to 

capture one camera image only (at one computer) and in the 

experiments with multiple cameras is not sufficient. 

B. Training, classification  and validation tools 

This part of the emotion monitor stand is still under 

 

Fig. 3 Emotion monitor stand at GUT - the software layer 
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development, as there are several challenges in the automatic 

classification of computer users emotional states. Although 

the concept was to train classifiers off-line and then use them 

in real time, this would require more research, than was 

assumed. Therefore currently, during experiments only data 

acquisition is performed and the analysis and interpretation 

is performed afterwards. The analytical and training tools we 

use include the following: Morae Manager, Knime, 

Statistica, MatLab, SAS, Origin. 

C. Visualization tools 

There is an emotional state visualizer that was prepared 

for the stand at GUT, however now it is not used, as the 

integration tool for real-time analysis and visualization is 

under development. Therefore apart from the dedicated tools 

we use a number of external tools for the data visualization, 

eg. Knime, Origin. 

D. Early and late fusion 

The main concept of the stand was to perform the 

integration of emotional activation information from multiple 

input channels. One might consider early fusion, in which the 

data is combined to create common feature vectors. This 

approach has at least two important drawbacks: timing 

synchronization and temporary unavailability of input 

channels. 

The first challenge we have encountered is timing 

synchronization. It seems simple with the timestamps 

provided by computers, however in practical acquisition of 

the affective activations the issue lies in the delay of the 

emotion expression for different channels, eg. heart rate 

change and skin conductance change last up to one/two 

seconds, facial expressions are delayed in comparison with 

the physiological signals. This is the result of the 

sympathetic and parasympathetic system activation and this 

is how it works. As a result it is hard to assign the same label 

to exactly the same period of time for different channels.  

Another challenge is temporary unavailability of the input 

channels. All of the channels used are subject to temporal 

unavailability: for biosignals movement artifacts must be 

removed, as they interfere with informative peaks, face 

recognition is dependent on: face position and illumination 

conditions eg. if a user moves head a little bit, face 

recognition tool must follow the face (find it again), 

moreover keyboard and mouse are usually used 

interchangeably, with pauses. The common feature vectors 

are full of blank values, asynchronously for the input 

channels. 

Late fusion that is based on the integration of the 

recognized emotional states from different classifiers suffers 

from diverse emotion representation models and lack of 

mapping between them. Facial expression analysis 

algorithms for emotion recognition use Ekman’s Facial 
Coding System and provide six basic emotions as a result. 

The biosignals are best in recognition of the arousal 

dimension of emotional state, and not the valence (positive 

and negative experience might cause the same activation of 

the nervous system). There is a constant challenge of 

labeling, which will be depicted with the experiment in 

section VI.  

VI. EXPERIMENTS IN EMOTION MONITORING 

There were 5 experiments already held at the stand: (1) a 

study on reliability of physiological signals measurements in 

the HCI context, (2) experiment with picture stimuli, two 

experiments (3) and (4) with sound that provided the 

knowledge required for the optoelectronic system for autistic 

children, and finally (5) game experience monitoring.  

As some of the experiments were already reported [21] 

[22][23][24], this section would summarize results of 

experiments (1), (3), (4) and (5) as well as provide more 

detailed description of experiment (2), which was not 

reported before. The descriptions would focus on revealing 

observations on usefulness of the emotion monitor stand.  

A. Experiment 1.  The challenge of biosignals acquisition 

in human-computer interaction 

After the stand was constructed at GUT in 2013, the first 

challenge was encountered in the sensitiveness of biometric 

sensors readings to movements. The typical locations of the 

sensors are finger tips or finger bases, which is inconvenient 

while using mouse and/or keyboard in human-computer 

interaction. Therefore, an experiment aiming at eliminating 

sensors from hands and finding alternative locations that are 

as good as typical finger placement was held. As the 

experiment was already reported in detail [21], only the 

major findings are summarized. The experiment allowed to 

draw some conclusions on human-computer interaction 

monitoring based on bio-measurements of muscle electric 

activity, respiration, temperature, pulse or skin conductance: 

1. Emotion recognition in human-computer interaction 

should not use EMG measurements placed on trapesius 

muscle nor sensors located at finger tips (temperature, BVP 

sensor). Alternative locations of temperature and BVP 

sensor on earlobes could be accepted as a solution for 

human-computer interaction monitoring.  

2. Skin conductance sensor location on forearm is 

perceived as less disturbing than location on fingers. 

Location on forearm is also less sensitive to mouse 

movements. 

3. Respiration sensor are perceived as low disturbing and 

insensitive to movements, except from body movements.  

4. For the signal recorded by all sensors artifacts 

connected with large movements (body movements) should 

be removed independently of their location on body. 

In emotion recognition algorithms, which are based on 

biomeasurements, relative values should be provided rather 

than absolute values, as there are significant differences 

between individuals. Normalization or standardization 

procedure should be performed with personal average, 

instead of overall average calculated for all subjects. 
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Therefore baseline recording is important for experimental 

settings, as well as natural environments [21]. The 

experiment allowed to find a method for reliable acquisition 

of physiological signals in human-computer interaction. 

B. Experiment 2. The challenge of labelling 

The concept of the experiment assumed registration of  

biometric parameters when evoking emotions on the basis of 

pictures. GAPED (Geneva Affective Picture Database) set 

was chosen, as the pictures in the set are labeled with the 

emotional activations in PAD (Pleasure Arousal Dominance) 

model. The experiment aimed at: acquisition of data for 

learning algorithms that cause emotions as well as 

determination whether the readings in alternative locations of 

sensors vary with emotions. 

The pictures were grouped into 6 groups of similar 

emotional activations for: fear, sadness, anger, disgust and 

joy. The sixth group represented photos considered neutral 

for the reference. In each group 5 pictures were chosen and 

displayed one after another. Picture groups were separated 

with rest, when no picture was shown. Moreover, before the 

slide show of photos, a baseline was recorded. Necessity of 

the baseline recording results from the diversity of individual 

biometric readings. 

The experiment succeeded in determining whether  the 

readings in alternative locations of sensors vary with 

emotions, however failed in training classifiers for emotion 

recognition. The resulting recognition rate for the six 

emotional states never reached more than 30% independently 

of the classifier, training method and its parameters. Detailed 

analysis of the results for specific people revealed that 

pictures were not efficient stimuli to evoke emotions for part 

of them. There were a number of computer science students 

involved in the experiment, for whom even the drastic 

pictures from wars and hospitals were not enough to evoke 

reactions, as they are used to such views by intensively 

playing shooter games. For this group of people, the slide 

show of pictures that lasted for 20 minutes was simply 

boring and it was visible in physiological signals that headed 

towards relaxation state, independently of how drastic 

picture was shown.  

Another interesting group of participants reacted to each 

and every picture independently of what was presented, even 

a photo of a blue mug or a box caused the reaction (visible 

with skin conductance fluctuation). This group of 

participants, which might be described as highly-reactive, 

also sometimes exhibited skin conductance raise before the 

picture was actually shown.  

The minority of the participants exhibited the expected 

reactions: high for the drastic photos and low for more 

neutral ones.  

The experiment revealed that choosing a stimuli is an 

important matter (obviously), but also that stimuli’s label is 
not enough for labeling the data for emotion recognition. In 

the picture set there was one picture repeated twice in 

different contexts (in different picture groups) and the 

reaction to it depended mostly on the context, and not the 

actual photo (if any reaction was there). As a result we have 

tried alternative labeling methods, however they were found 

insufficient in this experiment. 

However, the experiment brought to deeper understanding 

of the challenge of labeling with emotional states and those 

are the lessons learned: 

1) There is a difference between the expression of emotion 

and the actual emotion eg. one might smile, although feeling 

embarrassed by the picture. 

2) People exhibit more facial expressions when talking 

with others than in front of the computer screen (eg. typical 

surprise reaction of “jaw dropping” was never encountered). 
Micro-expressions must be recognized and interpreted 

instead. 

3) Expectation of a stimuli results in pre-condition 

reaction (difficult to synchronize it with label). 

4) There is no way of actually determine, what the 

emotional state of a person is (emotion has external 

expressions, however it is an internal phenomena, there is a 

two-factor theory of emotional reaction: both stimuli and the 

interpretation is required for the emotion to appear). 

5) Some people do not exhibit facial expressions, for the 

others, the actual expression varies significantly. 

6) When labeling pictures, sounds, videos or other stimuli 

with questionnaires one might obtain anticipated emotional 

state instead of the actual one. 

7) People differ significantly in the ability to recognize 

and express their own emotional states. 

8) Emotional reactions might be caused by some internal 

thoughts (some participants exhibited skin conductance 

fluctuations during baseline and rest recordings). 

Although finished with no success, it was a valuable 

experiment, which revealed lots of research issues to work.   

 

C. Experiments 3 and 4. Practical applications 

The other three experiments were practical applications of 

the stand. Experiments (3) and (4) were conducted to 

construct an optoelectronic system supporting behavioral 

therapy of autistic children [22][23]. The first experiment 

aimed at selection of physiological parameters which are 

closely correlated with person's emotional state. Measuring 

changes of those parameters and adequate data processing 

can show the emotion of investigated person. The 

experiment used a stimuli of 1 minute sound that started with 

1kHz constant sound that was gradually silenced and 

finished with a shot sound. Only few parameters gave very 

strong change in measured signal after the shot sound: skin 

conductance, respiration and electromyography, however the 

individual reaction varied for subjects. The respiration rate 

and skin conductance changes were chosen to be monitored 

in the elaborated system. Another experiment (4) was 

conducted in order to evaluate the prototype of the 

AGNIESZKA LANDOWSKA: EMOTION MONITOR - CONCEPT, CONSTRUCTION AND LESSONS LEARNED 79



 

 

 

 

optoelectronic system supporting behavioral therapy of 

autistic children. Recently, this system has been tested in one 

kindergarten for children with disabilities. Such support will 

be very useful and can significantly improve psychological 

treatment of those children [23].  

VII. RESULTS AND DISCUSSION 

Apart from typical challenges in classification: feature 

selection, choosing classifier and its structure, proper 

training methods and validation, there are more challenges in 

automatic emotion recognition. The first one ins reliable data 

acquisition, as all input channels are subject to some noise 

and temporal unavailability. The main challenge seem still 

the labeling with emotional states. One might consider 

labeling with user reports, expert observations, user activity 

or stimuli labels, however all of the techniques could be 

questioned. Perhaps a combination of the two or three 

different labeling methods is a way, however the problem of 

blending in the case of constrictions remains. Another 

challenge is the fusion (early or late) of the emotional 

expressions estimate from different input channels and this 

field has gathered some researcher attention so far [19], 

however still much is to be revealed. 

The author is aware of the fact that this study is not free of 

some limitations. First of all, the report on the experiment is 

subjective one, as the paper aimed at sharing lessons learned 

rather than reporting the actual experiments.  

The question formulated at the beginning of the paper   

how to monitor emotional states in Human-Computer 

Interaction with acceptable reliability, accuracy and 

granularity? remains open and requires further research. 

However, the second question what are the main challenges 

in automatic multimodal affect recognition? , which was the 

main purpose of this study, was provided with some answers.  

VIII. CONCLUSION 

Although there are some off-the-shelf solution for 

recognizing human affect (produced by Affectiva or 

Empathica) as well as many “smart” watches that track 

physiology, determining the actual emotional state of a 

human being is still a challenge, even for qualified 

psychologists. With all the complicated equipment and 

algorithms the only thing we could track is emotion’s 
external symptoms. Moreover the reliability and the accuracy 

of the provided estimate depends on many conditions: 

availability of the input channels, air conditions 

(temperature, humidity) and the context a human is in. 

Perhaps the internal phenomena of the emotion is what 

makes us really unpredictable, i.e. humans. 
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Abstract—The idea of the Pawlak’s flow graphs is applicable
to many problems in various fields related to decision algorithms
or data mining. The flow graphs can be used also in the
video surveillance systems. Especially in distributed multi-camera
systems which are problematic to be handled by human operators
because of their limited perception. In such systems automated
video analysis needs to be implemented. Important part of this
analysis is tracking object within a single camera and between
cameras’ fields of vision. One of element needed to re-identify
the single real object besides object’s visual features and spatio-
temporal dependencies between cameras is a behaviour model.
The flow graph after some modifications, is a suitable data
structure, which concept is based on the rough set theory, to
contained as a behaviour model in it. Additionally, the flow graph
can be used to predict the future movement of given object. In this
paper a survey of authors research works related to employing
flowgraphs in video surveillance systems is contained. The flow
graph creation based on the paths of objects inside supervised
area will presented. Moreover, a method of building a probability
tree on the basis of the flow graph and a method for adapting
the flowgraph to the changing topology of the camera network
are also discussed.

I. INTRODUCTION

THE video surveillance systems have become common
in public places and provided new possibilities (as well

as challenges) in fields like security, crime prevention and
automated video data processing. One of the main problems
related to increasing number of cameras is that cameras’ Fields
of Vision (FOVs) do not overlap. In other words, there are
locations which are not observed by any of the cameras. Thus
the method for tracking object in a such adverse environment
is needed. Therefore, this issue formed the basis of the authors’
research work presented in this paper.

Tracking objects in a single camera is based on visual
features of a moving object which differ from a background
of a video image [1], [2]. Unfortunately such an approach
is not suitable for the posed problem of re-identification of
the same object in two different cameras. Therefore, some
additional information related to statistical data analysis need
to be obtained. There are two more types of premises (except
of a comparison of visual features) which can be used to track
objects more efficiently, that are:

• time of transition between given pair of the cameras
• probability that object will pass between a given pair of

the cameras.
The first type of premise can be presented in the form of the

weighted directed graph called topology graph. Edges of the

topology graph determine physical possibility of transitions
between cameras and describe time of these transitions. The
description of transition time can be in form of:

• a single value (like average time of transition)
• a probability destiny function (e.g. Gaussian)
• a model (approximation) of time transition time (e.g. with

Gaussian Mixture Model)

The second type of the premise (that is behaviour model)
can be also described with a weighted directed graph but
in this case it is also acyclic graph called flow graph. The
idea of flow graphs was introduced by Pawlak and is based
on the rough set theory [3], [4]. This paper is focused on
a presentation of methods related to behaviour modelling
with the Pawlak’s flow graphs based on the data from video
surveillance system. Utilization of the presented modified
flow graph corresponds to tracking objects between cameras
with non-overlapping fields of vision (FOVs). A general aim
of this paper is presentation of the survey of the authors’
works on the implementation of the Pawlak’s flowgraph (as
behaviour model) in the video surveillance systems. Certain
paths of objects through observed area are more frequent than
others and some transitions are more probable. The behaviour
model can be considered as a container for knowledge about
these patterns. In order to perform tracking object between
cameras, three types of premises can be used to re-identify
a single real object: visual features, time of transition and
probability of choosing particular transition. The last premise
is contained in the behaviour model (in the flow graph). The
idea of Pawlak’s flow graph is consistent with the rough
set theory and Bayes’ theorem. Description and definition
of the flow graph can be found in the literature [5], [6],
[7]. The flowgraph can be utilized in context of data mining
and decision tree building [4]. Additionally, the flowgraph
idea can be employed in processing of musical meta data
[8]. Extensions and modifications of the flowgraph were also
introduced [9], [10], [11].

The paper begins with a short presentation of the idea
of flowgraphs with accordance to the rough set theory
(see Sec. II). Next, in Sec. III modifications and exten-
sions are introduced that were needed to apply, in order
to use them with metadata obtained from the analysis of
video data from surveillance system. Sec. IV presents an
application of the extended flow graph in surveillance sys-
tem and describes consecutive steps of authors’ research
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work. The paper ends with summary and conclusion in
Sec. V

II. PAWLAK’S FLOW GRAPHS AND ROUGH SET THEORY

In order to start a reflection on the flow graphs, some terms
related to the rough set theory have to be presented according
to literature [3]. Thus, a data set used in rough set theory is
called an information system. The set of attributes denoted as
A must considered. Each attribute a ∈ A may have values
from a certain set Va (called the domain). If two disjoint
subsets of attributes (called conditions C and decisions D) are
distinguished in the information system, then such a system
becomes a decision system is denoted as:

S = (U,C,D), C ⊔D (1)

where U is called the universe, C is a set of condition attributes
and D is a set of decision attributes.

Based on the Pawlak publication [12] definition of flow-
graph and their properties will be presented below. The
flowgraphs are actually a kind of data structure suitable for
containing a distribution of information flow and to present
statistical features of objects from the mentioned universe U .
Such an approach enables a new possibility of statistical data
analysis belonging to intelligent methods.

A flow graph can be considered as a directed acyclic graph:

G = (N,E, ϕ) (2)

where N is a set of nodes, E is a set of edges (E ⊆ N×N ) and
ϕ : E → (R+∪{0}) is a flow function. Moreover, the idea of
flow graph assumes the following notations and terminology:

• (x, y) determines an edge with a node x as an input and
a node y as an output, the edge (x, y) must be contained
in the set E;

• I(x) is the set of all inputs of node x and O(x) is the
set of all outputs of node x, while x ∈ N ;

• also output and input of the whole flowgraph G can be
denoted as I(G) = {x ∈ N : I(x) = ∅} and O(G) =
{x ∈ N : O(x) = ∅};

• input and output nodes are called external nodes and the
rest of nodes are internal;

• ϕ(x, y) is called throughflow from x to y which fulfils
condition ϕ(x, y) 6= 0 for each edge (x, y) in the set E.

Thus, for each node x of a flow graph G, the inflow can be
determined as:

ϕ+(x) =
∑

y∈I(x)

ϕ(y, x) (3)

and the outflow can be defined as:

ϕ−(x) =
∑

y∈O(x)

ϕ(x, y) (4)

In a similar way input and output of the whole flow graph can
be formulated as:

ϕ+(G) =
∑

x∈I(G)

ϕ−(x) (5)

ϕ−(G) =
∑

x∈O(G)

ϕ+(x) (6)

Each internal node x fulfil the condition:

ϕ+(x) = ϕ−(x) = ϕ(x) (7)

where ϕ(x) is called a throughflow of node x. For the whole
flow graph G the following formula is true:

ϕ+(G) = ϕ−(G) = ϕ(G) (8)

where ϕ(G) is a throughflow of the whole flow graph G.
Hence, considering these assumptions all flows in the graph
G can be normalized with the value of ϕ(G) as is presented
in the formulae:

σ(x, y) =
ϕ(x, y)

ϕ(G)
, 0 ≤ σ(x, y) ≤ 1 (9)

σ(x) =
ϕ(x)

ϕ(G)
, 0 ≤ σ(x) ≤ 1 (10)

The value of σ(x, y) is called the strength of edge (x, y) and
the value of σ(x) is called the strength of node x.

Above defined normalized flows in the flowgraph allow for
obtaining relative parameters assigned to the edges which are
called certainty factor:

cer(x, y) =
σ(x, y)

σ(x)
, σ(x) 6= 0 (11)

and coverage factor:

cov(x, y) =
σ(x, y)

σ(y)
, σ(y) 6= 0 (12)

III. USING FLOWGRAPH FOR BEHAVIOUR MODELLING

In order to create behaviour model based on the flow
graph a video surveillance system will be considered as in
the previous paper [13]. Thus, a set of locations related to
particular cameras is distributed on a certain area which can
be described with the formula:

C = {c1, ..., cN} (13)

where ci is camera with i index and N is a number of the
cameras (1 ≤ i ≤ N ). As it was mentioned a network of
the cameras can be presented with the topology graph on
which spatial dependencies between cameras are described
(see Fig. 1)

Object which moved through the observed area creates
a path which contains consecutive locations visited by the
object. This path can be defined with the following formula:

p = {(cid1
, 1) , ..., (cidL

, L)} (14)

where cid1
and cidL

corresponds to camera which is visited
by the object at the entrance to the observed area and at the
exit from this area, respectively; numers from id1 to idL define
consecutive values of the index i from Eq. 13. Thus, the set of
paths can be described as presented by the following formula:

P = {p1, ..., pM} (15)
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Fig. 1: The graph presenting topology of video surveillance
system. According to Eq. 13: C = {w, x, y, z}

where M is the number of paths in the set. Having the input
data prepared in this way, next steps of creating the behaviour
model can be carried out. However, in the beginning, the
attributes and the domains must be reconsidered. Hence, the
attribute used in the flow graph contains two parts:

• the index (number) that describes an order of this element
in its path,

• the label of camera in which an object appeared.
For example, the attribute X1 means that the given object was
observed for the first time (on entrance to the observed area)
in the camera ’X’. The consecutive domains are determined
with the index mentioned above. The example flow graph
created on the basis of the set of paths is presented in Fig. 2.
Moreover, the certainty and coverage factors are also used in
a specific way. In order to realize above, also parameters of
the flowgraph need to be redefined as the following formulae
show:

σ (xi, yi+1) =
ϕ(xi,yi+1)

ϕ(G)

σ (xi) =
ϕ(xi)
ϕ(G)

cer (xi, yi+1) =
σ(xi,yi+1)

σ(xi)

cov (xj−1, yj) =
σ(xj−1,yj)

σ(yj)

(16)

where σ(xi, yi+1) defines the rate of objects passing from
the camera x in the step i of the path to the camera y in
the next step i+ 1 of the path, ϕ(xi, yi+1) determines the
number of paths (in the set of path) which contain a transition
from step xi to step yi+1, the total number of paths taken
into consideration while building the flow graph is denoted
as ϕ(G), and ϕ(xi) is the number of paths in the set of
paths which contains the step (flow graph’s node) xi. Also
the values of the certainty an coverage change their meanings.
The certainty (cer) estimates the conditional probability that
the object which left the camera x in the step i of its path will
appear in the camera y in the consecutive step i+ 1, whereas
the coverage (cov) determines estimation of the conditional
probability that an object which appears in the camera y in
the step j of the path was seen before, in the camera x
in the previous step j − 1 of the path. The certainty cer is

used to predict future movements of the object whereas the
coverage cov is useful in re-identification method. The cov is
utilized during the decision-making related to identification of
the single object observed in two different cameras.

IV. FLOWGRAPHS IN SURVEILLANCE SYSTEMS

The essential use case of the flow graph in the surveillance is
related to prediction of object movements. The certainty factor
estimates the probability of the future location that the object
will visit, based on its previous route through the supervised
area. Because of data concerning flows of objects through the
observed locations, which is contained within the flow graph,
probabilities of more than one location ahead can be predicted.
As a result a probability tree is obtained. The formula which
allows for creation of the probability tree (according to [14])
is shown in Eq. 17:

cer [xroot, . . . , zend] =

i=end∏

i=root

cer (xi, xi+1) (17)

where the root of probability tree is denoted as xroot, the
probability of the path from the vertex xroot to zend is
calculated as a product of probabilities of subsequent steps
in the given path. An example probability tree created on
the basis of the flow graph presented in Fig. 2 is shown in
Fig. 3. The probability tree is created on the basis of the
particular instance of the flow graph. It presents possible future
transitions of the object observed in the certain camera in
determined step of the object path.

Another important issue is the changing environment which
is observed with cameras. It causes changes in the topology of
the camera network. Some transitions may become physically
impossible or new transitions appear. In such fluctuating
conditions the created behaviour model may quickly become
out of date and it will contain incorrect transition probability
estimates. The flow graph is a quite slowly updating structure
so a dedicated method for speed up adaptation to new condi-
tions is needed. In order to solve this problem, an adaptation
method employing some additional modifications, according
to [15] is necessary:

• each path (obtained from video surveillance system)
before adding to the set of paths and being used to
build a recent behaviour model are weighted by so called
importance factor;

• the importance factor is based on probability of the
occurrence of the same path in the past;

• two instances of flowgraph are created: the first called
core and the second called recent

• measures of distance between two flow graphs also have
to be introduced;

• values of two thresholds need to be determined: the
first one called learningThershold is created in order
to enable making decision that flow graph recent is
a proper model of unchanging object behaviour, and
the second one called adaptiveThreshold is used to
determine a moment in which adaptation method must be
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Fig. 2: The example flow graph obtained from the set of paths

Fig. 3: Probability tree which begins in node Z2 (what means that xroot = Z2)

performed (when distance between core and recent is
too large).

The adaptation method requires that some paths will be con-
sidered as more important ones than single paths. Moreover, a
measure of importance of the path imp needs to be introduced.
In case of normal adding path to the flow graph, the importance
factor imp is equal to 1, but in the adaptation process imp
can be greater than 1. Hence, a weighting of each path must
be performed and a weighted set of paths ŵP needs to be
introduced, as follows:

ŵP = {ŵpi} , ŵpi = 〈p̂i, impi〉 (18)

where ŵpi is weighted path that contains path defined previ-
ously by Eq. 14 and impi is importance factor of path p̂i.

The set of path P is extended by probability of occurrence
of a particular path in the past, upon fulfilling the condition:

Pr (Path = pi) =
‖pi‖
‖P‖ (19)

where ‖pi‖ is number of instances of particular path in the set
of paths P and ‖P‖ in number of all paths in set P .

The difference between two flowgraphs needs to be deter-
mined with distance metrics. The first metric is based on the
average absolute deviation in certainty factor assigned to all
edges of the flowgraph. This metric is called also conformity.
In case that we have two flowgraphs denoted A and B, it
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holds:

D =

∑

EdgesA

|cerB (x, y)− cerA (x, y)|

‖EdgesA‖
(20)

where EdgesA is a set of edges in flowgraph A, cerA and
cerB are certainty factors from flowgraph A and flowgraph B,
respectively, ‖Edges‖ is the number of edges in the flow-
graph A.

The second metric utilizes probability distributions defined
by Eq. 19. The metric is based on a coincidence index.
Changes in the flowgraph are also related to changes in the
probability distribution of paths Pr (Path). One of probability
distributions must be determined as a reference (in this case
it is PrA), whereas the second probability distribution is
the modified one (PrB). The probability distribution PrB
comes from the flowgraph B that used more paths as input
than the flowgraph A. The mentioned modification is implied
as a possibility of appearance paths which were not present
in the input set of the flowgraph A. In order to solve this
problem a modification must be made of PrB . All instances
of paths that are in probability distribution PrA do not appear
in probability distribution PrB must be removed from the
probability distribution PrB . Next, a renormalization of the
probability distribution PrB is made. The modified probability
distribution ˆPrB prepared in such a way can be used in the
formula 21 as follows:

CI =

∑

PathA

[
PrA

(
PathA = pi

)
· ˆPrB

(
PathB = pi

)]

∥∥PathA

∥∥
(21)

where
∥∥PathA

∥∥ determines how many different instances of
path is in the set of paths P defined in Eq. 14.

The adaptation method operates in two phases. The first
is creation of two new flow graphs (core and recent )
and adding paths to recent in groups (of i.e. one hundred
paths). After adding a group of paths, the distance between
core and recent is calculated (using formula Eq. 20). If the
distance is larger than learningThershold , then recent is
copied to the core flowgraph and a next group of paths is
added to the recent , otherwise the core is considered as a
proper behaviour model and the adaptation algorithm passes
to the second phase. In this phase paths are still adding to
the recent in groups, but there is no copying of the recent
flowgraph to the core . After adding the group of paths the
distance between the flow graph core and the flow graph
recent is calculated (see Eq. 20) . If this distance is lower
than adaptiveThreshold , the next group of paths is added to
the recent flowgraph, otherwise the importance weights (see
Eq. 21) is calculated for the last group of paths and these paths
are added to the core flowgraph with appropriate weights.
Next, consecutive groups of paths are added to the recent
flowgraph. The flowchart of this algorithm is presented in the
Fig. 4.

In order to prove this concept, simulations were performed.
The results of the simulations are presented in Fig. 5,

Fig. 4: Flowchart of the used adaptation algorithm

The simulation was carried out in the following way:

1) on the basis of real set of paths, which was quite small
(about 1000 paths), a large set of path was generated
(about 100 thousands paths),

2) the real small flowgraph is built on the basis of this
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(a) Topology I, learningTreshold = 0.0001, adaptiveTreshhold =
0.005;

(b) Topology II, learningTreshold = 0.0001, adaptiveTreshhold =
0.005;

Fig. 5: Result of preformed simulations for different topologies
of video surveillance systems

small set of path,
3) building a flow graph enforced with adaptation method

is performed with the large (generated) set of paths –
adding paths in groups of 100,

4) the small set of path is modified in a way which
simulates changing the topology of the cameras network,

5) the new version of realsmall flowgraph is built on the
basis of this small modified set of path,

6) the second large set of paths is generated on the basis
of this modified small set of paths,

7) adding the paths form the large set to the recent flow-
graph occurs.

The charts from Fig. 5 present the distance (see Eq. 20)
between the real small flow graph and the core flow graph
(when adaptation method is in use). In order to show the
difference, the reference flow graph is added. This flow
graph is built without any adaptation method. The drastic
change in the center of the chart is related to the modification
of the small set of the path (simulating change in the topology
graph). In order to obtain real input data (a small set of object
paths) the setup of 6 cameras, denoted as Topology I, was used.
The Topology II was a group of 11 cameras. The real small
flow graph for both sets of camera was created basing on the
analysis of 1,5 hour of video material.

V. CONCLUSION AND FUTURE WORK

The flow graph is a suitable data structure to contain a
behaviour model. It is prone to extensions, modifications
and adaptation to various types of problems because of its
transparency and simplicity. In case of video surveillance sys-
tems the flow graph is a container for knowledge concerning
object behaviour which is easily to obtain and fast in use.
The certainty and coverage factors can be clearly explained
and easily applied to problems of object movement predic-
tion (in correspondence to cer) or object re-identification (in
correspondence to cov). Additionally, problem of changing
conditions in video surveillance systems also can be also
managed using the adaptation method presented above. This
adaptation method allows for obtaining better conformity of
the flow graph in case of modification of the topology of
camera network. Moreover, the flow graph adapts faster to
new conditions. The future works related to the flow graphs
are concentrated on the application of them in tracking object
in one camera in case when the object is obscured by another
object or some other obstacles.
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[9] P. Pattaraintakorn, “Entropy measures of flow graphs with applications
to decision trees,” in Rough Sets and Knowledge Technology, ser.
Lecture Notes in Computer Science, P. Wen, Y. Li, L. Polkowski, Y. Yao,
S. Tsumoto, and G. Wang, Eds. Springer Berlin Heidelberg, 2009, vol.
5589, pp. 618–625. [Online]. Available: http://dx.doi.org/10.1007/978-
3-642-02962-2 78

[10] J. Peters, D. Chitcharoen, and S. Ramanna, “Reasoning with near
set-based digital image flow graphs,” in Multi-disciplinary Trends
in Artificial Intelligence, ser. Lecture Notes in Computer Science,
S. Ramanna, P. Lingras, C. Sombattheera, and A. Krishna, Eds.
Springer Berlin Heidelberg, 2013, vol. 8271, pp. 199–210. [Online].
Available: http://dx.doi.org/10.1007/978-3-642-44949-9 19

[11] Z. Suraj and K. Pancerz, “Flow graphs as a tool for mining prediction
rules of changes of components in temporal information systems,” in
Rough Sets and Knowledge Technology, ser. Lecture Notes in Computer
Science, J. Yao, P. Lingras, W.-Z. Wu, M. Szczuka, N. Cercone, and
D. lzak, Eds. Springer Berlin Heidelberg, 2007, vol. 4481, pp. 468–475.
[Online]. Available: http://dx.doi.org/10.1007/978-3-540-72458-2 58

[12] Z. Pawlak, “Rough sets, decision algorithms and bayes theorem,”
European Journal of Operational Research, vol. 136, no. 1, pp.
181–189, 2002. [Online]. Available: http://dx.doi.org/10.1016/s0377-
2217(01)00029-7
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Abstract—We use higher-order, type-theoretic Situation The-
ory to model semantic concepts as situation-theoretic objects con-
sisting of parametric information. Situation Theory contributes
by representing concepts as classes of parametric objects, in a
computational way. We use concepts that are often expressed by
human language in taxonomy classifications, as a demonstration
of the situation theoretic-approach to model parametric informa-
tion in abstract concepts.

I. INTRODUCTION

THE IDEAS of Situation Theory were originally intro-
duced by Barwise [1], and then by Barwise and Perry [2],

for modeling information in nature. The work emerged from
decades of efforts by varieties of model-theoretic approaches
for adequate computational semantics of human language and
cognitive science. In search for adequate semantics of human
language, with his extensive work in mathematics, model-
theory, and admissible sets, Jon Barwise soon realized that
semantic objects for human language are special cases of
objects in a more general theory of meaning and information.
Since then, Situation Theory has been under development as a
powerful, highly expressive theory of finely-grained informa-
tion that is partial, underspecified, and situational. Semantics
of languages is one of the prominent applications of Situation
Theory, know as Situation Semantics.

Our intensive efforts on modeling semantic information and
concepts are currently in several, concurrent directions, for
intelligent applications to information and language process-
ing. In nature, information typically is partial, parametric, and
dependent on situations, in most of its components. For ade-
quate modeling of semantic objects, we need to represent these
natural features of information and languages. Applications to
many contemporary technologies, which are related to data
science, information, and language processing, require models
of information and information processing. These models need
to reflect information flow in nature and, in the same time, to
be computational.

On the side of the mathematical foundations of Situation
Theory, Aczel non-well-founded set theory, see Aczel [3], has
proved to be the most suitable set theory for modeling classes
of situation-theoretic objects that are proper classes, i.e., which
are not sets in the classic Zermelo-Fraenkel set theory ZFC,
while they are non-well-founded sets in Aczel set theory. Aczel
non-well-founded set theory is an axiomatic system consisting
of the ZFC axioms, except the Axiom of Foundation, which is
replaced with Aczel Anti-Foundation Axiom (AFA), see also

Rathjen [4]. Situation Theory, when based on Aczel non-well-
founded sets, models circular information and self-reference,
including for concepts. It can model potentially large classes
of situation-theoretic objects, which theoretically are proper
non-well-founded sets. What is significant, for practical, in-
telligent applications, is that situation-theoretic objects, even
when properly non-well-founded by the AFA, have finite,
not necessarily large representations, e.g., visualized as cyclic
graphs. Large objects can be limited for practical applications,
e.g., by restrictions from specific domains of applications.

Situation Theory has been under development as a theory of
the inherently relational and situational nature of information,
in general, not only of linguistic meanings, by diverging
from the traditional possible-world theories of semantics with
type-theoretic settings, in particular from Montague’s IL (see
Montague [5]). Detailed discussions and motivations of the
situation-theoretic objects, such as situation types similar to
the ones introduced in this article, are given in Barwise and
Perry [2]. For an informal introduction to Situation Theory
and Situation Semantics for human language, with examples
and intuitions, see Devlin [6]. Note that the typed situation-
theoretic objects that we use in this paper extend the ideas
of situated objects in the early works on Situation Theory,
and in addition, are strictly defined objects of mathematical
structures. Formal introduction, in the lines of our work
here, is given in Loukanova [7]–[10]. These works include
examples from human language, while Loukanova [11], [12]
provides syntax-semantics constructions of human language
expressions, by using phrase-structure syntax, which is the
precursor and theoretic backbone of parsers in currently pre-
vailing computational syntax.

One of the distinguished applications of Situation Theory
has been Situation Semantics for semantic representations
of human language in computational grammars. Head-driven
Phrase Structure Grammar (HPSG) is one of the first practical
grammar frameworks, based on formal syntax of human lan-
guage by using typed, linguistic feature-value structures, see
Pollard and Sag [13], [14], and Sag et al. [15]. Originally,
HPSG was introduced by the ideas of Situation Theory for
distribution of partial information throughout grammatical
representations, via typed feature-value structures. Various,
partly specified feature-structures can be combined according
to grammar principles and constraints, by unification and
expending them with new information. From start, HPSG
came with ambitions to use Situation Semantics for including

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 89–100

DOI: 10.15439/2015F409
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 89



semantic representations in syntactic analyses. Current HPSG
systems have been successfully realizing such semantic rep-
resentations with a specialized language, Minimal Recursion
Semantics (MRS), for handling scope ambiguities, see, e.g.,
Copestake et al. [16]. Loukanova [17] shows that the concept
of minimal recursion in MRS has a functional formalization
by the formal language of acyclic recursion introduced in
Moschovakis [18]. By considering the relational character of
the predicate symbols used in elementary predications in MRS,
we see MRS as an implementation of a special case of a formal
language for Situation Theory, in the lines of Loukanova [10],
while more work on the relationship is necessary. The original
Situation Semantics inspired other work in linguistics. E.g.,
it was used for semantic analysis of questions, see Ginzburg
and Sag [19]. Lambalgen and Hamm [20] used concepts of
Situation Semantics for semantics of tense and aspect, from
cognitive perspective.

Situation Theory is an open area of theoretic development,
with potentials for varieties of applications. While it has
established classic applications to computational semantics, as
briefly summarized above, both Situation Theory and Situation
Semantics are largely open areas, in theory and applications.
Currently, Situation Theory has new significance as a theory
of heterogeneous information, along with the proliferation of
interdisciplinary technologies and applications, especially in
Artificial Intelligence and other areas that involve intelligent
computation.

This paper is on a specific task of using situated information,
with parametric objects, to represent hierarchically linked
classes of parametric concepts. We employ situated types
that support linking parametric objects with restrictions. We
introduce primary restrictions over parametric objects as types
associated with the argument roles of relations and types.
These restrictions are called appropriateness conditions over
argument roles. The argument roles (commonly known as
argument slots) of relations and types can be filled up only by
objects satisfying the respective appropriateness conditions.

The notational symbolism that we use to designate abstract
objects of Situation Theory reminds of expressions of a formal
language, but by these notations, we do not define a formal
language and do not use any such formal language per se.
I.e., Situation Theory is a higher-order, typed, mathematical
structure. In this work, we use Situation Theory as a model
theory of information, by a focus on specific abstract objects,
without formal language. On the other side, a formal language
for Situation Theory can provide many advantages. E.g., it is
important to have a formal language for situation-theoretic
analyses of human and artificial languages, via semantic
representations by formal terms (which are usually called logic
forms). Introducing a formal language for Situation Theory is
the topic of other work, see Loukanova [10], [21], for devel-
opment of formal languages of Situation Theory. In this work,
our focus is on introducing semantic domains of situation-
theoretic objects, i.e., complex types with parameters and
complex, restricted sets of linked parameters. In the second
part of the paper, we use situation-theoretic objects to represent

parametric concepts, i.e., concepts as model-theoretic objects
with rich informative structure, where information can be
parametric.

Note 1: The situation-theoretic objects are often designated
by multi-line expressions, i.e., spread over several lines, for
lack of space in a single line, but also to visualize the structure
of the objects. We have tried to follow traditional indentation
as in programming, wherever possible, but primarily, we try
to follow the convention that the arguments of a given relation
or type are vertically aligned.

II. A BRIEF OVERVIEW OF BASIC SITUATION-THEORETIC
NOTIONS

This section introduces situation-theoretic notions and ob-
jects that are fundamental for representation of information
and essential for the following sections of the paper. Infor-
mally, the informational pieces, called infons, are basic and
complex objects that have structure carrying information about
relations and objects filling the arguments of the relations, at
time-space locations. Recursively, basic and complex infons
are constructed by starting with primitive relations, argument
roles, primitive individuals filling the argument roles of the
relations, basic space-time locations, and positive or negative
polarity. The polarity of an infon carries the information about
whether or not the objects in the infon are in its relation.

A. Primitive Individuals

A collection (typically, a set) AIND is designated as the set
of primitive individuals of Situation Theory:

AIND = {a, b, c, . . .} (1)

The objects in AIND are set-theoretic objects, not necessary
atomic urelements, which are considered as primitives in
Situation Theory. In various versions of Situation Theory,
designated for specific applications, some of the individuals
in AIND may be parts of other individuals in AIND , and as
such, can be in respective part-of relations.

B. Space-time Locations

Situation Theory make a substantial use of a given class
ALOC of space-time points, periods, and regions units. Note
that ALOC can be a proper class, or a set, depending on the
version of Situation Theory that one can select to use in
applications.

ALOC = {l, l0, l1, . . . } (2)

The collection ALOC is endorsed with relations of time prece-
dence ≺, time overlapping ◦t, space overlapping ◦s, space-
time overlapping ◦, and space and time inclusions ⊆t, ⊆s, ⊆.
In some versions of Situation Theory, the space-tile locations
can be given by complex objects, e.g., as pairs of two
components, one for space locations (regions), and one for
time points or periods.
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C. Primitive Relations

Significantly, Situation Theory has a collection (which can
be a set in practical applications, or a proper class) AREL of
abstract, primitive objects that are the primitive, i.e., basic,
relations: AREL = {r0, r1, . . . } The elements of AREL are ab-
stract representatives of real or virtual relations. For example,
some of them can be abstract representatives of real properties
of objects and relations between objects, in reality, or in virtual
models, which humans are attuned to distinguish perceptually
in reality, or cognitively, i.e., conceptually.

In typical set-theoretic practice, relations between set-
theoretic objects are represented as sets of ordered tuples of
the objects being in the relevant relations. On the contrary,
Situation Theory takes the relations in AREL as primitive, first-
class objects. I.e., the objects in AREL , are primitive objects that
are not themselves sets of tuples of individuals being in those
relations. Set-theoretically, the primitive relations in AREL , as
well as the other primitive objects in Situation Theory, such
as individuals, properties, relations, and types, can be taken as
urelements of the meta-theoretic set theory. E.g.,

AREL = {man,woman , dog , run, like, . . . } (3)

By introducing more complex situation-theoretic objects, it is
possible to define the notion of the extension of a given relation
r, in a given situation s as the set of the tuples of objects being
in the relation r in s. For example, the extension of the relation
read in a given, specific situation s and a space-time location
l, is the set of all pairs 〈a, b〉 of objects, such that the primitive
relation of reading holds between a as the reader and b as the
object that is read, at the location l, in the situation s.

D. Primitive Types

Situation Theory has a collection (a relatively small, finite
set) of objects, which are called primitive or basic types, that
represent our intuitions, cognitive concepts of types, and type
classifications of objects in specific areas of applications:

BTYPE = {IND, LOC, REL, TYPE, POL, PAR, (4a)
ARoles, INFON, SIT, PROP, |=} (4b)

where IND is the type of individuals; LOC: of space-time
locations; REL: of relations (primitive and complex); TYPE: of
types (primitive and complex); POL: of two polarity objects
(e.g., represented by the natural numbers 0 and 1); PAR:
of parameters; ARoles: of abstract argument roles (primitive
and complex); INFON: of situation-theoretic objects that are
basic or complex information units; SIT: of situations; PROP:
of abstract objects that are propositions; |= is a type called
“supports”. Some of these types will be explained later.

E. Primitive Parameters — Indeterminates

Situation Theory has a collection (a set) of primitive param-
eters, for each of the basic types, e.g.:

PIND = {ȧ, ḃ, ċ, . . . }, PLOC = {l̇0, l̇1, . . . }, (5a)

PREL = {ṙ0, ṙ1, . . . }, PPOL = {i̇0, i̇1, . . . }, (5b)
PSIT = {ṡ0, ṡ1, . . . }, . . . (5c)

We assume that, for every type θ : TYPE, there is potential
availability of parameters of that type θ, (6a).

Pθ is a class of parameters, for every θ : TYPE (6a)
p ∈ Pθ iff p : θ and p : PAR (6b)

Thus, theoretically, the classes of types and parameters can
be proper classes, which are Aczel non-well founded sets, see
Aczel [3]. Note that in applications, for many types θ : TYPE,
it can be the case that Pθ = ∅. Practically, it would be useful,
to add classes Pθ not in advance, but depending on needs, and
to add fresh, new parameters to them “on-the-go”.

Sometimes, but not always, we use a notation originally
introduced in Situation Theory, to denote parameters with
dotted letters, as in (5a). Marking letters with dots is a visual
distinction of parameters from other individuals and objects.
However, we should stress that this paper is about modeling
domains of Situation Theory, not about a formal language.
Letters, characters, and expressions that we use are notational
means of denoting objects in situational domains.

In this paper, we start with the idea of situation-theoretic
parameters as representing very primitive concepts that are
distinguished only by their types. Thus, PIND is the class
of the primitive concepts of individuals, e.g., ȧ, ḃ, etc., are
concepts of individuals. PLOC is the class of the primitive
concepts of space-time locations, e.g., l̇0, l̇1, etc., are concepts
of space-time locations. PREL is the class of the primitive
concepts of relations, where any element r ∈ PREL is a
concept of a relation. E.e., blue, as a unary relation, i.e., a
property of objects, is the concept of an object being blue in
color, in space-time. give is the concept of a relation between
three objects, one being an individual giving an object to
another individual, which takes place in space-time. Typically,
relations between objects and properties of objects happen in
space-time. The class PSIT consists of primitive parameters
that represent abstract concepts of situations. We consider
that the biological nervous systems, at least those of humans
and other advanced living organisms, are attuned to recognize
both abstract entities and specific instances of abstract entities.
In particular, human brain has inner facilities to form and
comprehend concepts for individuals, relations, space-time
locations, and situations, as well as specific representatives,
i.e., instantiations, of the abstract concepts.

Notation 1: For any given type T (primitive or complex) and
an object Θ, we write (T : Θ) to designate the proposition that
Θ is of type T , and T : Θ iff Θ is of type T . An alternative
notation of can be used, i.e., Θ : T , as in some type systems,
such as the intensional logics of Montague and Gallin. We
allow both notations depending on convenience, i.e., given a
type T (primitive or complex) and an object Θ, we write

(T : Θ) iff (Θ : T )

i.e., the proposition that Θ is of type T
(7a)

T : Θ iff Θ : T iff Θ is of type T (7b)

The alternative notations in (7a)–(7b) can be used depending
on the context, which makes clear the usage. Note that (T : Θ)
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and (Θ : T ) in (7a) both designate the proposition that Θ is
of type T , while the alternatives in (7b) designate the verified
proposition, when factually Θ is of type T .

F. Primitive Argument Roles

We assume a collection (a set) of primitive objects BAARoles

designated as primitive argument roles, which is a sub-
collection of the class of complexargumentroles:

BAARoles = {ρ0, . . . , ρn, . . . } ⊂ AARoles (8)

A set of argument roles is associated with each of the primitive
relations, and each of the primitive types, by a function ARGR,
with domain and range: Dom(ARGR) = AREL ∪ BTYPE , and
Range(ARGR) ⊆ TYPE×AARoles. Thus the argument roles of
each type and each relation X (basic or complex, recursively
for the complex ones) are associated with corresponding types
that restrict what objects can fill up the argument roles. I.e.,
every relation or type X , is associated with argument roles:

ARGR(X) = {T1 : arg1, . . . , Tn : argn}, (9a)
where arg i : ARoles and Ti : TYPE, i = 1, . . . , n,
for some n ≥ 0

(9b)

The types Ti are called appropriateness constraints of the
corresponding argument roles arg i, i = 1, . . . , n, of the
relation (type) X . Complex relations and types are associ-
ated with argument roles and corresponding appropriateness
constraints, according to recursive definitions given in what
follows, supplemented by examples.

In what follows, we assume that if an argument role arg i of
a relation or type X , (9) is restricted by a type Ti : arg i, this
argument role can be filled up by a situation-theoretic object
of type Ti, including by parameters, e.g., by using (6b).

G. Basic Infons

Basic infons can be represented by specialized, marked
tuples

〈infon , γ, θ, τ, i〉 (10)

where γ ∈ RREL is a relation (primitive or complex), LOC : τ ,
POL : i, and θ is a function, called the argument-role filling of
γ, which fills up the argument roles arg1, . . . , argn (n ≥ 0) of
γ with objects ξ1, . . . , ξn of respective types T1, . . . , Tn, i.e.:

θ = {〈T1 : arg1, ξ1〉, . . . , 〈Tn : argn, ξn〉} (11)

for some situation-theoretic objects ξ1, . . . , ξn satisfying the
corresponding appropriateness constraints of the argument
roles of the relation γ.

Notation 2: The basic infons (10), as well as some of the
complex ones are denoted by (12):

≪ γ, θ, τ, i ≫ (12)

Notation 3: When the types of the argument roles are
agreed, i.e., understood by the context, the function filling the
argument roles is denoted by (13).

θ = {〈arg1, ξ1〉, . . . , 〈argn, ξn〉} (13)

H. Complex Infons

Complex infons for representation of conjunctive and dis-
junctive information are formed by the operators conjunction
and disjunction. In some earlier versions of Situation Theory,
the operators conjunction and disjunction in the infon con-
structions were taken to be primitive relations between infons,
for which locations are irrelevant.

Notation 4: For sake of space, by assuming that the order
of the argument roles is agreed to avoid confusion, we shall
adopt the traditional linear notations of the basic infons, with
or without the type constraints over the argument roles, as in
(14a)–(14d).

≪ γ, T1 : arg1 : ξ1, . . . , Tn : argn : ξn, (14a)
LOC : τ ; i ≫

≪ γ, arg1 : ξ1, . . . , argn : ξn, LOC : τ ; i ≫ (14b)
≪ γ, T1 : ξ1, . . . , Tn : ξn, τ ; i ≫ (14c)
≪ γ, ξ1, . . . , ξn, τ ; i ≫ (14d)

We denote the class of all infons, basic or complex, by IINFON .

III. BASIC SEMANTIC CONCEPTS

In this section, we introduce the idea of representing basic
semantic concepts as situation-theoretic objects with paramet-
ric components. We use prototypical examples of semantic
relations and parametric information peaces.

Example 3.1: Assume that read2 ∈ AREL , i.e., read2 is a
primitive situation-theoretic object of type REL, i.e., by (7b),
read2 : REL. Assume also that the relation read2 has two
argument roles as in (15):

ARGR(read2) = {IND : reader , IND : readed}
for reader , readed ∈ AARoles

(15)

Then, we have the following infons in (16a)–(16d).

≪ read2, IND : reader : a,

IND : readed : b, LOC : l; 1 ≫ (16a)

≪ read2, IND : reader : ȧ,

IND : readed : ḃ, LOC : l̇; 1 ≫
(16b)

≪ read2, IND : reader : a,

IND : readed : ḃ, LOC : l̇; 1 ≫
(16c)

≪ read2, a, b, l; ṗ ≫ (16d)

Note that we use the “misspelled” notation readed for the
semantic argument role of the relation read2, which is to be
filled by the object that is being read. I.e., readed ∈ AARoles is
an abstract argument role denoted by this “misspelled” variant
of the past participle of the verb “read”. This notation is
by a trend in the early versions of Situation Semantics, by
which, the argument role for the actor of an activity, usually
denoted by a verb, is represented by using the suffix “er”,
and the argument role for the object acted upon by using
the suffix “ed” or “en”. Thus, some argument roles can have
“misspelled” notations. How the argument roles are denoted is
a matter of agreement settings. We have chosen here that trend,
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to avoid indexing the argument roles with natural numbers, i.e.,
arg1, . . . , argn, which carries connotations that the argument
roles have been linearly ordered, which is not always the case.
We would like to stress that, in general, there is no intrinsic
order over the argument roles of relations and types, except
in specific cases and for notational needs.

In (16a)–(16d), a, b ∈ AIND are individuals, l ∈ ALOC is
a location, while ȧ, ḃ ∈ PIND are parameters for individuals,
l̇ ∈ PLOC is a location parameter, and ṗ ∈ PPOL is a parameter
for either of the two polarities {0, 1}. E.g., the unknown
individual, which fills up the argument role of the material
that is being read, is represented by a semantic parameter ḃ
that is restricted to be of type IND, by the constraint over
the argument role that ḃ fills up, i.e., IND : readed : ḃ.
This constraint allows ḃ to be of both types IND and PAR,
i.e., IND : ḃ and PAR : ḃ, by using (6b). Similarly, for the
constraints over ȧ, l̇, ṗ.

We stress that the parameters are not variables in a for-
mal language. In Situation Theory, parameters are first-class
model-theoretic objects. In this paper, we use the parameters
ȧ, ḃ as representing the abstract concept of individuals that are
‘unknown’, and l̇ represents a concept of a space-time location,
without being any specifically determined location. The two
specific individuals a, b, the location l, and the ‘confirming’
polarity 1, are instantiations of the corresponding concepts
of two individuals, a location, and a polarity represented by
parameters.
Next, we give examples for other parametric infons, by using
a relation of reading, which is an alternative to the relation
read2 in (16a)–(16d), for having an extra argument role
for an intended listener, which could have been denoted by
listener . To avoid the connotation that the object filling up
this argument role listens (which might not be the case), we
denote it by readee .

Example 3.2: Now, we assume that read ∈ AREL , i.e., read
is a primitive situation-theoretic object of type REL, i.e., by
(7b), read : REL. The significant difference is that, unlike in
Examle 3.1, here the relation read has the following three
argument roles.

ARGR(read) = {IND : reader , IND : readed ,

IND : readee}
for reader , readed , readee ∈ AARoles

(17)

Now we consider the infon (18a)–(18e).

≪ read , IND : reader : a, (18a)

IND : readed : ḃ, (18b)
IND : readee : ċ, (18c)

LOC : Loc : l̇; (18d)
POL : Pol : 1 ≫ (18e)

The infon (18a)–(18c) represents the information that an
individual a reads the unknown or undetermined material ḃ
(i.e., ḃ is a semantic parameter) to the unknown or unde-
termined ċ (i.e., ċ s a semantic parameter), at the unknown

or undetermined location l̇ (i.e., l̇ is a location parameter).
The informational piece (18a)–(18e) is about the relation read
between specific objects a, ḃ, ċ, taking place at the specific
location l̇. The difference is that a ∈ AIND is explicitly
given as known, determinedly picked up from the set AIND .
While ḃ ∈ PIND , ċ ∈ PIND , and ˙l ∈ PLOC , are also specific,
but are either unknown or simply left indeterminate, i.e., as
parameters.

Example 3.3:

≪ read , Ta : reader : a, (19a)

Tb : readed : ḃ, (19b)
Tc : readee : ċ, (19c)

LOC : Loc : l̇; (19d)
POL : Pol : ṗ ≫ (19e)

In (19a)–(19e), by Ta, Tb and Tc, we represent sets of types
that constrain the argument roles reader , readed , readee of
the relation read , by undetermined types.

By using a parameter for polarity, the infon (19a)–(19e)
represents the parametric information that the specific object
a either reads or does not read the undetermined ḃ to the
undetermined ċ, at the undetermined location l̇. The unde-
termined polarity is represented by a semantic parameter ṗ
that is restricted to be of type POL, by the constraint over the
argument role that ṗ fills up, i.e., POL : Pol : ṗ. This constraint
allows ṗ to be of both types POL and PAR, i.e., POL : ṗ and
PAR : ṗ, by using (6b). Similarly, for the constraint over l̇.

The importance of using the polarity parameter POL : ṗ, in
this example, is that we do not have an explicit disjunction —
we still have a piece of information by (19a)–(19e) about the
relation of reading concerning a as a possible reader.

The reason for which we have chosen examples with the
relation of reading is not only to demonstrate the definitions,
but also because it is denoted by a verb that syntactically
can have either one, two, or three syntactic arguments. With
the Examples 3.1–3.3, we make a point for a distinction
between syntactic arguments of lexemes, in this case of the
verb “read”, and the corresponding semantic argument roles
of the semantic relations denoted by those lexemes. Typically,
a sentence like (20b) can be rendered into a term having a
component infon similar to one of the infons in (16a)–(16d),
which may be combined with additional infons depending on
the noun phrases A and B. Thus, the verb “read”, co-occurring
with two syntactic arguments, would be treated as denoting a
relation read2 associated with two semantic argument roles
(15). Similarly, the verb “read” in a sentence like (20a) can
be rendered into a relation read1 associated with one semantic
argument role.

A reads. (20a)
A reads B. (20b)
A reads B to C. (20c)

A sentence like (20c) can be rendered into a term with a
component infon similar to the one in (18a)–(18e). In this
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way, when the verb “read” co-occurs with three syntactic
arguments, it is rendered into a relation read , which is different
from read1 and read2, by having three semantic argument
roles (17). As a choice, one may keep up with this line of
introducing different, variant relations, depending on the num-
ber of argument roles. This choice is deficient in representing
that there is a common semantic relation of reading that may
exhibit only some of its semantic argument roles in language
expressions like (20a)–(20c).

Here we point that by using semantic parameters, we
can render the verbal lexeme “read”, occurring in the three
kinds of sentences like (20a)–(20c), into the same relation
read , associated with three semantic argument roles (17). For
sentences like (20a), read would be rendered into the relation
read , by filling up each of the argument roles readed and
readee with undetermined parameters. The role reader can
be filled up by a specific individual a, or by a parameter ȧ
along with additional information depending on the NP A. In
sentences like (20b), read would be rendered into the same
relation read , by filling up the argument role readee with an
undetermined parameter, while the roles reader and readed
can be filled by specific individuals, or by parameters along
with additional information depending on NPs A and B. In
this way, we have the same semantic relation read , which
may exhibits only some of the semantic information associated
with it, explicitly in syntactic expressions like (20a)–(20c).
Information that is not expressed in (20a)–(20c) and is not
available by context, is kept parametric and underspecified.

Thus, by the relation read associated with semantic argu-
ment roles (17), we model a general, semantic concept of
reading. Its argument roles can be filled up by parameters
or specific individuals. Furthermore, the parameters can be
additionally specified as we show in the second part of the
paper. We used read as a prototypical example of a class of
similar basic semantic concepts.

IV. PROPOSITIONS

Definition 1 (Proposition): A proposition is a seman-
tic, situation-theoretic object, represented set-theoretically in
Aczel non-well-founded sets, by the tuple 〈PROP,T, θ〉, where
T ∈ TTYPE is a type that is associated with a set of argument
roles (21)

ARGR(T) = {T1 : arg1, . . . , Tn : argn} (21)

and θ is a function, called the argument-role filling of the type
T, which fills up the argument roles arg1, . . . , argn (n ≥ 0),
of T with objects ξ1, . . . , ξn of respective types T1, . . . , Tn,
i.e.:

θ = {〈T1 : arg1, ξ1〉, . . . , 〈Tn : argn, ξn〉} (22)

for some situation-theoretic objects ξ1, . . . , ξn satisfying the
corresponding appropriateness constraints of the argument
roles of the type T, i.e.:

T1 : ξ1, . . . , Tn : ξn (23)

Notation 5: Typical notations are

〈PROP,T, θ〉 ≡ 〈T, θ〉 (24a)
≡ (T : θ) (24b)
≡ (θ : T) (24c)

The notations (24a) and (24b) resemble the application oper-
ators, where “T applies to the argument(s) θ”. The notational
variants (24b) and (24c) are used alternatively depending on
the context and the specific types T. The notation (24c) follows
the verbal expression “the proposition that the object(s) filling
up the argument role(s) of T are of type T”.

Definition 2 (Situated propositions): Situated proposition,
instantiated in a situation s, is any proposition (25):

〈PROP, |=, SIT : s, INFON : σ〉, (25)

where s is a situation parameter s ∈ PSIT i.e., SIT : s and σ is
a basic or complex infon, i.e., σ ∈ IINFON .

The type |= (pronounced “supports”) has two argument
roles, (26):

ArgR(|=) = {SIT : arg SIT , INFON : arg INFON} (26)

A proposition (25) is pronounced “the proposition that the
situation s supports the infon σ”, or “the proposition that σ
holds in the situation s”.

Notation 6:

〈PROP, |=, SIT : s, INFON : σ〉 ≡ 〈PROP, |=, s, σ〉 (27a)
≡ 〈|=, s, σ〉 (27b)
≡ (s |= σ) (27c)

V. COMPLEX TYPES AND RELATIONS

Situation Theory has an abstraction operator, which resem-
bles the λ-abstraction in functional λ-calculi, but is model-
theoretic, informational abstraction. The informational abstrac-
tion is not a syntactic construction of a λ-expression in a
formal language. It defines abstract complex relations and
complex types, with abstract argument roles. These abstract
situation-theoretic objects can be modeled with set-theoretic
objects, by choosing appropriate set theory, e.g., a classic set-
theory for more restricted applications, while choosing Aczel
non-well-founded set theory, such as in Aczel [3], for more
sophisticated applications.

A. Complex Relations

Definition 3 (Complex relations and argument roles): Let σ
be a given infon, and {ξ1, . . . , ξn} a set of parameters, i.e.,
primitive or complex objects of type PAR, PAR : ξi, for i =
1, . . . , n (n ≥ 0), which may occur in σ (when some ξi does
not occur in σ, the abstraction over ξi is vacuous, but it adds
an additional argument role to the complex relation). Let, for
each i ∈ {1, . . . , n}, Ti be the union of the constraints over
the argument roles filled up by ξi. Then λ{ξ1, . . . , ξn}σ is
a complex relation, with abstract argument roles denoted by
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[ξ1], . . . , [ξn] and having T1, . . . , Tn as appropriateness (type)
constraints, respectively, i.e.:

[
T1 : [ξ1], . . . , Tn : [ξn] | σ

]
∈ TREL , and (28a)

ARGR(
[
T1 : [ξ1], . . . , Tn : [ξn]) | σ

]

= {〈[ξ1], T1〉, . . . , 〈[ξn], Tn〉}
≡ {T1 : [ξ1], . . . , Tn : [ξn]}

(28b)

Instead of (28a), we shall primarily use the notation (29b),
by suppressing the types of the argument roles when they are
understood. The notation (29a) may be useful too.

[
T1 : [ξ1], . . . , Tn : [ξn] | σ

]
(29a)

≡ {λ(ξ1), . . . , λ(ξn)}σ (29b)
≡ λ{ξ1, . . . , ξn} σ (29c)

Upon agreed order, which is a typical practice in mathematics
and in computer science, the argument roles (usually called
argument slots) and/or the types constraints can be skipped,
and only the objects filling up the argument roles (slots) are
listed.

B. Complex Types

In this subsection, we define the abstract objects complex
types. They are significant for what follows in this paper.

Definition 4 (Complex types and argument roles): Assume
that

1) Θ is a given situation-theoretic proposition, and ξ1, . . . ,
ξn are parameters, i.e., PAR : ξi, for i = 1, . . . , n (n ≥
0).

2) For each i ∈ {1, . . . , n}, Ti is the union of all the
appropriateness constraints of all the argument roles of
constituents of Θ that are filled up by ξi.

Note that Θ may have various, components (constituents),
which are either types or relations, with arguments roles that
are filled by ξi. In addition, a single constituent type, or a
constituent relation, may have more than one argument role
filled by ξi.

The result of the abstraction over the parameters ξ1, . . . , ξn
from the proposition Θ is a complex type (30a), with argument
roles [ξi] that are associated with appropriateness (type) con-
straints, respectively, (Ti : [ξi]), for i = 1, . . . , n (n ≥ 0), i.e.,
(30b):

[
T1 : [ξ1], . . . , Tn : [ξn] | Θ

]
∈ TTYPE , and (30a)

ARGR([T1 : [ξ1], . . . , Tn : [ξn] | Θ])

= {〈[ξ1], T1〉, . . . , 〈[ξn], Tn〉}
= {T1 : [ξ1], . . . , Tn : [ξn]}

(30b)

Thus the abstraction over the parameters ξ1, . . . , ξn, from the
proposition Θ, results in complex, abstract argument roles [ξ1],
. . . , [ξn] of the complex type

[
T1 : [ξ1], . . . , Tn : [ξn] | Θ

]
. The

abstraction creates argument roles along with appropriateness
type constraints T1 : [ξ1], . . . , Tn : [ξn].

Note that, as in the complex relations, the parameters ξi,
i = 1, . . . , n, are primitive or complex objects of type PAR,
PAR : ξi, for i = 1, . . . , n (n ≥ 0), which may occur in Θ.

When some ξi does not occur in Θ, the abstraction over Ti : ξi
is vacuous, but it adds an argument role of the complex type
(30a). In the cases when n = 0, the complex type has no
argument roles.

Notation 7: A complex type [T1 : [ξ1], . . . , Tn : [ξn] | Θ]
is alternatively denoted by (31b), when the argument roles
of the result of the abstraction operation are suppressed; and
with (31c) when the corresponding type constraints over the
complex roles are suppressed too.

[T1 : [ξ1], . . . , Tn : [ξn] | Θ] (31a)
≡ [T1 : ξ1, . . . , Tn : ξn | Θ] (31b)
≡ [ξ1, . . . , ξn | Θ] (31c)
≡ λ{ξ1, . . . , ξn}Θ (31d)

Similarly to the complex relations in (29a)–(29c), com-
plex types might sometimes be denoted by the λ-notation
λ{ξ1, . . . , ξn}Θ in (31d). Whether a situation-theoretic object
[T1 : ξ1, . . . , Tn : ξn | ϑ], as an abstraction over the parameters
PAR : ξ1, . . . , PAR : ξn in an object ϑ, is a complex
relation or complex type depends on whether ϑ is an infon
or a proposition, not on what notation we use for it per se.
Nevertheless, we shall primarily use the notations in (29b)–
(29c) for relations, and (31a)–(31c) for types, in order to make
clear distinction between (1) the abstract complex relations,
which are abstractions over parameters from infons; and (2) the
abstract complex types, which are abstractions over parameters
from propositions.

VI. COMPLEX CONCEPTS

In this section, we demonstrate how to use complex para-
metric types to model taxonomic concepts. The concepts can
be at different level of abstraction over various parameters.

A. A Sample Concept

Here we demonstrate the general ideas of concepts in
taxonomic classifications, e.g., the class of odd-toed, ungulate
entities as a subclass of animate entities. Then, we demonstrate
how to instantiate the concept of an odd-toed, ungulate entity
with a specific representative a having a complex property,
e.g., walking in a space-time location and sleeping in another
space-time location.

Tanimate ≡ (32a)
[IND : [x] | (ṡ |=≪ animate,IND : arg : x, (32b)

LOC : l̇; 1 ≫)]

The type Totu defined in (33a)-(33c) is the type of odd-
toed ungulate individuals in some (parametric) situation ṡ and
location l̇:

Totu ≡ [Tanimate : [x] | (ṡ |= (33a)

≪ odd -toed , Tanimate : arg : x, LOC : l̇; 1 ≫ ∧ (33b)

≪ ungulate, Tanimate : arg : x, LOC : l̇; 1 ≫)] (33c)
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B. Instantiation of Concepts

The type (34a) is a two-argument type of a situation and
a location, in which a specific odd-toed ungulate individual
a walks. Note that the type (34a) is defined only in case the
proposition (a : Totu) is true, i.e., a : Totu , which is so in
case a of type Totu .

[SIT : [ṡ0], LOC : [l̇0] | (ṡ0 |= (34a)

≪ walk , Totu : walker : a, LOC : l̇0; 1 ≫)] (34b)

The type (35a)-(35d) is a three-argument type of situations
ṡ0 and locations l̇0, l̇1, such that, in the situation ṡ0, the odd-
toed ungulate individual a walks through the location l̇0, and
sleeps through the location l̇1, and where the locations l̇0 and
l̇1 are not overlapping in time.

[SIT : [ṡ0], LOC : [l̇0], LOC : [l̇1] | (35a)

(ṡ0 |=≪ walk , Totu : walker : a, LOC : l̇0; 1 ≫ ∧ (35b)

≪ sleep, Totu : sleeper : a, LOC : l̇1; 1 ≫)∧ (35c)

(l̇0 6◦t l̇1)] (35d)

The type (36a)-(36d) is a four-argument type of situations
ṡ0, ṡ1 and locations l̇0, l̇1, such that, in the situation ṡ0, the
odd-toed ungulate individual a walks through the location l̇0,
and, in the situation ṡ1, a sleeps through the location l̇1, where
the locations l̇0 and l̇1 are not time overlapping.

[SIT : [ṡ0], LOC : [l̇0], SIT : [ṡ1], LOC : [l̇1] | (36a)

(ṡ0 |=≪ walk , Totu : walker : a, LOC : l̇0; 1 ≫)∧ (36b)

(ṡ1 |=≪ sleep, Totu : sleeper : a, LOC : l̇1; 1 ≫)∧ (36c)

(l̇0 6◦t l̇1)] (36d)

C. Concept Subdivision

A conceptual class can be subdivided into subclasses by
using subtypes. E.g., we demonstrate the technique, by the
type Tnocturnal in (37a) defined as a subtype of the type Totu

defined in (33a)-(33c).

Tnocturnal ≡ [IND : [x] | (37a)

(ṡ |=≪ nocturnal , IND : x, LOC : l̇; 1 ≫)] (37b)

Now, the type Tnocturnal-otu in (38a)-(38f), has a single
argument role [ȧ]:

Tnocturnal-otu = [{Tnocturnal , Totu} : ȧ | (38a)
(ṡ2 |=≪ healthy , Tnocturnal : arg : ȧ, (38b)

LOC : l̇2; 1 ≫)∧ (38c)

(ṡ0 |=≪ walk , Totu : walker : ȧ, LOC : l̇0; 1 ≫)∧ (38d)

(ṡ1 |=≪ sleep, Totu : sleeper : ȧ, LOC : l̇1; 1 ≫)∧ (38e)

(l̇0 6◦t l̇1) ∧ (l̇0 ⊂ l̇2) ∧ (l̇1 ⊂ l̇2)] (38f)

The type Tnocturnal-otu in (38a)-(38f), that has a single argu-
ment role [ȧ] with the argument constraint {Tnocturnal , Totu}
for appropriate filling, i.e.:

ARGR(Tnocturnal-otu) = { {Tnocturnal , Totu} : [ȧ] } (39)

Now, while the types in Examples VI-A-VI-C share the param-
eters for a situation s and a location l , we might consider them
as related by them, as long as these types are used together,
as if in a “package”. In case these types are “separated”, the
parameters s and l can be anchored, i.e., instantiated, with
unrelated objects of the respective types.

D. Instances of Concepts in Conceptual Sub-divisions

Let c1 be a parameter assignment for the type Tnocturnal-otu

in (38a)-(38f), such that:

c1(ṡ0) = s0, c1(l̇0) = l0, (40a)

c1(ṡ1) = s1, c1(l̇1) = l1, (40b)

c1(ṡ2) = s2, c1(l̇2) = l2. (40c)

Then the following propositions have the same truth values:

(c1(Tnocturnal-otu) : a) is true (41a)
⇐⇒

(c1(Tnocturnal ) : a)∧ (41b)
(c1(Totu) : a)∧ (41c)
(s2 |=≪ healthy , Tnocturnal : arg : a, (41d)

LOC : l2; 1 ≫)∧
(s0 |=≪ walk , Totu : walker : a, (41e)

LOC : l0; 1 ≫)∧
(s1 |=≪ sleep, Totu : sleeper : a, (41f)

LOC : l1; 1 ≫)∧
(l0 6◦t l1) ∧ (l0 ⊂ l2) ∧ (l1 ⊂ l2) (41g)

In general, in order to model parametric assignments and cog-
nitive concepts, including for semantics of natural language,
and in systems of taxonomic information, we allow the sub-
propositions (c1(Tnocturnal) : a) and (c1(Totu) : a) may be
true by “preserving” parametric information via assignment
c1(ṡ) = ṡ and c1(l̇) = l̇. Then, the following propositions are
truth equivalent:

(c1(Tnocturnal) : a) ⇐⇒ (Tnocturnal : a) (42a)
⇐⇒ (c2(Tnocturnal) : a) (42b)

In the above types, there is not explicit requirement that further
update of information, by a new parameter assignment c2, have
to agree on the parameters ṡ and l̇ (which in certain cases may
be desirable). Let c2 be a parameter assignment for the type
Tnocturnal in (37a), such that:

c2(ṡ) = s′, c2(l̇) = l′. (43)

Then:

(c2(Tnocturnal ) : a) is true (44a)
⇐⇒ (s′ |=≪ nocturnal , IND : arg : a,

LOC : l′; 1 ≫) is true
(44b)

⇐⇒ s′ |=≪ nocturnal , IND : arg : a,

LOC : l′; 1 ≫ (44c)
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The parameter assignment c1 may not agree with c2, for
example, in case s 6= s′ and s 6= s′. There is a need for
explicitly expressing that c1 should be a parameter assignment
for the types Tnocturnal in (37a), Totu in (33a)-(33c), and
Tanimate in (32b), so that they agree on ṡ and l̇, as in (45):

c1(ṡ) = s, c1(l̇) = l, (45)

The effect of (41a) is represented in (46a)–(46h):

(c1(Tnocturnal-otu) : a) is true (46a)
⇐⇒

(s |=≪ nocturnal , IND : arg : a, LOC : l; 1 ≫) ∧ (46b)
(s |=≪ odd -toed , Tanimate : arg : a, LOC : l; 1 ≫ ∧

≪ ungulate, Tanimate : arg : a, LOC : l; 1 ≫) ∧ (46c)

(s |=≪ animate, IND : arg : a, LOC : l; 1 ≫) ∧ (46d)
(s2 |=≪ healthy , Tnocturnal : arg : a, LOC : l2; 1 ≫)∧ (46e)
(s0 |=≪ walk , Totu : walker : a, LOC : l0; 1 ≫) ∧ (46f)
(s1 |=≪ sleep, Totu : sleeper : a, LOC : l1; 1 ≫) ∧ (46g)
(l0 6◦t l1) ∧ (l0 ⊂ l2) ∧ (l1 ⊂ l2) (46h)

VII. LINKING PARAMETERS IN INFORMATIONAL
STRUCTURES

The following examples are patterns of how to achieve ef-
fects of linking argument roles of relations and types and their
filling. The results are complex informational structures, as in
(41a)–(46h), that represent general, informational patterns.

A. Complex, Interrelated Types

The type Tsitan in (47a)-(47b) is a three-argument type,
with argument roles for an individual, IND : [ξ], a situation,
SIT : [ṡ′], and a location, LOC : [l̇′].

Tsitan = [IND : [ξ], SIT : [ṡ′], LOC : [l̇′] | (47a)
(ṡ′ |=≪ animate, IND : arg : ξ,

LOC : l̇′; 1 ≫)]
(47b)

Thus, the type Tsitan is a type having three argument roles:
the argument [ξ] that can be filled up by an animate individual;
the argument [ṡ′] can be filled up only by a situation where
the individual filling up the role [ξ] is animate; and [l̇′] can be
filled up only by the corresponding location in that situation.
E.g., as in the proposition (48b) that is constituent of the type
Tsitotu in (48a)-(48c).

The type Tsitotu in (48a)-(48c) is a three-argument type,
with argument roles for an individual, IND : [x], a situation,
SIT : [ṡ], and a location, LOC : [l̇], and is a type of odd-toed
ungulate individuals x in a situation ṡ and a location l̇:

Tsitotu = [IND : [x], SIT : [ṡ], LOC : [l̇] | (48a)

(Tsitan , IND : [ξ] : x, SIT : [ṡ′] : ṡ, LOC : [l̇′] : l̇)∧ (48b)

(ṡ |=≪ odd -toed , IND : arg : x, LOC : l̇; 1 ≫ ∧
≪ ungulate, Tsitan : arg : x, LOC : l̇; 1 ≫)]

(48c)

The constituent proposition (Tsitan , IND : [ξ] : x, SIT : [ṡ′] :
ṡ, LOC : [l̇′] : l̇) in (48b) states that the objects x, ṡ, and l̇

(filling correspondingly the argument-roles [ξ], [ṡ′], and [l̇′] of
the type Tsitan ) have to be of type Tsitan .

B. Interrelated Generalizations

Now, we demonstrate the generalization of the type
Tnocturnal in (37a) to a situated type that has three arguments:

Tsitnoct = [IND : [ζ], SIT : [ṡ′′], LOC : [l̇′′] | (49a)

(ṡ′′ |=≪ nocturnal , IND : ζ, LOC : l̇′′; 1 ≫)] (49b)

The type Tsitnoctotu in (50a)-(50e) is a three-argument type,
with argument roles for an individual, IND : [x], a situation,
SIT : [ṡ], and a location, LOC : [l̇], and is a type of odd-toed
ungulate individuals x, that are nocturnal, in a situation ṡ and
a location l̇.

As in (48a)-(48c), the constituent proposition (Tsitan , IND :
[ξ] : x, SIT : [ṡ′] : ṡ, LOC : [l̇′] : l̇) in (50b) states that
the object parameters x, ṡ, and l̇ (filling correspondingly the
argument-roles [ξ], [ṡ′], and [l̇′] of the type Tsitnoct ) have
to be of type Tsitnoct . Any objects respectively instantiating
these parameters have to be of these types too. The constituent
(Tsitnoct , IND : [ζ] : x, SIT : [ṡ′′] : ṡ, LOC : [l̇′′] : l̇) in (50c) is
a proposition, which stating that the same object parameters x,
ṡ, and l̇ (filling correspondingly the argument-roles [ζ], [ṡ′′],
and [l̇′′]) have to be of type Tsitnoct , also.

Tsitnoctotu = [IND : [x], SIT : [ṡ], LOC : [l̇] | (50a)

(Tsitan , IND : [ξ] : x, SIT : [ṡ′] : ṡ, LOC : [l̇′] : l̇) ∧ (50b)
(Tsitnoct , IND : [ζ] : x, SIT : [ṡ′′] : ṡ,

LOC : [l̇′′] : l̇) ∧
(50c)

(ṡ |=≪ odd -toed , IND : arg : x, LOC : l̇; 1 ≫ ∧ (50d)

≪ ungulate, Tsitan : arg : x, LOC : l̇; 1 ≫)] (50e)

Therefore, the truth conditions for the proposition (51a) are
equivalent to those for the conjunction (51b)–(51d), where a,
s, and l, are either specific objects or parameters, respectively
for an individual, situation, and space-time location. I.e.,
the proposition (51a) stating that a, s, l are of the type
Tsitnoctotu is true iff the conjunctive proposition (51b)–(51d)
is true by instantiating the parameters x, ṡ, l̇ with a, s, l,
correspondingly:

(Tsitnoctotu , IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l) (51a)
⇐⇒

(Tsitan , IND : [ξ] : x, SIT : [ṡ′] : ṡ, LOC : [l̇′] : l̇) ∧ (51b)
(Tsit-nocturnal , IND : [ζ] : x, SIT : [ṡ′′] : ṡ,

LOC : [l̇′′] : l̇) ∧
(51c)

(ṡ |=≪ odd -toed , IND : arg : x, LOC : l̇; 1 ≫ ∧
≪ ungulate, Tsitan : arg : x, LOC : l̇; 1 ≫)

(51d)

is true for c(x) = a, c(ṡ) = s, c(l̇) = l, (51e)

where c is a function for parameter assignment, i.e., instanti-
ating, the parameters x, ṡ, l̇ with a, s, l, correspondingly. In
what follows, we shall use simply the equality sign for direct
parameter assignment, without using the assignment function
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c. The above information can be expressed all together in the
following way:

(Tsitnoctotu , IND : [x] : a, SIT : [ṡ] : s,

LOC : [l̇] : l )
(52a)

⇐⇒ (p1 ∧ p2 ∧ p3) is true (52b)

where
p1 =

([
[x], [ṡ], [l̇] |

(
Tsitan , IND : [ξ] : x,

SIT : [ṡ′] : ṡ,

LOC : [l̇′] : l̇
)]
,

(53a)

IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l
)
, (53b)

p2 =
([
[x], [ṡ], [l̇] |

(
Tsitnoct , IND : [ζ] : x,

SIT : [ṡ′′] : ṡ,

LOC : [l̇′′] : l̇
)]
,

(53c)

IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l
)
, (53d)

p3 =
([
[x], [ṡ], [l̇] |(
ṡ |=≪ odd -toed , IND : arg : x,

LOC : l̇; 1 ≫ ∧
≪ ungulate, Tsitan : arg : x,

LOC : l̇; 1 ≫
)]
,

(53e)

IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l
)

(53f)

Now, instead of repeating the informational patterns in
(52b)-(53f), for various specific types and properties, we can
use sub-typing, by type and relation parameters, which can be
instantiated as necessary.

(Tsitnoctotu , IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l ) (54a)
⇐⇒ (p1 ∧ p2 ∧ p3) (54b)

where
p1 =

([
[x], [ṡ], [l̇] |(
T1, IND : [ξ] : x, SIT : [ṡ′] : ṡ,

LOC : [l̇′] : l̇
)]
,

IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l
)
,

(55a)

p2 =
([
[x], [ṡ], [l̇] |(
T2, IND : [ζ] : x, SIT : [ṡ′′] : ṡ,

LOC : [l̇′′] : l̇
)]
,

IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l
)
,

(55b)

p3 =
([
[x], [ṡ], [l̇] |(
ṡ |=≪ r, IND : [x] : x,

LOC : [l] : l; 1 ≫
)]
,

IND : [x] : a, SIT : [ṡ] : s, LOC : [l̇] : l
)
,

(55c)

r =
[
[x], [l̇] | ≪ ru, IND : [x] : x,

LOC : [l] : l; 1 ≫ ∧
≪ rt, IND : [x] : x, LOC : [l] : l; 1 ≫

]
,

(55d)

ru =
[

IND : [x], LOC : [l̇] : l̇ |
≪ u, T1 : arg : x, LOC : l̇; 1 ≫

]
,

(55e)

rt =
[

IND : [x], LOC : [l̇] : l̇ |
≪ t, IND : arg : x, LOC : l̇; 1 ≫

]
,

(55f)

T1 = Tsitan , T2 = Tsitnoct , u = ungulate, (55g)
t = odd -toed , (55h)
a = a0, s = s0, l = l0 (55i)

Now, the parameter t in (54b)–(55i) can be left under-
specified, by dropping out the instantiation t = odd -toed in
(55h). However, one may still need to restrict the possible
instantiations of t. E.g., that can be done by replacing (55f)
and (55h) with (56a)–(56b).

rt =
[

IND : [x], LOC : [l̇] : l̇ |
≪ to, IND : arg : x, LOC : l̇; 1 ≫ ∨
≪ te, IND : arg : x, LOC : l̇; 1 ≫

]
,

(56a)

to = odd -toed , te = even-toed (56b)

Another possibility to introduce alternative instantiations,
i.e., alternative parameter assignments, is by using sets and
membership instantiations:

p ∈ M, for given T : TYPE, p ∈ PAR, p : T,

and a set M of objects of type T
(57)

I.e., in (54b)–(55i), we can replace the assignment t =
odd -toed in (55h) with (58).

t ∈ { odd -toed , t = even-toed } (58)

The truth values of the proposition in (51a), i.e., in (52a)
and (54a), can be determined, i.e. calculated, from (51b)–
(51e), alternatively from (52b)–(53f), or (54b)–(55h). The
informational structures in (52b)–(53f) and in (54b) reveal de-
tailed informational compounds and how they are “linked” in
general informational patterns. In particular, the informational
structure of (54b) reveals:

1) The informational structures of the propositions p1 and
p2 have the same pattern given in (59):

(
T, IND : [ξ] : x, SIT : [ṡ′] : ṡ, LOC : [l̇′] : l̇

)
(59)

Note that the distinctions between ṡ′ and ṡ′′, and respec-
tively, between l̇′ and l̇′′, are inessential. The proposi-
tions p1 and p2 differ in the specific instantiation of the
type parameter T with Tsitan and Tsitnoct , respectively.

2) p3 is the general information pattern for a situated,
propositional content, where r is a relation parameter,
which can be instantiated, i.e., anchored to by a pa-
rameter assignment, or equality like (55d), to any unary
relation (without counting the location argument, which
is specially designated). In this case it is instantiated by
a complex conjunction infon. The parameter r can be
considered as a relation parameter r with any number
of arguments, n ≥ 0:

(
ṡ |=≪ r, T1 : arg1 : x1, . . . , T1 : argn : xn,

LOC : [l] : l; 1 ≫
) (60)
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VIII. GENERAL ARGUMENT STRUCTURE IN COMPLEX
RELATIONS

The relation parameters rt and ru are instantiated to com-
plex relations by (55f) and (55e) respectively, both of which
have the same informational structure as r2,R2 in (61):

r2,R2 = [IND : [x], LOC : [l̇] : l̇ |
≪ R2, IND : arg : x, LOC : l̇; 1 ≫]

(61)

The relation rm,Rn , in (62), is the generalization of the two-
argument, parametric relation r2,R2 in (61) to a parametric
relation rm,Rn of several complex argument roles [xj1 ], . . . ,
[xjm ], [l̇], by abstraction over the location parameter l̇, and a
set of parameters, Tj1 : xj1 , . . . , Tjm : xjm , filling some of
the argument roles of an n-argument relation parameter Rn:

rm,Rn =
[
Tj1 : [xj1 ], . . . , Tjm : [xjm ], LOC : [l̇] : l̇ |

≪ Rn, T1 : arg1 : x1, . . . , Tn : argn : xn,

LOC : l̇; 1 ≫
] (62)

IX. CONCLUSIONS AND FUTURE WORK

A. Conclusions

The paper covers the topic of linking parametric information
in taxonomic concepts that are constructed by using relations
and types having complex argument roles. In general, the argu-
ment roles of complex relations and types are constrained by
situational types. The argument roles can only be saturated by
appropriate situational objects of the corresponding types. The
objects that fill-up the complex argument roles in parametric
objects can be parametric too. Constituents of information can
be linked via recursively constructed, parametric components
and instantiations.

We have shown how informational patterns can be produc-
tively re-used by different instantiations, with updated situa-
tional constituents, which can be specific or again parametric.
The constraints over abstract argument roles are expressed
recursively with complex types, via abstraction operator.

The presented situation-theoretic approach is primarily in-
tended for modeling information that is typically partial, para-
metric, and depends on context and situations, as in concepts.
In addition, in the contemporary explosion of technologies
for large databases of uncertain information, we find that
Situation Theory can be used for efficient representation of
large collections of data and information streams. Information
can be hierarchically organized according to informational
types in classes and subclasses. Instead of repeating larger
or smaller amounts of details, concepts represent parametric
generalizations, which can be instantiated depending on needs
and specific situations. Typically, parametric instantiations are
dependent on situations. Situation-theoretic types, which are
used in concepts with components that are parameters for
situations, carry informational content that is “placed” in
abstract, “unknown” situations.

B. Future Developments

Future work, which is related to the topic of this paper, is
linking parametric objects via complex restricted parameters,
for representing underspecified cognitive concepts. Situation
Theory with similar parametric objects has been used for
semantics of attitude expressions and quantifier ambiguities
(e.g., see Loukanova [11], [12], [22]).

A related topic, on which we work concurrently, is de-
velopment of formal languages for Situation Theory, see
Loukanova [10], [21]. Forthcoming work is on association of
such formal languages with denotational and algorithmic se-
mantics. The denotational structures of such formal languages
are situation-theoretic domains, as in Loukanova [7]–[9], and
in this paper. The varieties of formal languages depend on the
areas of application, coverage of semantic concepts, and the
situation-theoretic domains of objects. A formal language of
Situation Theory can be useful for expressing general semantic
concepts such as the ones introduced in this paper.

As we explained in Section I, Aczel non-well-founded set
theory provides a theoretic limitation of the situation-theoretic
objects, including situations, to objects that conform to Aczel
Anti-Foundation Axiom (AFA). These objects can be large
as non-well-founded sets, and can be circular, but they have
finite representations, e.g., by finite graphs, which, in case of
circular information, are circular graphs. Specific applications
can have additional restrictions on the objects in their domain
and still allow circular information, if needed. In typical
applications, circularity is undesirable by leading to circular
algorithms, which may not end. Excluding circular situation-
theoretic objects from the domains is complicated at model-
theoretic level. Using a formal language of Situation Theory,
as in Loukanova [10], provides a useful tool by formulation
of acyclicity constraints over formal terms denoting situation-
theoretic objects.

A primary area of applications of Situation Theory is to
computational semantics of languages. Typical approaches
to computational semantics encounter problems due to pro-
gressive expansion of ambiguities, and multiple, unknown,
or undetermined interpretations, which actually depend on
partial, and underspecified semantic information. Situation-
theoretic objects, as introduced in this paper, model infor-
mational content of concepts by using semantic parameters.
which can be instantiated depending on context, situations,
events, and other resources.

Among the target areas of applications of the presented
approach are neuroscience of language and cognitive science,
where cognitive concepts are essential. Of particular interests
are situation-theoretic models of forming, developing, produc-
tivity, and efficiency of language and cognitive concepts and
universals.

An open area of work is on formal languages of Situation
Theory, e.g., as in Loukanova [10], [21], expanding them
with syntax-semantics inferences, checks for consistency, and
in addition, implementing them as computerized systems.
Such practical implementations require work on developments
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of specialized algorithms, their classification with respect to
complexity, developments of databases, and techniques for
evaluations.

C. Comparative Studies
Detailed comparative study of the technique introduced in

this paper with other techniques for representation of concepts
is an unexplored area. The technique introduced here shares
ideas with work from fuzzy networks, see Yager [23]. Another
direction of comparative study, by considering prospects for
new developments, is with the approach of Rough Neural
Computing (RNC), see Pal et al. [24]. Comparison with RNC
would be of especial interest because RNC is a develop-
ment of modeling neural networks for computations by using
lexemes from human language. Similarly, situation-theoretic
representations of concepts, as introduced here, have essential
components consisting of semantic representations of lexical
items and phrases from human language. Comparative studies
may open possibilities for enhanced integration of approaches.
We have a preliminary view that approaches that use fuzzy
logic and fuzzy sets can benefit by further developments
integrating Situation Theory and formal languages for it. This
will enhance representation of fuzzy informational concepts
and other informational units, by enriching them with content
that is structured information, even if partly known and other-
wise underspecified. On the other hand, Situation Theory and
formal languages for it, may benefit by incorporation of fuzzy
set theory and weighted parametric information, for practical
applications.

A promising direction of developments is for relational
databases with Situation Theory and semantic representations,
by using formal languages of it. This is essential for domains
such as health and medical sciences, where semantic infor-
mation is typically partial, underspecified, and dependent on
situations. E.g., situation-theoretic approach introduced here
can contribute to enhanced databases systems introduced in
Ślęzak et al. [25], and Sosnowski and Ślęzak [26].
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Abstract—This paper summarizes our approach and exper-
imental evaluation of infrastructure-based Indoor Positioning
System (IPS) designed to be used by First Responders. We
are using 868 MHz single channel, power-efficient radio markers
and RSSI (Receiver Signal Strength Indicator) fingerprinting.
Artificial Neural Network translates vectors of RSSI constructed
using mobile units into position. Special preprocessing needs to
be applied to on-line signal to construct a vector for classification.

I. INTRODUCTION

Positioning system in GPS-denied environments (such as
large buildings, tunnels etc.) can play crucial role in the
Search and Rescue operations. Indoor Positioning Systems
(IPSs) can improve not only safety of First Responders, e.g.
Smoke Divers who have to search the building and safely
withdraw having very limited oxygen supply, but also system
like that could assist in decision making and risk manage-
ment at rescue scene [1] by enhancing situation awareness
of the Incident Commander. Yet, reliable information about
deployment of resources (both humans and equipment) in
the dynamical changing, decision-demanding environment is
very challenging. This paper summarizes our approach for
infrastructure-based indoor localization designed to be a part
of risk management system for Incidents Commanders.

IPS can significantly optimize performance of fire brigade at
incident scene in various aspects. Firstly, communication can
be significantly enhanced as it was discussed in [4]—basing
on interviews with experts and some on-field experiments
the number of voice communication could be significantly
reduced. Secondly, one of the most significant factor that is
known to be source of accident (or near-miss incidents) at a
fire scene is the lack of situational awareness1. Information
about deployment of personnel is a key-factor at incident

The research was supported by the Polish National Centre for Research
and Development (NCBiR)—Grant No. O ROB/0010/03/001 in the frame of
Defence and Security Programmes and Projects: “Modern engineering tools
for decision support for commanders of the State Fire Service of Poland during
Fire&Rescue operations in the buildings”.

1The National Fire Fighter Near Miss Reporting. Annual Report 2008.

place. At the same time, it should be advised how to present
the information. Amount of information generated at the scene
can easily overwhelm [1] the Incident Commander.

Most reliable IPSs involve usage of infrastructure-based
techniques, in which various transmitters (or beacons) are
deployed in buildings beforehand. That enables us to position
the receiver node carried by the subject. Different techniques
can be used for such setup (see survey [2] for extensive
summary). Following this survey, we have chosen to exploit
radio Received Signal Strength Indicator (RSSI) fingerprinting,
because of two main reasons: (1) relatively cheap and easy
to deploy, and (2) accuracy can be easily tuned by adjusting
number of anchor nodes.

(a) Anchor node (b) Receiver node

Fig. 1: Radio Nodes: anchor nodes are deployed at known locations around
the building while Receiver node is carried by the First Responder.

RSSI fingerprinting is an empirical technique based on
measuring the intensity (strength) of received signal at known
positions. Those measurements form features (fingerprints) of
signal attenuation of different radios influenced mostly by
walls and steel constructions of the building. Positioning can
be seen as a problem of classification of incoming signal in
order to find “best-match” from known database.

In our setup we also have taken into consideration issues
that are specific for search and rescue operation. Firstly,
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the algorithm needs to be fault-tolerant: damage of a single
radio should not increase significantly the positioning error.
Secondly, it is known that fire environment could alter signal
propagation significantly [3].

The contributions of this paper are as follows:
• experimental evaluation of IPS based on RSSI fingerprint-

ing and Artificial Neural Networks,
• discussion on hardware design of radio markers (anchor

nodes).

II. RELATED WORK

Due to the growing demand for indoor positioning systems,
wireless location is an important area of research in recent
years. Many studies have been published concerning different
types of localization techniques.

Both Personal Dead Reckoning (PDR) and Foot-mounted
Pedestrian Navigation System use Inertial Measurement Units
(IMUs) for path estimation. However, since the IMU position
error accumulate during the procedure of walking, a lot of
attention is paid to systems based on a pre-installed infrastruc-
ture. Nowadays, the most frequently used technology is based
on radios, e.g.: pseudo-satellite transmitters, Radio Frequency
Identification (RFID) markers and Ultra-Wideband (UWB)
radars. This has many advantages, radio is not limited by the
line-of-sight condition as radio signals can penetrate walls and
diffract around objects [5].

Several methods have been proposed to estimate the location
using sensor networks. Usually, the approach is based on
reference nodes (beacons, anchor nodes), which positions are
known. The position of the receiver is calculated from the
information it receives from the beacons.

The position can be derived from distance estimates between
the beacons and receiver node. Most radio receivers in a
wireless system have the ability to measure the Radio Signal
Strength Indicator (RSSI). This can be later translated to a
distance by using a path loss model. Generally, the relation
between RSSI and distance is determined by the following
formula

RSSI(d) = P −R− 10α log10 d, (1)

where P is the transmitted power, α is the path loss exponent
which falls linearly and R is a constant that depends on
the conditions of the environment, d is the distance from
transmitting end [6].

Generally, three main methods are used for the problem
of localization: trilateration, multilateration and fingerprinting.
Trilateration and multilateration are based on the propagation
model, conceptually simpler, but difficult to calculate in a com-
plex environment—firstly distance needs to be estimated ac-
curately, which involves usage of more expensive transceivers
(e.g. UWB radio that uses ToF model2) and, secondly, environ-
ment (and its changes over time) modelling can be challenging.
In contrast, fingerprinting is empirical method in which signal
attenuation in the building are measured and, therefore neither

2http://www.decawave.com/

the signal propagation model is not used nor the building plan
does not to be known.

Trilateration technique uses properties of triangles to deter-
mine the location, therefore it usually requires at least three
access points on the surface. While using this technique precise
distance needs to be measured (which usually is not achievable
using RSSI). Precise distance is measured using different
physical techniques: Angle of Arrival (AoA) is a method that
locates the user by measuring the angle of incoming signal,
Time of Arrival (ToA) is a technique based on the Time
of Flight (ToF). While using this method the clocks of all
physical units must be precisely synchronized and clock drift
compensated. All this makes the final system more complex.

Multilateration is a navigation technique based on measure-
ment of the difference between the distances to two or more
stations located at known locations that transmit a signal in
the indicated times [7]. It differs from trilateration in that it
does not use absolute measurement of Time of Flight, but its
differences (TDoA, Time Difference of Arrival). Position is
then estimated by the intersection of hyperboloids which are
places consisting of points having equal TDoAs. In this case,
the problem can be represented as an optimization problem and
solved using, for example, the method of the least squares or
gradient descent method.

Due to the fact that certain signals can be disturbed by
presence of obstacles, some extensions (like, e.g., multiwalls
model) to above-mentioned methods were introduced.

Fingerprinting is another method frequently used in indoor
positioning. In this technique radio signal strength is measured
at different locations beforehand. During the first (training or
off-line) stage signal strength data is collected is the physical
location (usually up to 50 × 50m2) to the training/labelling
database, or to a non-linear mapping. In the second (on-line)
stage of the mobile unit measures RSSI and compares its
value to values held in the database. In result location with
similar matching is returned. The location of the fingerprint
technique requires an adequate number of reference devices
and stable environment before calibration, because the result
is sensitive to environmental changes, such as moving objects
in a building that may have an impact on the properties of the
signal. Fingerprinting can obtain good performance, since the
noise arising from all obstacles is already included in the map.
Therefore, we do not have to add to it any additional model.

The widely used basic matching algorithm used in finger-
printing is the k-Nearest Neighbour (k-NN) [8]. In the on-
line positioning step the k-NN algorithm is searching for k
neighbour closest (in the sense of the Euclidean distance)
between classes of fingerprint database and the real-time
RSSI values to determine the location. The Support Vector
Regression (SVR) [9] as well as, Artificial Neural Network
(ANN) are in widespread use as well [10], [11], [12], [13].
Comparison of different architectures of neural networks can
be found in [12].

Moreover, there are attempts to combine such estimation
with dead-reckoning navigation using foot-strapped inertial
measurement units [14].
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Fig. 2: Simulation of radio sampling vs density of radio displacement. On the
right results for empirical data (for twmin = 300ms and twmax = 1200ms)
is enclosed.

III. HARDWARE SETUP

We use transceivers based on RFM22 Hope Microelectron-
ics co. silicon with 17 cm coper wire antenna (half-wave long).
RFM22 have ability to work in very different modes (mod-
ulation, frequency, transmit power). Additionally, our setup
involves computations of neural network on mobile device
(Odroid-U3), sending it via ZigBee 867 Mbps (2.4 GHz) and
displaying actual positioning using Recon Jet head-mounted
display3.

The relatively low frequency (868 MHz) was chosen be-
cause of the high penetration ability of signal comparing to
power consumption. Also, the noise from different devices
operating in this particular frequency band is expected to
be smaller (comparing to e.g. 2.4 Ghz). It is worth to note
that higher penetration gives us possibility to build sparse
node networks, which drastically lowers the cost of overall
system. Another issue is signal attenuation in smoke and fire
environment which is known issue (see [3]) but there is not
enough comparable results to choose the best operating band
for this purpose.

Two type of radio nodes was constructed: anchor node
(see Fig. 1a) and receiver node (Fig. 1b). Anchors send
periodically small portions of data including identifier and
message number. Receiver Node is gathering those packages
while establishing RSSI and reports it to processing unit.

Configuration of RFM22 was as follows: 868 MHz fre-
quency transmission band, FSK modulation without Manch-
ester encoding (error detection technique—disabled for shorter
time of transmission) and +17 dBm mode (transmit power).
During initial test we confirmed sufficient wall penetration and
expected RSS loss.

Every anchor node operates on exactly the same frequency
and, because of that, two radios which transmit their signal
can drown each other. Two or more radios that are in mutual
coverage area cannot transmit their data in the same time.
Therefore, transmission synchronization needs to be performed

3http://www.reconinstruments.com/products/jet/

to overcome problem of mutual jamming. Nevertheless, direct
clock synchronization is very complicated in Wireless Sensor
Networks (see [15] for overview of the problem), especially
in indoor environment (where GPS-based synchronization is
unavailable).

Straightforward, node-independent mutual jamming preven-
tion technique based on randomized transmission was imple-
mented. Node number i transmits its mark which usually lasts
for about 15 ms, and then radio goes into sleep mode for Ti ms.
Idle time is picked randomly after each transmission from the
interval

twmin < Ti < twmax. (2)

This way, idle time is long enough to allow other radios
to transmit their data and short enough to retransmit packet,
if it was dropped while mobile is not moved far. Due to
the high noise in RSSI estimation it is important to get as
many readings as possible. The data is later preprocessed using
moving window technique (see Section V-A).

Figure 2 shows simulation result for selected values of
twmin and twmax with regard of the number of anchor nodes.
Increased number of anchor nodes obviously lead to increased
sampling rate at Receiver Node. This, however, can be done
only to some extent, after which sampling rate is degrading
(because of the collisions in transmission). Peeks at Fig. 2 in-
dicates more or less “optimal setup”. Having estimated number
of nodes that can jam each other on deployed building interval
of sleeping time should be adjusted using this simulation.

Sampling rate estimated from empirical data (which was
16.3 ± 2.5 rps) in our experiment is higher than expected
(depicted by the box plot on the right-hand side of Fig. 2).
In our experimental deployment (see Fig. 6) distant nodes are
on the edge communication reach and, therefore, they have
limited possibility to drown each other.

IV. SYSTEM DESCRIPTION

Overall system processing schema is illustrated in Fig. 3.
Operation of IPS that is based on fingerprinting is divided
into two phases: off-line and on-line. In the first fingerprints
are collected and learning procedure is performed. In on-line
phase, on the other hand, incoming signal is processed “on-
the-fly” and algorithm outputs position.

Anchor Node

Anchor Node

Mobile Node

1

3

2

4

5

6

Fingerprinting Neural Network training

Classification

Signal preprocessing using
moving window

path-level
postprocessing

Indoor/outdoor
classification

Position

Offline

Online

parameter tunning

indoor

outdoor

Fig. 3: Processing steps of the Localization Algorithm

At step ➀ fingerprints are collected (numbers in circles
refers to Figure 3). Radio signal strength is recorded using
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mobile device at predefined places (with known GPS posi-
tion) and used to construct a feature vector (fingerprint) for
particular point.

In the on-line situation at the beginning (➂) RSSI signal
needs to be preprocessed to create a test vector for ANN. Due
to the fact that RSSI values from different radios did not arrive
at the same time, sliding window technique is exploited—
due to the small sampling rate fast movements of mobile unit
can degrade precision of test vector formulation (windowing
technique introduces lags). Later we remap entries of this
vector to the interval [0, 1] in order to use the neural network
at step ➁.

Node ➃ is used to resolve the method that will be used
for positioning. It turns out that the simple thresholding of
signals is inadequate, because some radios can be transmit
with lower RSSI value outside than inside. However, it is true
that the signal strength with decrease with the distance from
the building. Indoor/outdoor detection is beyond the scope of
this paper.

Classification (mapping RSSI to position) is performed at
step ➄. Just after it simple mapping to GPS coordinates is
performed.

At the end ➅ path needs to be post-processed (expected high
RSSI noise introduces a lot of distortions on path). Kalman
Filter is a good candidate for solving this problem, because of
the motion model that can be expressed by it.

V. NEURAL NETWORK-BASED FINGERPRINTING

This section describes our framework for IPS based on
Artificial Neural Network.

Most commonly used type of Artificial Neural Network
(ANN) consists of several layers: the input layer is connected
to layers of hidden units, which provide information to the
output layer. For learning ANN the most commonly used
method is the backpropagation algorithm. It tries to adjust
weights of each neuron in order to reduce the error between the
desired and calculated output. In this way, the neural network
learns how to map input to output. The aim of the network is
not only to restore the training input data but also to generalize
the data to new situations (by interpolating capabilities). The
number of input nodes and hidden layers depends on the
design issue and depends on the number of base stations
deployed in the environment.

A. Input data preparation and training set construction

The data collection process involves marking of the refer-
ence points on the floor and making measurements for a 30–
60 s. All points laid on the same plane. In this way at every
point we received a number of recordings consisting of RSSI
which comes from different radios. Therefore, we obtained a
RSSI fingerprint log consisted of triplets

(i, ρj,ki , Pj), (3)

where i = 1, . . . , N , denotes radio number, Pj =
(latitude, longitude, elevation) is a position of jth fingerprint
and ρj,ki is a kth RSSI value recorded at point Pj .

Since all radios may not be visible at once (due to interfer-
ence and momentary jamming of radios), in order to obtain
a vector of RSSI signals from all radios (which will be used
as an input to network) we had to aggregate recordings at a
given point. Therefore, as input corresponding to point Pj and
reading k we took set
{
avg

(
{ρj,kl}Kj/2

l=1

)
| M rand {kl}Kj/2

l=1 ⊂ {1, . . . ,Kj}
}
, (4)

i.e. we averaged random subsamples of recordings (by taking
half of the recordings) for point Pj . In order to get rid of the
noise we do it M times. Therefore, M can be interpreted as
an aggregation (folding) parameter.

Let us define point signals in time t from N radios in jth
point by the following

ρj(t) = [ρj1(t), . . . , ρ
j
N (t)]. (5)

Such signals consist of RSSI recordings aggregated and aver-
aged as above.

Due to issues described below, which are related to neural
networks, we need to map GPS coordinates using affine
scaling into interval [0, 1]. Similarly, RSSI values from radio
are converted into [0, 1].

B. Network architecture
Neural Network that we use for IPS is depicted in Fig. 4. It

consists of input layer constructed from RSSI vector for actual
reading, output layer denotes position in three dimensional
space (latitude, longitude and elevation) and the L number
of hidden layers. We have used sigmoid activation function,
therefore units in input and output vectors need to be mapped
by scaling into interval [0, 1].

...

...
...

RSSI1

RSSI2

RSSI3

RSSIN

H1
1
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W 0
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Fig. 4: Neural network setup.

The number of hidden layers and number of neurons at
each layer should be tuned accordingly to specific task. Nev-
ertheless, it is important to say that this particular architecture
depends significantly on number of anchor nodes used for IPS
system. It is hard to estimate time complexity of the learning
algorithm. Estimation for the worst case scenario is

MNL

L∏

i=0

#W i, (6)
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where #W i is the number of weights in layer i and L is
the number of layers in the network. We see that it depends
strictly on the size of the building, since additional reference
nodes need to be added.

Learning takes quite long, depending on the permissible
error. For example, for our problem with permissible error
equal to 0.01 and folding parameter equal to 20 (which means
that the number of samples grows by the factor of 20) it took
between 4 and 10 h on a single core. The number of iterations
was set to 10000. It is important to notice that quality of
network classification depends on the number of iterations and
goal set.

C. On-line signal classification

Due to the possible interference and temporary signal
deficiencies input data in on-line classification need to be
preprocessed first. During the movement the mobile unit can
receive readings from different anchors in different times
(radio reading are sparse and unevenly sampled), therefore
we used sliding window technique to receive feature vector at
given time.

In order to impute missing values of signal strength we can
use local linear approximation as follows

ρ(t+∆t) = ρ(t) + ρ′(t)∆t+ µ

= ρ(t) + βd′(t) log10 d(t) + µ, (7)

where β is some constant and µ denotes higher order terms
with small magnitude. Assuming that locally velocity of the
subject is constant (d′(t) = vloc = const) we use it to smooth
the signal. The result is shown in Fig. 10 and was not so
impressive as supposed. Therefore, we used linear regression.

Given fingerprints as in (3) we want to obtain input signal
for the network as in (5).

Since at given time not all radios may be visible we define
moving window W of length τ for time series s (till time t)
as

Wτ (s)(t) := [s(t− τ), . . . , s(t)] (8)

which will collect the signal strength in a short period.
To this end, we performed moving average on RSSI from

the last two seconds. If there was no radio signal from a given
radio in the given window, then we put 0. In short,

ρ̂(t) :=
[
MAk

(
Wτ (ρ1)(t)

)
, . . . ,MAk

(
Wτ (ρN )(t)

)]
, (9)

where MAk stands for moving average operator of length k.
Signal prepared in this way can be used as an input to the
neural network. For post-processing we used the Kalman filter.
Therefore, path are smoother and better corresponds to reality.

D. Network architecture tuning

We found out that standard heuristics, like taking two hidden
layers with number of neurons in the second layer being
half of that in the first layer (see [16] for more information)
works quite fine. We used very large first layer since we
need embed data in high dimension and obtain overfitting
in order to discriminate it. Next layer is smaller but we get
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Fig. 5: RSSI (anchor number 4) while moving (only showing first 1.5 min
of the recording). Rolling mean (moving average) have very good smoothing
capabilities but it introduces certain lag while local linear regression seems
to work on-line but does not lead to errors cancellation.

better generalization properties and avoid overfitting. Such
architecture can be obtained when analysing in detail Fig. 7.

VI. EXPERIMENTAL SECTION

We conducted experiment using 18 anchor nodes deploying
them on the one floor of approximately 30 × 30m building.
Fig. 6 shows displacement of radios and fingerprints. Note that
the data was collected only in selected rooms and passages.
Additionally, the figure show bicubic interpolation of RSSI
signal strength for 5th radio basing on fingerprint features.
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Fig. 6: Interpolated RSSI map for 5th radio. Blue colour in the right upper
corner means that there were no data.

We performed collection at 119 points gathering 5991
records (samples) overall. Each position was recorder for about
18.1 ± 4.2 seconds which gives us 297.3 ± 90.2 records on
average. Points were not distributed uniformly, but they were
chosen in such a way that there were no large area without
samples. Moreover, significant error was introduced while we
manually collected GPS positions of reference points.

Two experiments were conducted: stationary position es-
timation and movement/path reconstruction. For training the
neural networks we have used folding parameter M = 20.
It may seem rather small, but that enables us to perform
parameter sweeping through different network architectures in
reasonable time (see Fig. 7).

MICHAŁ MEINA, BARTOSZ CELMER, KRZYSZTOF RYKACZEWSKI: LESSONS LEARNT FROM DESIGNING INDOOR POSITIONING SYSTEM 105



A. Position in stationary points

In the first experiment we tested position estimated at
stationary points (without movement). Recorded fingerprints
were divided into two separate sets in ratio 70/30. Points was
chosen manually and are depicted in Fig. 6. Test sample was
prepared according to Equation (4).
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Fig. 7: Position estimation error using ANN with #W 1 and #W 2 neurons
on the first and the second layer respectively (lower figure). Upper figure
shows column-wise summed up results for H1 layer.

As it can be seen, our heuristics works quite good. For
example, when there is about 10–14 neurons in the first layer
the average error falls below 0.5 m. Larger networks do not
guarantee an improvement of the results (even though some
of them were significantly better).

B. Paths

Second experiment was focused on path reconstruction. We
asked a subject to perform a walk-through the building with
receiver node. Results are depicted in Fig. 8–10. True path
was marked on figures using video camera recordings.

As it was already written, most of the errors in the motion is
introduced by the low frequency of refreshing rate and, thus,
there is the necessity to use of sliding windows.
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Fig. 8: Path for network with [18, 13, 21, 3] perceptrons in layers. Moving
average size of k = 5 s.

The differences on the path are more apparent, where
overfitting dominates interpolation ability of the network. For
example, the path in the corridor, surrounded by a small
amount of training points, is better suited than in other places.
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Fig. 9: Path for network with [3, 40, 26, 3] perceptrons in layers. Moving
average size of k = 5 s.
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Fig. 10: RSSI smoothing comparison.

In smaller networks we can see that path is being pulled off
(Fig. 9).

Another issue is the necessity of usage of sliding window
technique—it introduces a certain lag into the feature vector
construction. Simply speaking, different RSSIs are recorded
at different places therefore we do not know signal strength
precisely in time. The problem is illustrated on both previous
mentioned figures at the path in lower-right room.

Our initial idea was to use forecasting on RSSI signal that
can minimize lagging issues with standard rolling window
techniques. Ability of forecast the signal strength lies on the
assumption that RSSI is dependent on motion (acceleration
and decelerations are not random), see Equation (7). Therefore,
we tested the idea using local linear regression instead of
rolling mean. Results are depicted in Fig. 10 and show clearly
that this simple forecasting is not working due to the large
impact of noise to path estimation. Nevertheless, the idea of
compensating the signal sampling with motion prediction is
worth pursuing in the future works.

C. Discussion

Fingerprint coverage does not have to be dense (neural
networks have very good interpolation capabilities), but we
noticed a problem with the estimation of places “on edges,”
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where the paths are pulled towards more places with more
dense fingerprint coverage. Some special case should be
applied in order to overcome that.

It is worth noting that more anchor nodes not necessarily
means better performance—sparse node deployment allow
higher signal sampling rate and, therefore, allow better es-
timation of high-velocity motions. Observe, however, that we
cannot assume that radios have different sampling, because we
do not know whether the situation when radio sees only few
neighbours will change in the future. During fire some wall
may broke down and opens new way for the signal.

We also noticed a negative correlation between the velocity
of movement of the subject and location accuracy. This is
obviously due to the fact that we get only a few samples of
RSSIs for a given position. In result the path can oscillate
around the correct location.

Moreover, it can be observed that iron oxygen cylinder
carried by the firefighters can distort the signal very badly.
For example, there were situations where orientation (rotation
along the axis) lead to tremendous improvement of the posi-
tion.
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Abstract—The paper presents the results of research related to
the efficiency of the so called rule quality measures which are used
to evaluate the quality of rules at each stage of the rule induction.
The stages of rule growing and pruning were considered along
with the issue of conflicts resolution which may occur during the
classification. The work is the continuation of research on the
efficiency of quality measures employed in sequential covering
rule induction algorithm. In this paper we analyse only these
quality measures (9 measures) which had been recognised as
effective based on previously conducted research.

I. INTRODUCTION

THE SEQUENTIAL covering rule induction algorithms
can be used both for classification and descriptive pur-

poses [1, 2, 3, 4, 5, 6, 7]. The main principle of the sequential
covering rule induction algorithms is unchanged, despite the
development of increasingly sophisticated versions of such
algorithms. It involves the induction of rules in two phases:
growing phase and pruning phase. In the growing phase,
the elementary conditions occurring in the rule premise are
specified. In the pruning phase, some of these conditions are
removed. In comparison with other induction methods, rule
sets obtained by the covering algorithms are characterised by
good classification as well as descriptive capabilities. Taking
into consideration only the classification abilities, better results
can be often obtained using other methods, for example
neural-fuzzy networks [8, 9] support vector machines [10],
or ensemble of classifiers [11]. Models obtained in this way,
however, are characterised by much less interpretability than
classification (decision) rules. In the case of rule learning
for descriptive purposes, the algorithms for induction of rules
satisfying certain minimum quality criteria are most commonly
used [12, 13, 14]. Induction of all rules that satisfy the given
quality criteria leads to the induction of a very large number
of rules which then must be limited by the filtering algorithms
using so-called rule interestingness measures [15, 16, 17]. If

This work was supported by Polish National Centre for Research and
Development (NCBiR) grant PBS2/B9/20/2013 in frame of Applied Research
Programmes.

the primary objective is to describe data, it is possible to use
modified covering algorithms (so-called rule-based subgroup
discovery [18, 13, 19]). These algorithms aim at the induction
of statistically significant rules which cover regions in the fea-
ture space of as small union as possible. Rule sets generated in
this way are characterised by worse classification abilities than
in the standard covering algorithms. If the analysis objective
is to create a classification system that uses an interpretable
data model, application of sequential covering rule induction
algorithms is the most sensible solution. The quality of the rule
set obtained by the covering algorithm depends on the quality
measure [20, 1, 21, 22, 23, 24, 25, 26] used in the growing
and pruning phases. The used quality measure is one of the
factors affecting the classification accuracy, the number of
rules induced and their other characteristics (e.g. the statistical
significance).

The objective of the paper is to present the results of
research related to the efficiency of using the combinations
of different measures at each stage of the rule induction. The
sequential covering approach and the top-down method were
applied as the basic induction algorithm. In this approach one
can distinguish the stages of the rule growing and pruning. In
these stages it is possible to use different optimisation criteria
which control the rule creation process. These criteria are
commonly called rule quality measures or search heuristics.
Different quality measures can also be used at the stage of
classification conflicts resolution - this way the mechanism of
weighted voting gets modified. The paper features an analysis
of the combination of 9 measures which were recognised as
effective (this choice will be explained further in the paper).
The analysis was conducted based on 34 data sets. In addition,
the paper contains some supplementary information about the
applied quality measures.

II. RELATED WORKS

Measures used for the rule evaluation are divided into two
categories [16]: objective and subjective measures. Most of the
objective measures are defined on the basis of the contingency

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 109–118

DOI: 10.15439/2015F388
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 109



table that characterises the quality of a rule in the context of a
fixed (usually training or validation) data set [27, 23]. The task
of the subjective measures is to evaluate the rules according to
subjective user’s preferences. The subjective measures evaluate
such features of rules as: unexpectedness, surprisingness,
novelty, utility or actionability [16]. The method of measuring
these features depends on the application domain and the pur-
pose of analysis. Our range of interest includes objective rule
quality measures, also known as evaluation or search heuristics
[22, 28, 29]. At present, in the literature over 50 objective
measures can be found [20, 22, 15, 23, 28, 24, 26, 29]. A lot
of measures used for evaluation of decision (classification)
rules have wider significance - they function also as rule
interestingness (attractiveness) measures [15, 30, 16, 17, 31].
Interestingness measures are used for evaluation of already
induced rules, both decision and association. In the next part of
the paper we will use the common term quality measures. The
quality measure applied in decision rule induction is significant
for the quality of an output set of rules. This is confirmed by
empirical research [32, 20, 21, 23, 25, 26].

In [22, 23] Fürnkranz and Janssen conducted an analysis
of the efficiency of measures which contain one or several
parameters. These authors present a methodology to adapt
the values of parameters contained in quality measures to the
specifics of the analysed data set. In addition, they demonstrate
that, as the parameters change, certain measures begin to
behave similarly to others (such an analysis was conducted for
m-estimates and Klösgen measures). In our articles [26, 33],
in turn, we are analysing the measures which do not contain
parameters and we demonstrate their efficiency on a data set
similar to the one quoted in Fürnkranz’s work. However, we
use an algorithm which generates the rule set instead of a
rule list. This results in the necessity to use the mechanism
for classification conflicts resolution, i.e. there is another
place (apart from rule growing and pruning) where a rule
quality measure can be applied. This way it is possible to
achieve better accuracy of the classification, particularly higher
specificity and sensitivity of the classifier [33].

There are also works that deal with the decision rule
length. In the paper [34] the analysis of relationships between
length and the coverage of the decision rule is described.
Relationships are considered as the influence of the length
on the rule coverage and also as the reversed: the influence
of the rule coverage on its length. In the other paper [35]
a Dominance Based Rough Set Approach generated rules,
and their length, determines the relevance of attributes, what
becomes a criterion for a feature selection. There was also an
attempt to characterise rule induction as a process specified by
domain ontology [36], describing all data mining algorithms.

III. RULE INDUCTION

Let us assume that a finite set Tr of examples is given.
Each training example is described by a set A ∪ {d} of
features, i.e. a : Tr → V a for each a ∈ A ∪ {d}. The set
V a is called the range of the attribute a. Elements of A are
called conditional attributes, the variable d is called a decision

attribute, and its value is identified with the assignment of
an example to a specific concept (decision class). Conditional
attributes can be of symbolic (discrete-valued) or of numeric
(real-valued) type. The decision attribute is of symbolic type.
Each example x belonging to the Tr set can be written as a
vector x = (x1, x2, . . . , x|A|, y), where ai(x) = xi for each
i ∈ {1, 2, . . . , |A|} and y = d(x). The conditional expression
of the following form is called a decision rule:

IF w1 AND w2 AND . . . AND wk THEN d = v

An example satisfying all elementary conditions wi is
assigned to the concept indicated in the rule conclusion.
Construction of elementary conditions wi may be various
and depends on a rule induction algorithm. Any elementary
condition is most often the expression of the one of the two
following forms: wi ≡ ai op Zi, where ai is the name of
the conditional attribute, op is one of the relation operators
{=,≤,≥, >,<}, Zi is the element of the range of the attribute
or just wi ≡ ai ∈ Zi where Zi is a interval in the range V ai:
Zi ⊂ V ai. The positive examples are those belonging to the
decision class pointed in the rule conclusion. The negative
examples are the remaining ones.

Let p denote the number of positive examples covered by
the rule (P stands for all positive examples in the training set),
and let n denote the number of negative examples covering
the rule (N stands for all negative examples). On the basis
of this notation a contingency table for the rule can be built
(Table I).

TABLE I
THE CONTINGENCY TABLE FOR THE RULE COVERING p POSITIVE AND n

NEGATIVE EXAMPLES.

p n p+ n
P − p N − n P +N − p− n

P N P +N

The aim of majority of rule induction algorithms is to
find the minimal set of classification rules which cover and
correctly predict decision classes of a given set of examples
and which additionally are characterised by high values of p
and low values of n. Finding the optimal solution for such a
problem is a computationally expensive task, therefore most of
the rule induction algorithms use some heuristics. One of the
most common approaches, used also in our implementation, is
the sequential covering (known also as separate-and-conquer)
strategy [4, 6].

To put it briefly, this strategy consists in learning a rule
which covers some part of training examples. Next, the
examples covered by the learnt rule are removed from the
training set and the rule learning process starts recursively for
the remaining examples.

Our implementation of the rule induction algorithm also
works in the separate and conquer fashion. The outcome of
the algorithm is a set of rules describing each decision class
of a training set. The process of induction of a single rule
consists of two phases: growing and pruning. In the growing
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1 RuleInduction(examples, ruleQualityMeasure)
2 the set of generated rules (initially empty)
3 ruleSet := ∅
4 decisionClass is a set of examples which have the same value of

decision attribute
5 foreach decisionClass in examples do
6 uncoveredPositives := decisionClass
7 while uncoveredPositives 6= ∅ do
8 rule with empty antecedent and consequent pointing current

decision class
9 rule := ∅

10 the set of examples covered by the rule (initially empty rule
covers all examples)

11 covered := examples
12 rule growing phase
13 do
14 conditions := PossibleElementaryConditions(covered,

uncoveredPositives)
15 bestQuality := −∞
16 bestCondition := ∅
17 foreach c in conditions do
18 evaluate the quality of rule with c condition added

to its antecedent
19 quality := Evaluate(rule c, ruleQualityMeasure)
20 if quality > bestQuality then
21 bestQuality := quality
22 bestCondition := c
23 end
24 end
25 add selected elementary condition to the antecedent of

the rule
26 rule := rule ∪ bestCondition
27 covered := Covered(rule, examples)
28 while until (stop criterion);
29 rule pruning phase
30 Prune(rule, ruleQualityMeasure)
31 covered := Covered(rule, examples)
32 uncoveredPositives := uncoveredPositives \ covered
33 ruleSet := ruleSet ∪ rule
34 end
35 end
36 return ruleSet

Algorithm 1: The algorithm of rule induction

phase, the elementary conditions are added one by one to
the premise of the rule. In the case of nominal attributes,
the elementary condition can take the form of (a = v), and
for the numerical attributes it can take one of two forms:
(a < v) or (a ≥ v). For the numerical attributes the value
v is the arithmetic mean between two successive values from
the range of attribute a. The set of all the possible elementary
conditions which might be added to the rule is created on the
basis of examples currently covered by the rule. It means that
the domains of the attributes are narrowed to the values which
are taken by the examples covered by the currently formed
rule. Moreover, the elementary condition is tested only if its
addition to the rule causes that such a refined rule covers at
least one positive example not covered by rules generated so
far. The refinement that has the highest value of the specified
rule quality measure among all refinements possible in a single
step is selected as the final one. If several refinements obtain
the same value of the rule quality measure, the refinement
covering more uncovered positive examples is chosen.

During the induction of rules it should be taken into
account that some attribute values of individual examples are

not always known. In the literature, several propositions of
strategies for handling unknown values of the attributes in rule
learning algorithms can be found [37]. In our implementation
it is assumed that the elementary condition always returns truth
value false for the unknown value of the attribute. It means
that if the example has unknown values, it can be covered only
by the rule which does not contain attributes with unknown
values for this example.

The process of rule growing is terminated if the rule is
accurate (i.e. it covers none of the negative examples) or if the
addition of the next conditions to the rule no longer increases
its precision (which may take place if examples with identical
attributes values but different decisions exist in the training
set). After the rule growing phase, the rule is pruned. The
rule pruning algorithm uses a hill-climbing strategy. At each
iteration, it deletes the elementary condition without which
the rule has the highest improvement in the value of quality
measure. After each removal, the value of rule quality measure
is recalculated on the entire set of training examples and
the deletion of conditions is repeated until it does not cause
decrease in the current value of quality measure. The pruned
rule is added to the final set of rules, and then the process
of rule induction starts again for the rest of the uncovered
positive examples.

The assumed heuristic of rule building therefore focuses on
induction of rules characterised by high values of specified
quality measure and thus constitutes a generic framework for
studying behaviour of various quality measures.

IV. RULE QUALITY MEASURES

Quality measures strongly associated with decision rules
evaluation are collected in surveys [27, 21, 23, 28, 29].

The papers [27, 21] focus mainly on studying measures
influence’ on conflicts resolution during classification. Janssen
and Fürnkranz [23] present research on parametrised quality
measures and the procedure of data driven selection of their
parameters. Papers by Yao and Zhong [29] and Lavrac, Flach,
and Zupan [28] focus on defining quality measures in the
language of probability. Interestingly enough, the mentioned
authors’ considerations concern disjoint sets of measures.

Our choice of nine decision rule quality measures is pro-
vided in Table II. The selection is a result of a previous
experiments — in already quoted works [26, 33], about 30
measures were analysed with respect to their efficiency. To
check the efficiency, the measures were used in the rule
induction algorithm - the same measure was used at each
induction stage and during the resolution of classification
conflicts. Then the classification abilities of the obtained rule
classifier were checked. The classification abilities were anal-
ysed from the point of view of overall classification accuracy
and balanced accuracy. In the case of two decision classes and
the discrete classifier, this measure is equivalent to the AUC
criterion [38]. In the case of a bigger number of classes, the
balanced accuracy informs about the average accuracy of each
decision class. This measure is suitable to verify the classifier
which works on unbalanced data. Additionally, the number
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of rules was analysed with respect to the interpretability of
the obtained rule sets. Without going deeper in the measure
selection methodology, which is presented for example in [33],
9 evaluation measures were selected. These measures achieved
good results, at least from the point of view of one of the three
above mentioned criteria - statistically they performed better
than other measures in the majority of data sets.

TABLE II
THE LIST OF SELECTED OBJECTIVE RULE QUALITY MEASURES.

g =
p

p+ n+ 2

wLap =
(p + 1)(P +N)

(p + n+ 2)P

LS =
pN

nP

Rss =
p

P
− n

N

MS =
p

n+ P

C1 = Coleman · 2 + Cohen

3

C2 = Coleman · 0.5
(
1 +

p

P

)

corr =
pN − Pn√

PN(p+ n)(P − p+N − n)

s =
p

p+ n
− P − p

P − p +N − n

Cohen =
(P +N)( p

p+n
)− P

P+N
2

p+n+P
p+n

− P

Coleman =
(P +N) p

p+n
− P

N

Now, we will focus on a brief discussion of the measures
and presentation of their properties. The g − measure (g
= 2) was proposed by Fürnkranz and Flach [22] and is a
simplified version of the Laplace estimate. The g−measure (g
= 2) assumes that a rule covering only one positive example
is assigned true precision equal to 0.33. Many experiments
(e.g. in papers [39, 23]) indicate that the precision of a rule
evaluated on a training set is too optimistic. This especially
concerns rules covering a small number of positive examples.
If a rule covers large number of positive examples, the correc-
tion introduced by the number 2 has less and less meaning.

The Weighted Laplace (wLap) measure is derived from
decision tree induction algorithms and it is the Laplace esti-
mate multiplied by (P + N)/P . So it takes into account the
distribution of examples between the current positive class (P )
and the remaining classes (N ).

The Logical sufficiency (LS) measure is applied to
association rule evaluation as well as to decision rule induction
[29]. It belongs to the group of measures which emphasise
precision of rules during their evaluation and pay less attention
to the number of examples covered by the evaluated rule.

The RSS measure is a measure equivalent, in terms of
the generated rule order, to the well-known weighted relative
accuracy (WRA) measure used by Lavrac, Flach, and Zupan
[28], both in rule induction and subgroup discovery. However,
RSS and WRA have different ranges of values. The use of RSS
for classification conflicts resolving leads to better results than
the use of the WRA measure.

The MutualSupport (MS) measure is, in context of
decision rule evaluation, presented in the paper by Yao and
Zhong [29]. Let us assume that a rule of the form ϕ → ψ
is given. MS measures the strength of dependencies not only
between ϕ → ψ, but also between ϕ ← ψ. It follows that
we can consider it as a measure evaluating the strength of the
double implication ϕ ↔ ψ. Therefore, the measure prefers
rules characterised by high coverage.

The Correlation (Corr) measure computes the correlation
coefficient between the predicted and the target labels. It was
applied to classification rule induction algorithms as well as
to subgroup discovery and evaluation of association rules [15,
23, 40].

The s − Bayesian confirmation (s) measure has been
proposed by Christensen [41] and Joyce [42] as a confirmation
measure. The first component of the measure evaluates the rule
precision and the second is responsible for decrease in the
quality of rules that cover small number of positive examples.
Its application in evaluation of decision rules obtained by the
rough set theory was considered in papers [43, 30].

Measures C1 and C2 have been proposed by Bruha [27,
21]. The measures are a combination of two quality measures
known as the Coleman and Cohen (see Table II) measures.
Bruha noticed that the Coleman measure prefers rules with
high precision and small coverage, while the Cohen measure
prefers rules with high coverage. Hence, C1 and C2 join the
assessment made by the Coleman and Cohen measures

V. EXPERIMENTS AND RESULTS

In this paper, the performance of the rule-based classifier
is evaluated by the two criteria: overall classification ( Acc )
accuracy and balanced accuracy ( BAcc ). The overall accuracy
is the ratio of the number of correctly classified examples to
the number of all examples. This is one of the most common
criteria for assessing a classifier. However, in the case of
unbalanced distribution of examples between decision classes,
higher value of overall accuracy is often achieved at the cost
of low accuracy of minority classes, therefore in such a case
the balanced accuracy is more appropriate. It calculates the
classification accuracy of each decision class and then takes
an average over all classes. In the case of 2-class problems,
balanced accuracy is equivalent to Area Under the ROC Curve
(AUC) criterion [38]. One can meet with the interpretation
that balanced accuracy calculated for a number of classes is a
generalization of AUC for multi-class problems [44].

The used rule induction algorithm generates an unordered
set of rules, therefore during the classification of examples
it may happen that the test example is covered by rules
pointing at different decision classes. In that case, a strategy
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TABLE III
CHARACTERISTICS OF DATA SETS USED IN EMPIRICAL STUDIES.

dataset cl. obj. maj. attributes dataset cl. obj. maj. attributes
class all nom. class all nom.

anneal 5 898 76.17 38 32 hepatitis 2 155 79.35 19 13
audiology 24 226 25.22 69 69 horse-colic 2 368 63.04 22 15
auto-mpg 3 398 62.56 7 2 hungarian-heart-disease 2 294 63.95 13 7

autos 6 205 32.68 25 10 iris 3 150 33.33 4 0
balance-scale 3 625 33.33 4 0 mammography-masses 2 961 53.69 5 2
breast-cancer 2 286 70.28 9 9 mushroom 2 8124 51.80 22 22

breast-w 2 699 65.52 9 0 prnn-synth 2 250 50.00 2 0
car 4 1728 70.02 6 6 segment 7 2310 14.29 19 0

cleveland 5 303 54.13 13 7 sick-euthyroid 2 3772 93.88 29 22
contact-lenses 3 24 62.50 4 4 sonar 2 208 53.37 60 0

credit-g 2 1000 70.00 20 13 soybean 19 683 13.47 35 35
cylinder-bands 2 540 57.78 35 18 titanic 2 2201 67.70 3 3

diabetes 2 768 65.10 8 0 vehicle 4 846 25.77 18 0
echocardiogram 2 131 67.18 11 2 vote 2 435 61.38 16 16

ecoli 8 336 42.56 7 0 wine 3 178 39.89 13 0
flag 4 194 46.91 28 18 yeast 10 1484 31.20 8 0

heart-statlog 2 270 55.56 13 0 zoo 7 101 40.59 16 15

for resolving such conflicts has to be chosen. The most popular
one is known as the voting scheme and consists in assigning
a numeric value called the confidence degree to each rule.
Confidence degrees of the rules covering the test example are
summed up for each decision class and then the class with a
maximal confidence degree is picked. In this paper the voting
scheme is also used during classification. Initially, we assumed
that the confidence degree of each rule is equal to its value
of some quality measure used during the rule induction. If the
test example is not covered by any of the rules, it is treated
as wrongly classified.

All presented results stand for average values obtained based
on the analysis of 34 data sets from the UCI Repository
[45]. The analysis of each set was conducted with the use
of the stratified 10-fold cross validation strategy. Comparisons
were made on the same partitions of the data sets. The
characteristics of these sets are presented in Table III. As it can
be seen, the sets with different characteristics were selected for
the analysis, particularly in relation to the number of decision
classes, the distribution of examples between the classes and
types of the attributes. The following abbreviations mean: cl. –
number of classes, obj. – number of objects, maj. class – a ma-
jority class fraction in %, nom. – a number nominal attributes.

Tables IV and V contain the results of the classification of
rule based classifiers which were obtained in such a way that
the same quality measure was used at each stage of the rule
induction and during the resolution of classification conflicts.

It can be seen that the C2 measure leads, on average,
to the highest overall classification accuracy, wLap to the
highest balanced accuracy, and RSS to the smallest number
of rules but with significantly worse classification qualities
(in the paper [33] it was proven that this worsening is
statistically relevant). What is more, the Corr measure can
be a reasonable compromise between the number of generated
rules and their classification abilities. A more detailed analysis
of the measures efficiency can be found in [26, 33]. Table V
presents yet unpublished results which characterise the rule

TABLE IV
RESULTS OF THE MEASURES COMPARISON ON 34 DATA SETS.

measure rules Acc[%] BAcc[%]
g 144 81.4 74.2
wLap 156 81.1 77.8
LS 172 80.7 75.8
RSS 34 78.2 72.3
MS 32 77.8 70.5
C1 151 82.0 73.0
C2 127 82.3 76.3
Corr 44 79.9 74.3
s 86 80.3 74.9

TABLE V
CHARACTERISTICS OF THE INDUCED RULE SETS.

Measure

Classification Rulesconflicts
elementary Avg Avg

all wrong number conditions Prec. Cov.
g 32 10 144 2.9 0.96 0.32
wLap 29 9 156 2.6 0.98 0.26
LS 29 8 172 2.4 0.98 0.19
RSS 58 18 34 3.6 0.77 0.74
MS 59 19 32 3.8 0.73 0.77
C1 29 8 151 2.5 0.98 0.28
C2 33 9 127 2.8 0.96 0.36
Corr 53 16 44 3.7 0.81 0.68
s 51 15 86 2.6 0.96 0.34

sets generated by means of particular measures. Here we can
find the following interesting regularities:

• the highest values of Acc and BAcc take (with a
few exceptions) the measures leading to induction of
more rules, the average precision of the rule (denoted
as AvgPrec) obtained by such measures is greater than
0.95, the average coverage (denoted as AvgCov) is
not greater than 0.36; if the induction of rules aims at
classification, it is appropriate to use measures attaching
the utmost importance to the rule precision;

• in the classifiers obtained based on measures leading
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TABLE VI
AVERAGE RANKING OF DIFFERENT MEASURE APPLICATION ON THE CLASSIFICATION PHASE.

induction criterion C1 C2 Corr g LS MS Rss s wLap

g Acc 5.0 4.5 5.1 5.1 4.5 4.5 4.1 5.9 6.4
BAcc 5.0 5.1 5.0 6.3 5.2 5.5 4.9 4.2 3.8

C1 Acc 4.5 3.8 4.4 5.3 5.4 4.8 4.7 5.6 6.5
BAcc 4.7 4.9 4.2 6.8 5.6 5.2 5.0 4.3 4.3

C2 Acc 4.1 3.9 4.6 4.9 5.9 5.9 6.0 4.7 5.1
BAcc 4.5 4.9 4.6 6.2 5.3 6.1 6.1 4.1 3.3

Corr Acc 4.3 4.1 4.7 5.0 5.0 5.6 5.7 4.4 6.1
BAcc 4.8 4.7 4.9 6.4 3.2 6.8 5.3 5.0 4.2

wLap Acc 4.5 4.3 4.1 5.3 5.0 5.0 4.8 5.8 6.3
BAcc 4.6 5.0 4.2 6.5 5.3 5.9 5.5 4.2 3.8

LS Acc 4.0 3.9 4.9 4.6 4.9 5.0 4.8 6.2 6.7
BAcc 4.5 4.9 4.5 6.6 5.7 5.5 5.1 4.5 3.6

MS Acc 4.7 4.3 4.8 4.7 5.9 4.7 5.9 4.1 5.9
BAcc 4.6 4.7 4.9 6.1 3.5 6.5 5.3 5.4 4.1

Rss Acc 4.3 4.3 4.9 5.6 3.9 5.5 5.6 4.9 6.1
BAcc 4.9 5.1 4.9 6.6 3.2 6.2 5.0 4.9 4.3

s Acc 4.3 4.4 4.8 4.6 5.4 5.4 5.8 4.5 5.9
BAcc 4.2 4.6 5.0 6.2 4.7 6.1 5.9 4.1 4.3

avg Acc 4.4 4.2 4.7 5.0 5.1 5.2 5.3 5.1 6.1
BAcc 4.6 4.9 4.7 6.4 4.6 6.0 5.3 4.5 4.0

TABLE VII
CLASSIFICATION IMPROVEMENT COMPARISON.

Induction Class. Acc [%] Wilcoxon
test p-value

g g 81.37 0.1271C2 82.24

C1 C1 81.95 0.1885C2 82.06

corr corr 79.77 0.0572C2 80.28

wLap wLap 81.02 0.0154C2 82.80

LS LS 80.80 0.3684C2 81.02

MS MS 77.90 0.5723C2 77.14

Rss Rss 78.07 0.0383C2 79.08

s s 80.39 0.9357C2 79.43

Induction Class. BAcc [%] Wilcoxon
test p-value

g g 74.17 0.0050wLap 78.15

C1 C1 76.91 0.0512wLap 77.81

C2 C2 76.22 0.0066wLap 78.35

corr corr 74.21 0.2206wLap 76.01

LS LS 75.67 0.0161wLap 77.04

MS MS 70.67 0.0090wLap 74.57

Rss Rss 72.21 0.0672wLap 74.06

s s 75.03 0.6811wLap 74.92

to the induction of a smaller number of more general
rules (the average precision of induced rules is not
higher than 0.96, the average coverage is not less than
0.34), there is a large number of classification conflicts
(Classification conflicts); a large number of these conflicts
is resolved incorrectly, which explains the lower quality
of the classifiers;

• the larger the rule coverage, the greater the number of
positive examples covered by them uniquely;

• the rule average precision and rule average coverage are
correlated with the number of induced rules;

• the average number of elementary conditions (Elementary
conditions) contained in the rule premises is correlated
with the number of induced rules and their average
coverage.

The experiments show that the rules generated by means
of measures which lead to the induction of a large number
of precise rules (precision > 0.95) contain fewer elementary

conditions than the rules obtained with the use of measures
which promote more general rules. This means that the ranges
of elementary conditions, set by means of MS and RSS
measures, are wide. This, in turn, implies that each individu-
ally considered condition covers a large number of examples,
including negative ones. In order to have more detailed rules
with “wide” elementary conditions, it is necessary to place
more conditions in the rule premise. The measures which are
oriented towards the induction of precise rules (wLap, C1,
C2) make conditions with narrower ranges, thus the number
of conditions in the rule premise is smaller.

The first experiment to check whether it is sensible to use
the combination of measures aimed at selecting a measure to
resolve classification conflicts. The experiment was conducted
in such a way that for the set measure (the same at the stages
of growing and pruning) applied in the rule induction, the
measure for resolving classification conflicts was changed. The
results are presented in Table VI.
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The first column of this table denotes the quality measure
used in the rule induction. The second column denotes the
quality criterion of a final classification phase. The following
nine columns correspond to nine quality measures used during
the voting in the classification. Each of these nine values is an
average rank of a specific classifier (ranks for the classifiers
should be read by rows) — the lower is the value of the
ranking, the better are the results achieved by the measure
(value equal to 1 would mean that the measure was always first
in the ranking). Experiments were performed on 34 mentioned
datasets in a stratified 10 fold cross validation model. A
Friedman test with the significance level α = 0.05 does not
show statistical differences only for the s measure and the
criterion Acc . If post–hoc analysis is performed and the
critical distance is calculated it occurs that most of measures
behave in a similar way: there are no significant differences
between classification accuracy between different measures
application. However, it is worth to notice that for the Acc
criterion C2 measure is the right choice and for the BAcc
criterion the wLap is the right choice. C2 measure (according
to Acc criterion) is the best in 5 of 9 cases (measures) and
is always in the best three places. wLap measure (according
to BAcc criterion) is four time the best one and not worse
than third in other cases. Additionally, an averaging row is
also included in the bottom of the table. Emphasised averaged
values confirm the above conclusions.

The influence of application of C2 measure during clas-
sification instead of a measure used in the rule induction is
presented on the left side of the Table VII. The first column
points the measure used in a rule induction, second column
points the measure used during the classification and the
third column means the Acc of a classification. Additional
column remarks the p-value of the Wilcoxon test, which null
hypothesis is that there is no statistical significant difference
between the algorithm which uses the same measure during
classification and during the rule induction and the algorithm
which uses the C2 measure during classification. Analogical
summary for the wLap measure applied in the classification
with the BAcc classification quality criterion is presented on
the right side of the Table VII.

As it can be observed in the most of cases the final
classification quality is improved as the result of application a
specified rule quality measure. In the case of a C2 measure this
result is rather expected as this measure is strictly dedicated for
the classification conflict resolution purposes [27, 21]. wLap
measure also improves classification results and the statistical
significance of this improvement is very high in the most of
cases. This is a new and important observation.

Having the selected rule quality measures for two criteria
of classification quality ( Acc and BAcc ) we performed
experiments on application of different rule quality measures
during the rule growing and pruning phase. This time
rankings were calculated on the basis of 81 experiments (nine
measures for the growing and nine for the pruning). Results
are presented on Fig. 1.

It features a matrix which reflects the ranking of the

TABLE VIII
COMPARISON OF RESULTS OF THE COMBINATION OF QUALITY MEASURES

FOR THE Acc .

Growing/Pruning/
Classification Acc Rules Wilcoxon
1. C2-C2-C2 82.3 127 1 - 2 (+)

1 - 3 (+)
1 - 4 (+)

2. C2-Corr-C2 80.1 47 2 - 3 (-)
2 - 4 (-)

3. Corr-C2-C2 80.4 46 3 - 4 (+)
4. Corr-Corr-Corr 79.8 44
1. wLap-wLap-C2 81.8 156 1 - 2 (+)

1 - 3 (+)
1 - 4 (+)

2. wLap-Corr-C2 79.4 47 3 - 2 (+)
2 - 4 (-)

3. Corr-wLap-C2 80.4 46 3 - 4 (+)
4. Corr-Corr-Corr 79.8 44

1. C2-C2-C2 82.3 127 1 - 2 (+)
1 - 3 (+)
1 - 4 (+)

2. C2-RSS-C2 78.7 34 2 - 3 (-)
2 - 4 (-)

3. RSS-C2-C2 79.3 37 3 - 4 (+)
4. RSS-RSS-RSS 78.2 34
1. wLap-wLap-C2 81.8 156 1 - 2 (+)

1 - 3 (+)
1 - 4 (+)

2. wLap-RSS-C2 78.3 30 3 - 2 (+)
2 - 4 (-)

3. RSS-wLap-C2 79.4 37 3 - 4 (+)
4. RSS-RSS-RSS 78.2 34

given combination of measures. As it was already mentioned,
81 combinations of measures were checked. For the Acc
criterion, the conflicts resolving measure was always the C2
measure, while for BAcc - the wLap measure. The matrices
show that it is not possible to draw straightforward conclusions
from such a general comparison. It is interesting that the values
presented in antidiagonal (X-X - showing the case when the
same measure is used in both phases of the rule induction)
are very close to the lowest values in row X and column X.
A more detailed analysis was conducted for the C2 and wLap
measures (as the best due to their classification abilities) as
well as Corr and RSS (as the best due to the number of
generated rules). In Tables VIII and IX an analysis of the
combination of these measures was conducted for the Acc
(Table VIII) and BAcc (Table IX) criteria. The first column
of both tables includes the combination of measures, while the
second one - the Acc ( BAcc ) value obtained by the given
combination. Finally, the third column features the achieved
number of rules. The fourth column contains the results of the
paired comparison of particular combinations (the Wilcoxon
test was used; p-value=0.1) of four models. X-Y (+) means
that the combination X is statistically better than Y. The (-)
symbol means that there is no such a difference.

Let us assume that the precise measure (C2, wLap) is
marked P, while the general measure (Corr, RSS) - C. Ad-
ditionally, the P-C inscription means that in the phase of
the rule growing the precise measure was used, while in the
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Fig. 1. Matrices of average rankings of models with different quality measures used in growing and pruning but a common classification quality: Acc (left)
and BAcc (right).

TABLE IX
COMPARISON OF RESULTS OF THE COMBINATION OF QUALITY MEASURES

FOR THE BAcc .

Growing/Pruning/
Classification Acc Rules Wilcoxon

1. wLap-wLap-wLap 77.8 156 1 - 2 (+)
1 - 3 (+)
1 - 4 (+)

2. wLap-Corr-wLap 74.7 47 3 - 2 (+)
2 - 4 (-)

3. Corr-wLap-wLap 76.1 46 3 - 4 (+)
4. Corr-Corr-Corr 74.4 44

1.C2-C2-wLap 78.4 127 1 - 2 (+)
1 - 3 (+)
1 - 4 (+)

2. C2-Corr-wLap 75.4 47 2 - 3 (-)
2 - 4 (-)

3. Corr-C2-wLap 76.1 46 3 - 4 (+)
4. Corr-Corr-Corr 74.4 44

1. wLap-wLap-wLap 77.8 156 1 - 2 (+)
1 - 3 (+)
1 - 4 (+)

2. wLap-RSS-wLap 72.3 30 3 - 2 (+)
2 - 4 (-)

3. RSS-wLap-wLap 74.5 37 3 - 4 (+)
4. RSS-RSS-RSS 72.3 34
1. C2-C2-wLap 78.4 127 1 - 2 (+)

1 - 3 (+)
1 - 4 (+)

2. C2-RSS-wLap 73.2 34 2 - 3 (-)
2 - 4 (-)

3. RSS-C2-wLap 74.4 37 3 - 4 (+)
4. RSS-RSS-RSS 72.3 34

rule pruning - the general one. Both tables demonstrate the
following dependencies:

• the P-C combination, when compared with P-P, leads to
a significantly worse quality of the classifier and to a
decreasing number of rules,

• the C-P combination, when compared with C-C, leads to

a significant increase of the classification quality with,
simultaneously, a small increase in the number of rules,

• it is not significant for the number of determined rules
whether we use the C-P or P-C sequence, however it is
recommended to use C-P for classification abilities as it
allows to significantly raise these classification abilities
(with respect to C-C).

Moreover, the C2-C2-C2 sequence allowed to achieve the
highest classification accuracy. No other combination allowed
to statistically improve the Acc value. On the other hand, the
C2-C2-wLap combination leads to significantly higher BAcc
values, than the wLap-wLap-wLap combination.

VI. CONCLUSIONS

When real problems are solved (analysed), the measure is
usually selected with respect to the data set specifics. The
automatic method for the measures selection is based on
internal cross-validation. Our earlier works allowed to limit the
number of measures which are considered by the automatic
method [33], which significantly speeds up the calculations.
The results of this work extend the knowledge about the
combinations of measures which should be tested first in the
automatic method. Our results can also be useful for the user
for whom the maximisation of the classification accuracy is
not the most important criterion, while it is more important
to have proper balancing of the model complexity (number of
rules) with its classification abilities.

Currently the RapidRuleInduction plug-in is prepared for
the RapidMiner environment. The plug-in will contain the pos-
sibilities to induce the rules by means of combining different
quality measures - similarly to the plug-in we developed for
the R environment [46].
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Abstract—In this paper, we define a new practical technol-
ogy-driven  Resource  Constrained  Scheduling  Problem  (t-
RCPSP). We propose three approaches, applying constructive
heuristics  to  tackle  effectively  the  practical  application  of
RCPSP. In the RCPSP formulation, the constraints are defined
to design the tasks in the spaces constructed by non- and re-
newable resources,  without violating the precedence relation-
ships and technologies in real world problem that exists in Plas-
tic and Rubber Processing company. The difficulty of t-RCPSP
is  NP-hard  and  we  proposed  three  constructive  specialized
methods: duration based heuristics (DBH), locally optimal re-
source usage PEC and NEH heuristic  adaptation.  The paper
presents results of computational experiments that show the ef-
fectiveness of the proposed approaches. 

I. INTRODUCTION

he automated computer-aided scheduling in real world

application has a tremendous impact on the enterprise.

Production schedule building process by human needs a lot

of time (long hours), what increases costs and strongly de-

pends on the human condition (costly mistakes). Moreover,

the automated scheduling process  requires  less  time (only

seconds),  is  faultless  and  can  be  run  anytime,  e.g.  to

reschedule in the case of  break-down production.  In  most

cases, schedule generated by computer is more efficient than

schedule built by the human.

T

In this paper, an automated scheduling problem practical
application  in  Plastic  and  Rubber  Processing  Industry  is
investigated.  Mainly,  there  is  a  set  of  injection  molding
machines,  specialized  devices,  set  of  (sub)products  and
ingredients.  Such  renewable  (e.g.  machines,  devices)  and
non-renewable  (product's  ingredients)  resources  should  be
assigned to client requests (tasks) to get near optimal usage
in the production process. The major element of automated
scheduling system is schedule builder. If  solution is to be
useful  in  practice,  schedule  builder  should  give  the
(sub)optimal  production  schedule  in  reasonable  time:  less
than 1 minute is acceptable. 

It  is  widely  known  that  the  automated  computer-aided
scheduling  in  real  world  application  may  reduce  human
work.  However,  our  specific  domain  requirements  make
complicated application of classical algorithms. We propose
three  types  of  RCPSP  solving  methods:  duration  based
heuristics  (DBH) based  on the greedy algorithm, classical

NEH adaptation and method (PEC locally optimal resources
usage driven.

The  proposed  technology-driven  t-RCPSP  can  be
generalized  to  RCPSP, which  in  literature  is  presented  as
NP-hard [1] and there are no exact algorithms to solve it in
reasonable computation time. Some researches recommend
heuristics  [7][8]Error:  Reference  source  not  foundError:
Reference  source  not  found as  fast  and  quite  effective
RCPSP solving tools. 

To  get  schedule  near  optimal  some  metaheuristic
approaches are recommended, e.g. Simulated Annealing [2],
Tabu  Search  [12][15],  Genetic  Algorithms  [18][22],
Evolutionary  Algorithms  [5]Error:  Reference  source  not
found (hybrids  EA  [21]).  Also,  some  swarm  intelligence
methods  can  be  successfully  applied  to  RCPSP, like  Ant
Colony  Optimisation  [4][9][10][11],  hybrid  ACO  [13],
Particle Swarm Optimization [23] or Bee Colony Algorithms
[25].

The rest of the paper is organized as follows. Section 2
presents  general  RCPSP  problem  statement  and  specific
domain requirements; technology-driven t-RCPSP model is
proposed.  Section  3  describes  details  of  three  proposed
heuristics.  Experiments  of  developed  methods  in  a  given
dataset are presented in section 4. Finally, section 5 presents
summary of gained results and gives some possible further
research directions. 

II. PROBLEM STATEMENT

In  this section,  the main elements  of  classical  RCPSP are
presented. In a real world problem, such RCPSP model can
be useless. The main reason is that, in practical application,
to realize the client's request machines and devices can use
several configurations of ingredients that may cause entirely
different task duration. Thus, problem that we met in MP2
company enforced us to extend RCPSP by several elements.
Proposed  technology-driven  RCPSP  (t-RCPSP)  model  in
details is presented below.

A. Short description of technology-driven RCPSP

In classical RCPSP Error: Reference source not found each
task is described by duration, start and finish time. Tasks are
non-preemptive,  which  means  that  preemption  is  not
allowed. Each task can be lined to other one in timeline. We
use discrete time measure  - timeslots.
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In  the  presented  t-RCPSP  application  (schema  is
presented on Figure 1), we need to run several tasks, which
are  non-preemptive.  Each  task  has  its  execution  deadline
and duration time that depends on used resources. To apply
task  and  produce  required  product(s)  some resources  are
used: machines, devices, materials and subproducts. 

Resources are renewable (machines and devices) and non-
renewable:  materials  (such  plastic,  paints  and  other
ingredients)  and  subproducts.  As  some  products  are
composed  of  other  products,  there  is  relation  start-finish
between tasks that produce needed subproducts of the given
task. Some resources (machines and devices) are dedicated,
what means that can be assigned only one activity at a given
time [6]. 

In  t-RCPSP  specific  set  of  constraints  that  should  be
satisfied  is  defined.  The  feasible  schedule  satisfies  all
constraints defined as follows:

C1. Each task is applied only on one proper machine using
specialized device,
C2.  Each  machine  and  device  can  be  used  only  once  in
selected timeslot,
C3. Each device can cooperate with machine in various way,
using other configuration of ingredients,
C4.  Each  task  requires  a  given  amount  of  ingredients:
materials and subproducts,
C5.  The  task  that  produces  subproducts  must  be  finished
before task requiring it,
C6. Each task has defined deadline and number of products,
C7. Each task has assigned duration time that depends on
number of required products and used machine and device, 
C8. There are 4 types of machine setup times that depend on
two adjacent tasks: 

• no  operation  –  if  two  tasks  produce  the  same
products, 

• start (15 timeslots duration) two tasks produce the
same products and machine has been stopped, 

• rinse (30 timeslots) two tasks use the same device
and machine but provide other products,

• full refitting (120 timeslots) to clean machine and
change device.

All devices are  specialized to provide a given type of

products  using the machine,  materials or/and subproducts.

The device can be applied only to selected machines, and its

effectiveness  is connected with machine and configuration

of ingredients. The main goal of t-RCPSP is to generate fea-

sible schedule (according to C1-C8 constraints) to minimize

its  duration  –  makespan,  calculated  as  the  difference  be-

tween first  task start  and  end  of  the last  task in the final

schedule. The minor criteria is to reduce the average latency

of schedule execution given as the difference between each

task end time and its defined deadline.

This problem is NP-hard  [1][3][6] and overconstrained.
There are no effective algorithms therefore we propose use
some  heuristics  to  solve  it  in  acceptable  time.  The  extra
constraint  required  by  MP2  company  is  time  limit,  i.e.
solving method execution cannot exceed 1 minute of CPU
computational time of reference machine.

B. t-RSPSP - formulation

The feasible  schedule  (S)  consists  j=1,..,J tasks  and  each
task is defined as a tuple:

J:=<{request_products [amounts]...}, 
sj, dtj, ddj>

(1)

where ddj defines task execution deadline, sj means timeslot
to start task in the discrete time period; However  dtj  value
strongly  depends  on  used  resources:  machine,  device  and
materials. To link such aspects model we defined technology
t=1,..,T as follows:

T:=<M, D, {resources I [amount]},
{products P amount}, dtt>

(2)

where  dtt  value  determines  the  task  execution  time using
given  set  of  resources.  To  apply  technology  to  produce
products (P) it uses renewable resource (m=1,..,M machines
and  d=1,..,D  devices) and some product  ingredients (I) as
non-renewable  resources:  MA=1,..,i materials  and  other
resources R=1,..,r, including subproducts.

Various technologies can produce the same product using
other  resources  and  give  other  execution  time.  Such
technology definition as an abstract layer makes possible to
link the same resources in another way. Set of technologies
describes the effectiveness of model and makes optimization
simpler.  The  primary  optimization  goals  are  defined  as
follows:

min MAKESPAN(S) = max (sj+ddj) - min(sj) (3)

Such formula gives information about the total schedule S
execution time, calculated as the differences between the last
task's finish and start of the first task. It should be minimized
to  make  schedule  execution  possible  shorter.  Another
measure that gives quality of given schedule S is the average
latency defined as follows:

min AVG_LATENCY(S) = (4)

Fig 1. Schema of t-RCPSP
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1

k
∑
1.. k

{ 0 if sj+dtj<ddj

else ddj−sj+dtj
}

Such measure gives the averaged value of how late each
task is due to its defined deadline. It should be minimized to
finish each task before its deadline and possible to avoid the
delay (and potential financial penalties). 

III. PROPOSED METHODS

Each of three proposed methods: NEH adaptation, duration
based heuristic (DBH) and resource optimal usage PEC are
based  on  some  observations  and  motivations.  Moreover,
methods differ not only in implementation but they also use
various parameters. Proposed heuristics use sorting deadline
criteria of tasks. We defined three basic criteria: ascending
(tasks with earlier deadline have priority),  descending (the
opposite  situation)  and  random  order.  We  decided  to
implement  the  random  task  order  to  get  reference  to  the
other two. In this section, details of proposed methods are
presented. 

A. Duration based heuristic – DBH

The  main  motivation  of  DBH  is  to  build  the  shortest
schedule  using  adaptation  of  classical  greedy  algorithm
based  on  rule  heuristics  [19].  The  DBH  pseudocode  is
presented  on  Pseudocode  1.  DBH  heuristic  works  on  all
unassigned  tasks  and  proposes  first  possible  timeslot  and
uses the shortest technology to execute it.

The DBH heuristic asks model for set of tasks that can be
preformed in selected timeslot (line 6). List of tasks is sorted
by criteria (randomly, ascending or descending deadlines) to
get one task (line 9). Then the technology with the shortest
execution time is given to apply in given timeslot (line 10).
If all model constraints are satisfied task is assigned in the
schedule (line 11) and removed from list of unassigned tasks

(line 12). If there no tasks that can run, the model takes next
timeslot (line 13).  

B. Local optimal resource usage heuristic – PEC

In  DBH  heuristic  technology  is  selected  that  gives  the
shortest  time of  task  realization.  Such strategy  is  optimal
locally  because  doesn't  take  into  consideration  optimal
renewable resource usage. In PEC heuristic (see Pseudocode
2) such aspect is included as some local search method. As
DBH only assigns the first task, PEC heuristic tries to assign
the larger number of tasks in given timeslot (line 11-17). All
analyzed  tasks  are  unassigned  for  schedule  (line  19-23).
Only the best  task sequence for  given timeslot  is  selected
and all included tasks are assigned to final schedule (line 26-
29). 

To reduce the PEC computation complexity some limits
are introduced – the size PEC parameter defines number of
tasks that are analyzed in one sequence. As  size parameter
equals to 1 PEC heuristic works as DBH, the greater value
needs much more CPU working time but returns production
schedule more efficient. 

The PEC heuristic is a type of compromise between semi-
blind greedy DBH and brute force method that analyzes all
possible  permutations  to  get  the  (local)  optimal  schedule.
The  size parameter gives a range of above compromise to
get possible better schedule than build by DBH. 

C. NEH2 as NEH heuristic adaptation

Results of experiments with PEC and DBH heuristic showed
that tasks sequence for effectiveness of algorithms have big
impact on the final schedule. Such observation encourage us
to  find  algorithm  which  can  optimize  this  aspect.  The
classical  NEH  (Nawaz,  Enscore,  Ham)  [14] algorithm  is
considered  as  one  of  the  most  effective  method  of
minimizing  the  makespan  for  Permutation  Flowshop
Scheduling Problem. The main goal in original  NEH is to
find the optimal sequence of operations to get more optimal

PSEUDOCODE 1. DBH PSEUDOCODE

1

2

3

4

5

6

7

8

9

10

11

12

13

14

procedure DurationBasedHeuristic ( SORT_CRITERIA ) 

UT = Tasks             // unsigned tasks 

TS = 0;               // timestamp 

RUT_TS = {}             // sequence of ready to run unassigned tasks 

do 

assigned=false 

RUT_TS = getApplicableTasks (UT, TS) 

if ( |RUT_TS| > 0 ) 

RUT_TS:= SORT( RUT_TS, SORT_CRITERIA ); 

Task = RUT.getFirstTask(); 

Tech = getShortestDurationApplicableTechnology( Task, TS ) 

assigned = schedule.assign (Task, Tech, TS) 

if (assigned==true) UT = UT / Task 

else TS++  

while ( |UT|>1 ) 
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schedule.  As evaluation can be applied makespan or other
schedule measure.  In  this paper model RCPSP some NEH
modification must be implemented. 

The  basic  version  of  NEH  heuristic  builds  schedule
partially to find optimal sequence of tasks adding next task
to partial schedule, finally composing the whole schedule. In
our  approach  NEH  is  considered  rather  as  metaheuristics
that proposes sequence of tasks that make schedule optimal
(see Pseudocode 3). The other algorithm schedules task to
build  partial  schedule  –  we  decided  to  use  the  classical
greedy algorithm. The best task sequence is marked as base
task  sequence  (line  16),  that  is  extended  by  next  tasks
probing all positions in the task sequence. Let's analyze the
NEH working illustration. Having task A and task B, NEH

executes  greedyAlgorithm to  find  optimal  tasks  sequence
(AB or  BA).  Let's  assume that  BA is  optimal,  to  extend
sequence BA adding new task C the greedyAlgorithm probes
sequences: CBA, BCA and BAC and so on.

The basic NEH procedure is too time-consuming to apply
in  real  world  application.  The  next  step  of  NEH
implementation  was  to  optimize  its  computational
complexity.  The  most  expensive  operation  is
GreedyAlgorithm and  this  factor  should  be  reduced.  We
observed that  GreedyAlgorithm builds each time the whole
schedule which is a huge extravagance. The next step was to
use partially build schedule and reverse task sequence build
strategy. 

PSEUDOCODE 2. PEC PSEUDOCODE

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

procedure PEC ( SIZE, SORT_CRITERIA ) 

UT = Tasks         // unsigned tasks 

TS = 0;            // timestamp 

RUT_TS = {}         // sequence of possible to run unassigned Tasks 

do 

RUT_TS = getApplicableTasks (UT, TS) 

if ( |RUT_TS| > 0 ) 

RUT_TS:= SORT( RUT_TS, SORT_CRITERIA )

RUT_TS:= getFirstNElements( RUT_TS, SIZE)

AssignedTasksMax = 0; 

for all P permutation RUT_TS 

numberOfAssignedTasks = 0 

for each T_j task RUT_TS 

   Task = RUT.getFirstTask; 

   Tech = getShortDurAppTechn( Task, TS ) 

   assigned = schedule.assign (Task, Tech, TS)  

   if (assigned)  numberOfAssignedTasks++ 

for end 

if ( numberOfAssignedTasks > AssignedTasksMax )  

AssignedTasksMax = numberOfAssignedTasks 

BestTaskSequence = P 

schedule.unassignTasks( RUT_TS ) 

end for 

 

for each Task from BestTaskSequence 

Tech = getShortDurnApplTech( Task, TS ) 

assigned = schedule.assign (Task, Tech, TS) 

if (assigned) UT = UT / Tech 

end for 

end if   

TS++; 

while ( |UT| > 0)
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For example, in basic NEH for three task (A, B and C, let
assume  that  BA  sequence  is  an  optimal)  the  analyzed
sequences  are:  CBA,  BCA and BAC.  In  reverse  order  in
NEH2 we build BA schedule  as  base,  then BAC. In  next
sequence  BCA  from  schedule  is  removed  task  A,  then
inserted  C  and  A.  In  basic  NEH  to  examine  three  task
sequence 9 task is scheduled, in reduced version (NEH2, see
Pseudocode 4) only 6 tasks is (re)scheduled.

The main modification of  NEH2 heuristic is  to remove
from the initial sequence and reschedule only tasks that are
next  inserted  (see  line  11-14).  To  evaluate  the  partial
schedule is build by  GreedyAlgorithm (line 15) to examine
the sequence of tasks.

The  NEH2  computation  complexity  reduction  makes
possible practical application of heuristic in simpler cases.
Such NEH2 heuristic has been examined. Results of test are
presented in the next section. 

IV. EXPERIMENTS AND RESULTS 

The  t-RCPSP  model  is  specialized  to  MP2  company
requirements.  All  proposed  methods  in  verification
procedure need an empirical data. We analyzed real data and
prepared  dataset  that  is  complete  for  the domain:  various
number of tasks, machines, devices and technologies. Such
dataset  allows  us  to  do  research  and  compare  results  of
proposed methods. 

All  experiments  are  implemented  in  standard  C/C++.
Machine for test was equipped with Intel Core2 Duo 2.53

GHz, 4GB RAM and Windows7 OS. For each experiment,
only one Core was used.

A. Experiments' set-up and dataset

Prepared  dataset  MP2dataset1 consists  of  seven  various
types of configurations – summary of dataset is presented in
Table1. There are three types of simple settings (10_3x3_10,
50_10x20_40 and 75_10x20_40) that involve small number

1 MP2dataset is published in http://imopse.ii.pwr.edu.pl/

PSEUDOCODE 3. NEH2 PSEUDOCODE

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

procedure NEH2 (SORT_CRITERIA) 

UT = Tasks       // unsigned tasks 

BestTS = <>       // best sequence according to MAKESPAN 

CurrentTS = <>     // current (candidate) tasks sequence 

BaseTS = <>       // base task sequence 

UT = SORT( UT, SORT_CRITERIA ) 

BestTS = CurrentTS = UT.getFirstTask() 

for each Task from UT 

CurrentTS = BaseTS  

for each position i=|CurrentTS| insertion Task into CurrentTS 

for each position CurrentTS to i

                   rTask = CurrentTS.removeTask(i)

                   ReTasks.addTask(rTask) 

            end for

            value = GreedyAlgorithm(CurrentTS, ReTasks, Task) 

if (value < bestValue or i==|CurrentTS|) 

bestValue = value 

BestTS = CurrentTS + Task + ReTasks 

end if  

BaseTS = BestTS 

end for 

TABLE I.
SUMMARY OF TESTING DATASET MP2DATASET

task
s 

machines devices technol
ogies 

10_3x3_10 10 3 3 10

50_10x20_40 50 10 20 40

75_10x20_40 75 10 20 40

100_30x30_100 100 30 30 100

200_30x30_100 200 30 30 100

300_30x100_500 300 30 100 500

500_30x45_100 500 30 45 100

Legend: tasks _ machines x devices _ technologies
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of  tasks  (respectively  10  or  50)  and  small  number  of
devices,  less  than  20.  Two  configurations  have  medium
difficulty  (100_30x30_100  and  200_30x30_100)  where
number of tasks is larger (100 or 200) and there is increased
number  of  possible  technologies  to  100.  Additionally,  the
configuration 300_30x100_500 is difficult because of large
number of tasks and extremely a lot of technologies (500)
and devices  (100).  The last  configuration  consists  of  500
tasks, which is the most difficult for methods testing.

To get dataset more general,  for each configuration 100
instances  were  generated.  The  data  generator  constructs
instances  randomly  according  to  the  specific  domain
requirements and configuration. Analyzing the real data we
assumed some additional dataset parameters:  task deadline
ddt in  <10,50> defined  in discrete  timeslots,  the maximal
number  of  generated  products  by  technology  is  5.  Each
technology can produce no more that  2 types  of  products
and use no more than 4 types of materials. Each product can

be  generated  by  2  or  more  technologies.  The  longest
technology duration not exceeds 10 timeslots. 

B. Experiments results

The main goal of provided experiments was to investigate
how presented  methods  are  effective  in  solving  t-RCPSP.
The  method's  results  are  described  by  makespan  and
averaged latency of all tasks in given schedule.  The other
comparative aspect was computational CPU time needed by
methods  to  obtain  results.  All  methods  were  investigated
using MP2dataset and results were averaged to compare to
others  (see  Table  II).  Research  consists  all  examined
methods DBH, NEH2 and PEC using one main parameter,
sorting criteria: by task deadline ascending, descending and
random. The PEC uses extra parameter: size of task list.

Experiments results presented in Table II give information
that all developed heuristics are useful in solving t-RCPSP.
In 4/7 cases the minimal makespan provided DBH, however
NEH2 in such cases gives slightly worse results and in 3/5

TABLE II.
AVERAGED SCHEDULE MAKESPAN (AND STANDARD DEVIATION) FOR MP2DATASET

Tasks_mach.

device_techn

10_3

x3_10

50_10

x20_40

75_10

x20_40

100_30

x30_100

200_30

x30_100

300_30

x100_500

500_30

x45_100

DBH asc 185,53

41,93

189,43

45,52

252,65

55,36

190,21

45,13

336,88

73,93

214,72

22,16

899,0

231,76

DBH dsc 184,9

41,7

183,9

48,3

252,5

61,2

190,4

41,4

333,4

69,9

214,7

18,5

880,0

236,4

DBH rand 191,31

42

192,84

48

253,57

58

194,12

45,9

338,48

72,95

217,07

20,04

920,0

250

PEC(3) asc 190,6

43,0

189,4

43,9

250,1

53,5

196,1

48,1

345,6

68,0

271,5

18,9

915,9

251,5

PEC(3) dsc 189,6

41,9

185,0

47,1

254,8

60,1

192,2

41,9

342,1

73,3

273,3

17,9

906,4

229,1

PEC(3) rand 193,0

43

189,44

46

256,87

54

196,33

44

339,9

70

257,63

19,6

927,51

242

PEC(4) asc 187,28

40

187,65

44

250,56

58

192,43

45

342,08

73

259,6

19,87

926,0

245

PEC(4) dsc 187,1

43,9

185,55

49,14

251,21

59,04

191,45

39,21

340,80

70,05

260,83

17,74

894,6

232,42

PEC(5) asc 187,04

39,04

190,2

41

251,78

59

192,14

49,9

344,57

71,93

249,11

19,29

920,65

242

PEC(5) dsc 190,02

41,85

185,78

48,36

254,4

61

191,0

40,8

339,09

71,67

245,78

17,53

896,9

226

NEH2 asc 185,5

41,9

189,3

45,7

252,7

55,2

189,7
46,1

336,8

73,0

time limit

exceeded

time limit

exceeded

NEH2 dsc 185,17

41,29

183,89

48,33

252,72

61,12

189,38

41,28

331,84

69,3

time limit

exceeded

time limit

exceeded
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TABLE III.
AVERAGED SCHEDULE LATENCY (AND STANDARD DEVIATION) FOR MP2DATASET

Tasks_mach.

device_techn

10_3

x3_10

50_10

x20_40

75_10

x20_40

100_30

x30_100

200_30

x30_100

300_30

x100_500

500_30

x45_100

DBH asc 0,30

0,52

0,53

0,89

2,03

2,32

0,43

0,79

3,45

2,57

0,12

0,15

44,125

19,70

DBH dsc 2,39

1,60

3,65

3,19

8,66

4,37

2,57

2,05

10,48

4,06

7,76

2,00

74,31

23,53

DBH rand 1,6

1,37

2,2

2,25

5,83

3,83

1,62

1,42

7,63

3,59

4,70

1,57

63,32

19,9

PEC(3) asc 0,29

0,5

0,42

0,9

2,05

2,27

0,52

1,03

3,88

2,59

0,10

0,15

49,64

21,10

PEC(3) dsc 2,72

1,59

3,80

3,26

9,13

4,56

2,82

2,07

12,13

4,2

21,97

3,45

96,07

20,85

PEC(3) rand 1,73

1,4

2,58

2,82

5,93

3,47

1,82

1,62

8,1

3,5

9,0

2,2

68,12

19

PEC(4) asc 0,26

0,44

0,47

0,92

2,02

2,75

0,5

1,0

3,72

2,72

0,13

0,19

48,33

20,65

PEC(4) dsc 2,53

1,63

3,94

4,53

8,94

4,53

2,64

2,00

11,64

4,44

18,65

3,2

90,27

21,81

PEC(5) asc 0,28

0,53

0,40

0,74

2,00

2,57

0,47

0,9

3,52

2,6

0,14

0,17

47,34

19,57

PEC(5) dsc 2,6

1,6

3,85

3,22

9,05

4,43

2,63

2,03

11,13

4,22

15,34

2,94

87,10

21,0

NEH2 asc 0,30

0,52

0,52

0,89

2,05

2,33

0,42

0,76

3,47

2,6

time limit

exceeded

time limit

exceeded

NEH2 dsc 2,39

1,59

3,65

3,19

8,66

4,35

2,55

2,04

10,5

4,11

time limit

exceeded

time limit

exceeded

TABLE IV.
AVERAGED COMPUTATIONAL TIME [S] FOR MP2DATASET

Tasks_mach.

device_techn

10_3

x3_10

50_10

x20_40

75_10

x20_40

100_30

x30_100

200_30

x30_100

300_30

x100_500

500_30

x45_100

DBH 0,14 0,05 0,12 0,13 0,57 4,8 7,13

PEC(3) 0,11 0,05 0,12 0,08 0,39 2,58 4,11

PEC(4) 0,10 0,05 0,12 0,1 0,41 2,95 4,71

PEC(5) 0,24 0,11 0,27 0,20 0,87 6,2 9,3

NEH2 5,6 1,2 3,9 5,6 49,66 time limit

exceeded

time limit

exceeded
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cases returns solutions that compete with others. The NEH2
in more complicated cases  (300 and  500 tasks)  execution
time exceeded 1 minutes CPU time and results are not taken
into consideration.  PEC only in  one case returns  the best
solution  (75  tasks,  PEC(3)  asc).  Increasing  the  PEC  size
parameter  value  in  most  cases  reduces  makespan,  e.g.
comparing results of PEC(3) and PEC(4) using descending
task deadline order. To summary results of all methods for
all  instances:  DBH dsc needs average 319,97  timeslots to
execute all 700 instances, DBH asc needs 324,06 timeslots
and PEC(5)  dsc  has  the third  place:  328,9  timeslots.  The
longest  averaged  makespan  schedule  (equals  to  337
timeslots)  achieved  PEC(3)  heuristic  with  ascending  task
order.  Analysis  of  the results  presented  into  Table  II can
draw the conclusion that descending sorting criteria of tasks
gives  better  results  in  the  minimization  of  schedule
makespan. Random tasks order makes solution the worst in
all  investigated  cases.  All  methods  are  deterministic,  the
averaged  results  are  computed  on  100  instances  of  each
configuration. In case of random tasks order, results for each
instances are repeated 10 times and then averaged.

Results  presented  in  Table  III describe  how  generated
schedules are late using as measure the average latency of
all  tasks  in  the  schedule.  The  gained  results  proved  our
intuition that the best results give ascending sorting criteria
of  tasks  –  task  with  the  shorter  deadline  is  taken  into
consideration earlier. All methods showed that are effective,
but it is rather impossible to point the best one. In 2/7 cases
DBH gives the best solution, PEC in 4/7 cases (using  size
parameter equals to 3, 4 or 5). Results gained by NEH2 are
not qualitative. Moreover, NEH2 in one case returns the best
solution (100 tasks configuration). Comparing the averaged
latency  for  700  instances  (whole  MP2dataset)  the  best
method gives 7,28 latency (DBH asc), the second one 7,73
(PEC(5)  asc)  and  third one 7,91  (PEC(4) asc).  The worst
averaged latency achieved PEC(3) dsc: 21,23.

Comparing  methods'  working  time (see  Table  IV)  it  is
worth mentioning that methods are fast and effective.  The
provided MP2dataset of 700 instances gives an opportunity
to compare methods results and recommend them to real-
world applications. Increasing size of the problem, methods
are practical as computational time not exceeds 10 seconds.
Such short computational time makes possible to run several
methods to get set of schedules and give a human operator a
real choice.

The  computation  complexity  of  presented  heuristics  is
O(k2) for  DBH  and  O(size!k2) for  PEC.  The  NEH2
complexity is larger because core of NEH2 is  O(k2)  but in
each  step  uses  greedyAlgorithm that  is  O(k),  what  gives
finally NEH2 O(k3). The result is that the computational time
of  NEH2  increases  so  dramatically  that  needed  time  is
unacceptable  in  construction  process  of  schedules  that
consist of more that 200 tasks. In such cases other methods
are  more  effective  and  less  demanding  for  CPU working
time. 

V. SUMMARY

Standard  RCPSP,  in  presented  work,  was  extended  by
technologies  to  solve  practical  problem  in  Plastic  and
Rubber  Processing  Industry  –  we  defined  t-RCPSP. Such
model  makes  possible,  in  simply  and  intuitive  way,  a

formalization of real-world problem. Each technology links
non-renewable and renewable resources, uses various types
of ingredients in production. Technologies that produce the
same products may use resources in different way, more or
less  effectively.  It  can  case  be  other  production  time
consumption,  too.  The  technology-driven  RCPSP  model
gives a lot of possibilities to build effective heuristics. We
proposed three of them: NEH2 adaptation,  locally optimal
resource  usage  PEC  and  duration  driven  heuristic  DBH.
Analyzing  a  real  production  schedule  instances  we
implemented  a  data  generator  to  get  the  MP2dataset
(published in Internet) that includes 700 instances in 7 basic
problem configurations  to  empirically  prove  efficiency  of
proposed  methods.  Results  of  experiments  showed  that
proposed  methods  can  be  used  as  effective  tool  for
scheduling in production company. Moreover, the next step
was  done:  all  presented  methods  were  developed  as
automated  scheduling  module  in  MP2 company computer
system. 

A. Further research

As the practical aspect of further research is the definition of
more  domain-based  measures  of  final  schedule  and  used
technologies.  In  presented  paper,  only  the  makespan  and
latency are analyzed as the measure.  However, in practice
such technology can be more energy consuming, may need
more labor (including human work) or can be less effective
as a scrap measure is considered. The existence of several
measures  of  schedule  leads  to  the  situation  when
multiobjective optimisation should be considered. 

Investigating  the  comparison  of  presented  methods  we
can see some possible directions of further work. The most
promising  is  using  metaheuristics  (such  as  Evolutionary
Algorithms or Tabu Search) to build schedule near optimal
in  cost/time  criterion.  Metaheuristics  usage  needs  more
computational  time  than  simple  heuristic  –  but  our
experience  (e.g.  Error:  Reference  source  not  foundError:
Reference  source  not  found)  shows  that  results  are
(sub)optimal.  Additionally,  metaheuristics  are  using
evaluation function (as the superposition of several schedule
measures)  can  provide  schedule  dedicated  to  given  user.
Especially  Tabu  Search  [12][15][16][20] application  to
RCPSP is very strong trend in literature. 
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Abstract—In this paper novel project scheduling difficulty
estimations are proposed for Multi-Skill Resource-Constrained
Project Scheduling Problem (MS–RCPSP). The main goal of
introducing the complexity estimations is an attempt of estimation
the project complexity before launching the optimization process.
What is more, the dataset instance generator is also presented
as a tool to create new instances for extending the research
area. Furthermore, the dataset proposed in previous works is
extended by new instances, described thoroughly and released as
a benchmark dataset. The dataset instances are also scheduled
using simple heuristic and greedy algorithm in duration- and
cost- oriented optimization modes. Finally, a brief summary of
investigated methods and potential further research directions is
presented.

Index Terms—scheduling, RCPSP, dataset, benchmark, heuris-
tics, indicator

I. INTRODUCTION

REsource-Constrained Project Scheduling Problem stands
as one of the most important and the most investigated

[9], [10] kind of known types of scheduling problems. It is
because of its practical nature and the need to find good
ways for resolving it not only for scientific, but also industry
purposes. Its goal is to find the best schedule for the project,
by assigning scarce resource to defined tasks. The quality of
the schedule is mostly defined as its duration, cost or some
combinations of those indicators.

As MS–RCPSP is the extension of classical RCPSP, it
makes the problem NP–hard [2]. Hence, there is no way to
find a method that would be able to find the optimal solution
in polynomial, reasonable time. Therefore, one of the main
approach to solve RCPSP and its potential extensions is to
use soft computing methods, especially metaheuristics [19].

To make the problem definition more practical in industrial
point of view, we introduced the skill domain. Tasks require
some specified skill to be performed by resources owning
some subset of skills defined in the project. Therefore, not
every resource is able to perform every task in the project. It
makes the problem more constrained but on the other hand
– more realistic. RCPSP extended by skills domain is called
Multi–Skill RCPSP (MS–RCPSP).

The goal of the paper is to present several indicators for the
difficulty of the project to be scheduled. The difficulty could
be understood as a measure how much the solution space is
constrained – how hard is to build feasible and good enough
schedule. The secondary objective is to share the dataset and

propose it as a benchmark for other researchers, to build a
common platform for evaluating methods solving MS–RCPSP.

The rest of the paper is organised as follows. Section II
presents some approaches in solving MS–RCPSP using some
of the mentioned metaheuristics. Then section III describes
the problem statement. Then Section IV presents complexity
estimations we proposed for MS–RCPSP. Section V describes
the way how new instances are generated. Furthermore in
the Section VI the dataset has been presented and then its
instances have been used in experiments in Sec. VII while
the last Section VIII describes approaches we have recently
investigated and proposes ways for further research.

II. RELATED WORK

NP–hard [2], combinatorial nature of MS–RCPSP is one of
the reasons of common use of metaheuristic–based approaches
in solving the problem. Nevertheless, some constraint pro-
gramming methods or simpler heuristics are also used to solve
this kind of problems [20].

However, there is still lack of papers regarding multi–
objective Multi–Skill extension of RCPSP. Some approaches
solving MS–RCPSP in project duration domain [1], [16] or
project cost domain [12] could be found. On the other hand,
there are methods solving classical RCPSP extended by cost
domain, but without skills considerations. Such research has
been presented in [15], [6], [4], [13] and [24]. Hence, we
have decided to combine those two elements: multi–objective
optimization and multi–skill domain for project scheduling
problem.

Although classical RCPSP is deeply investigated and nu-
merous approaches could be easily compared using PSPLIB
instances, it is very hard to find multi–objective MS–RCPSP
methods working on datasets that could be regarded as a
benchmark. Some papers describe instances artificially gen-
erated ([5], [16]), while some others propose methods of
PSPLIB dataset adaptation ([1], [3], [7], [12]). We analysed
some published benchmark datasets, but they were usually
unsuitable for our approach as they do not cover multi-
objective nature of the problem, even multi–skill domain has
been developed ([23]). The other unsuitable example is a
benchmark for Multi–Mode RCPSP (MM-RCPSP) published
in [21], but it does not involve skills constraints and make the
main focus on multi–mode characteristics. Hence, the need of
definition new dataset has arisen.
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Some difficulty estimations for any project scheduling prob-
lems could be found in [11] or [13]. However those proposed
difficulty estimations based mostly on tasks, precedence rela-
tions between them and resource properties. There is a lack of
difficulty estimations that would be dedicated for MS–RCPSP,
involving skills domain.

Among many papers regarding the resource – constrained
project scheduling problems and its extensions, we found that
we had something in common with the approach presented
in [13]. Despite some similarities, there are some crucial
elements that make our approach, defined in detail in [14],
different. We regard both of them as worth of investigating.
Tab. I presents the comparison – similarities and differences
in four main areas we decided to point out.

Based on the information in the Tab. I, some common
elements between our approach and the one presented in [13]
in all of the mentioned areas can be found. Firstly, investigated
problems are similar in a way that both of them regard multi–
objective optimization in Multi–Skill Resource–Constrained
Project Scheduling Problem (MS–RCPSP). Both problems are
additionally defined by some resource, precedence and skills
constraints. However those constraints differ in details (i.e.
distinguishing skill types).

There are also some similarities regarding the dataset pub-
lished. First of all, both of the datasets are published in the
Internet, so anyone has an access to dataset instances and
can use them to investigate own optimization methods in
MS–RCPSP. What is more, the number of dataset instances
is the same. However, the strategy of building the dataset
was different. We used information about number of different
skill types and number of precedence relations. Not only the
most common indicators, like number of tasks or number
of resources, what can be found in [13]. Based on those
additional indicators we tried to build as most balanced dataset
as possible. Therefore, we tried to adjust the number of
resources, skills and precedence relations in a way to make
our complexity indicators similar for 100 and 200-tasks project
instances as well.

III. PROBLEM STATEMENT

The goal of the MS–RCPSP is to order given set of tasks
and assign resources to them in a way to provide feasible and
as good solution as possible. The quality of the solution could
be measured in its duration, cost or any other measure defined
according to business requirements.

In MS–RCPSP the set of tasks (J) is given, while every task
has to be performed during the project execution. Each task is
described by its start (Sj) and finish dates (Fj), duration (dj)
and skill required by it to be performed. What is more, tasks
can be related between themselves by precedence relations.
It means some tasks (successors) cannot start before some
other would be finished (predecessors). It makes the solution
space for given instance more constrained, as there are fewer
possibilities to put the tasks in given period. Predecessors
of given task j are defined as Pj while overall number of
predecessors in a project is p.

Furthermore, the set of resources (K) is also given. Every
resource k is described by its salary (sk) and skills covered
(Qk). Therefore, a subset of tasks than can be performed by
k resource could be obtained and is denoted as Jk.

Skill required by task to be performed determines which
resource can be assigned to it. Every skill type could appear
in a project in various familiarity levels, denoted as an integer
value from 0 to 4. Resources with skill type required by given
task but on the lower than required level cannot be assigned
to such task. The number of all skills (including different
familiarity levels) is denoted as q, while the number of skill
types in the project is denoted as q̄

What is more, any resource cannot be assigned to more than
one task in the overlapping period. If such a situation occurs,
conflict is detected and has to be resolved, to get valid, feasible
solution. It is made by shifting some of conflicting tasks in
time–line in a way to make it start just after another conflicted
task would be finished. The decision which of conflicted tasks
should be taken to be shifted is made by checking which has
been previously added to the project definition, because we
do not distinguish various levels of task priority. Each task is
equally important to be scheduled in the project.

Any project schedule (PS) has to be conflicts–free and
has to satisfy the precedence constraints between tasks. If it
satisfied those both kind of constraints, we would call it as
a feasible schedule. Only feasible ones can be regarded as
finite solutions. What is more, every infeasible solution could
be made feasible. However, making schedule feasible could
make its duration longer.

A. Calendar restrictions

Due to use Microsoft Project as a base for our dataset, we
needed to obtain some calendar restrictions that are strictly
related to used software.

First of all, standard calendar in Microsoft Project is de-
signed to handle projects in real–life, where classical five–
days week of work is used. It was also a requirement asked
by the VolvoIT enterprise that we cooperate in the research
field of project scheduling. However, weekends are taken into
account. If resource is assigned to task that cannot be finished
before weekend, it will be finished after the weekend. The task
duration is bigger but number of man–hours (or man–days)
required for given task does not change. Therefore various
project duration measures can be obtained. One can be made
based on the overall duration of project – between its start and
finish dates, including weekends where tasks are not performed
but influence on other tasks’ start dates and the project finish.
Other approach could be to ignore any festivals and weekends
and regard seven days week of work. Until now we prefer the
first approach as it is more practical.

Furthermore, the localization issue has to be taken into
account when considering calendar restrictions. Depending on
the localization settings, some changes in the calendar could
appear, regarding some national or cultural–related festivals.
In example, there would be other free days in China than in
Poland, where different festivals are taken place.

2
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TABLE I
SIMILARITIES AND DIFFERENCES BETWEEN IMOPSE [14] APPROACH AND THE APPROACH PRESENTED IN [13]

Area Similarities Differences

Problem definition

Multi-skill Resource load - ’dedication’ measure
Multi-objective No skill levels
Resource-constrained Task can be assigned to more than one resource
Precedence relations No conflict, different rule of repair operator
Skills

Approach more academic than practicalMinimal one resource required by given task to be
performed
Repair operator → enlarging project duration

Dataset Same number of instances: 36 Instances distinguished only by number of tasks and num-
ber of resources

Published in the Internet Constant vs. varied number of skill types in a dataset
instance

Generator Published in the Internet as a benchmark No graphical user interface
Developed in the JAVA programming language Output format not connected with MS Project

Methodology Time vs. cost tradeoff Complexity estimators vs. hypervolume, attainmentFocus on multiobjective, Pareto–based optimization

Linking above constraints with potential dynamic date of
project start – the date, when the first task is assigned to
resource in the timeline – there is a risk that the same project
with the same task–to–resource assignments (schedule) can be
finished in various dates, depending on the day of start. Project
instances start at various dates, except the ones with D* suffix
that have been prepared strictly for given enterprise and were
required to be start all at the same day. It has been set to 12th
April of 2012.

To avoid those calendar restrictions .def format has been
introduced. It is described in detail in Subsec. VI-A.

B. Evaluation function

The goal of MS–RCPSP is to find the best (as quick or
/ and as cheap as possible) final project schedule. Hence,
we could present it as bi–objective optimization problem.
Because of totally different domains of duration and cost, we
cannot simply aggregate those two objectives. Therefore, the
normalization process is performed, to get the value scope
between 0 and 1. It allows us to aggregate those two objectives
and combine them into one evaluation function.

We have also preserved the possibility to choose which
objective is more important in given optimization process. It
is made by setting weights both for the duration (ωτ ) and
cost aspect. The sum of both weights sum to 1 and the scope
of values is from 0 to 1. It means that setting the weight of
duration aspect to one automatically sets the weight of cost to 0
and vice versa. Naturally that weight can be set by float value.
Specifically, both weights could be set to 0.5. In that case,
both objectives would be equally important in the optimization
process. We proposed three baseline weight configurations:
duration optimization (DO, ωτ = 1), balanced optimization
(BO, ωτ = 0.5) and cost optimization (CO, ωτ = 0) [14].

An important remark is that those objectives are in opposi-
tion to each other. It means that setting weights to make the
optimization process more cost–oriented could cause getting
cheaper project schedule, but with the risk that final schedule

would be longer. Analogously, shorter project schedule could
be obtained with spending more money on it.

Evaluation function is formulated as follows:

min f(PS) = ωτfτ (PS) + (1− ωτ )fc(PS) (1)

where: wτ – weight of duration component, fτ (PS) – duration
evaluation component, fc(PS) – cost evaluation component.
Both components are non–negative values, while wτ ∈ [0; 1].

The time component fτ (PS) is calculated as follows:

fτ (PS) =
τ

τmax
(2)

Where: τmax – maximal (pessimistic) possible duration of the
schedule PS, computed as the sum of all tasks’ duration [14].
It occurs when all tasks are performed serially in project: one–
by–one. No matter, how many and how flexible resources are.

The cost component fc(PS) is defined as follows:

fc(PS) =

∑J
i=1 cj − cmin

cmax − cmin
(3)

where: cmin – minimal schedule cost – a total cost of all
tasks assigned to the cheapest resource, cmax – maximal
schedule cost – a total cost of all tasks assigned to the most
expensive resource [14]. Note: cmax and cmin do not involve
skill constraints. It means that cmin value could be reached
also for non–feasible solution. Analogously to cmax.

C. Solution space size
Given number of tasks and number of resources, we can

estimate the solution space size (SS), as:

SS(n,m) = n! ∗mn (4)

Where n is a number of tasks and m is a number of resources
[14]. However, that estimation also takes into account non–
feasible solutions, because skill–constraints are not satisfied.
To give an example, let’s assume n = 10 and m = 5 – without
any precedence relations we get SS(10, 5) = 3.54 ∗ 1013
combinations. It is worth mentioning that each task can be
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placed only once in the schedule, but resources could be
assigned more often. An extreme situation occurs if the same
one resource would be assigned to perform each task.

Large solution space size makes impossible checking each
of the combinations manually. However, space includes also
non–feasible solutions that do not satisfy defined conditions.
Moreover, above example is a simplification and in real world
problems we meet a higher number tasks (about n = 100) and
resources (m = 20) – it gives SS(100, 20) = 1.19 ∗ 10288 of
all solutions.

IV. COMPLEXITY ESTIMATIONS

As a result of cooperation with VolvoIT Department in
Wroclaw [18], [20], [19], we defined following elements [14]:

• requirements and constraints dedicated to the industry,
• project scheduling difficulty indicators.
Project difficulty indicators have been verified and approved

by experienced project manager in the enterprise.
The main goal of investigating such estimations was to

compare how the project elements (tasks, resources, prece-
dence relations, skills) characteristics could influence on the
optimization process based on the quality of obtained result
(project schedule duration or performance cost) or optimiza-
tion processing time.

Proposed difficulty estimations are described below. All
estimations are normalised before being taken to compute the
overall complexity measure.

A. affiliation (λ)

States, how much tasks are related between them. The
bigger value means the tasks are more related. The project
complexity is bigger, because the scheduling flexibility is
restricted (more tasks are related to others, so they cannot
be scheduled flexibly). It is computed as follows:

λ =
p

n
(5)

Where p – number of precedence relations, n – number of
tasks.

B. load (ν)

Reflects, how much resources are loaded by tasks. The
bigger value means, the more tasks are assigned to one
resource (the project complexity is bigger, because the solution
space is bigger). It is computed as follows:

ν =
n

m
(6)

Where m – number of resources.

C. time difference (ΦT )

Describes how tasks are varied by their duration. The bigger
value means tasks are more varied. That makes scheduling
more difficult, because tasks’ order influences on overall
duration time. It is computed as follows:

ΦT =
σd

dmax − dmin
(7)

Where: σd – standard deviation of tasks’ duration in schedule,
dmax – maximal task duration in schedule, dmin – minimal
task duration in schedule.

D. cost difference (ΦC)

Indicates how tasks are varied by their performance cost.
The interpretation is similar to the time difference (ΦT ). It is
computed as follows:

ΦC =
σC

cmax − cmin
(8)

Where: σC – standard deviation of tasks’ cost in schedule,
cmax – maximal task cost in schedule, cmin – minimal task
cost in schedule.

E. variety (µ)

Reflects how resources are varied by their skills. The bigger
value means the project is more difficult to be scheduled
because tasks are more dedicated to resources (no other can
be assigned to the specified task). It is computed as follows:

µ =
q

m
(9)

Where: q – number of different skills existing in the project.
Important: each level of the same skill name is regarded as a
new skill.

F. universality (β)

States the average number of resource skills. The bigger
value means it is easier to schedule a project because resources
are more universal. It is computed as follows:

β =

m∑
i=1

Qi

m
(10)

Where: Qi – number of skills owned by i resource.

G. adjustment (π)

Shows how many resources available to be assigned in the
project are capable of performing tasks that are needed to be
performed. Ergo – how many resources can deal with each
task. The bigger value means it is more difficult to schedule
a project because resources are strictly adjusted to the tasks
by their skills covered, and skills needed. It is computed as
follows:

π =

Q∑
i=0

∆(qi) ∗ σ(∆(q))

max(∆(q1),∆(q2), ...,∆(qq)) ∗ q
(11)

Where:

∆(qi) =
|Qi − TQ(i)|

min(RQ(i), TQ(i))
(12)

Where: RQ(i) – number of resources covering skill i (nor-
malized by number of all resources (m) in the project).
TQ(i) – number of tasks, that require skill i to be performed
(normalized by number of all tasks (n) in the project).

4

132 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



H. Flexibility (θ)

The flexibility θ of the instance PS has been estimated as
the sum of a number of potential assignments of tasks to a
given resource divided by number of resources (n). It can be
stated as follows:

θ =

∑n
k=1 J̄

k

m
(13)

Where J̄k is the number of tasks that can be performed by
resource k, while m is the number of resources in a project.

Having discussed the usage of those estimations’ legitimacy,
each measure has been subjectively weighted and confirmed
by an experienced project manager (to determine their priority
in overall project’s difficulty measure). Having those weights
set up, the project’s (PF) difficulty measure function could be
defined as follows:

diff(PF ) = 8λ(PF ) + 9ν(PF ) + 3Φτ (PF )+

+3ΦC(PF ) + 6µ(PF )− 4β(PF ) + 7π(PF ) + 5θ(PF )
(14)

The bigger the value diff(PF ) is, the more difficult to
schedule the project is. Universality measure has been taken
with a negative value. It is because the bigger the universality
value is, the project is easier to schedule as resources are
more skill–flexible and can be assigned to more different tasks,
relaxing more skill constraints.

Depending on project manager preferences, weights as-
signed to given estimations could be changed, what would
influence on the overall diff(PF ) measure.

V. INSTANCES GENERATOR

The main goal of implementing the dataset instance genera-
tor is to provide other researchers the possibility to investigate
their methods not only on proposed dataset instances, but also
on some other that would be created individually by given
researcher. Dataset instance generator has been prepared for
MS–RCPSP but it can be easily adjusted to handle classical
RCPSP instances like PSPLIB [8]. It has been implemented
in JAVA programming language, using MPXJ1 library for
processing project files from MS Project. It can create project
definition not only in .mpp (XML) format, but also the simpler
(.def) one. The more detailed description of .def format
is available in Subsec. VI-A. Instances have been created
based on the real–life project instances got from international
entreprise (Volvo IT).

Instances generator is an element of resources developed in
our Intelligent Multi–Objective Project Scheduling Envi-
ronment2 platform. Besides instances generator, the platform
contains solution validator (see Subsec. VI-B), instances we
generated and used to verify our approaches and the best
found solutions for those instances in three above–mentioned
optimization modes: DO, BO, CO. Every solution is saved in

1http://mpxj.sourceforge.net
2http://imopse.ii.pwr.edu.pl

ready–to–use in MS Project .xml format, containing all tasks,
resources, skills, precedence relations and obtained schedule.

The general process of generation new instances could be
split into main steps:

1) Read and validate parameter values provided by the end
user

2) Define resources,
3) Define skills and assign them to resources,
4) Define tasks and precedence relations,
5) Assign resources if necessary,
6) Save project.
In the further parts of this section, following steps would

be described in detail. The pseudocode of the generator has
been presented in Alg. 1

Algorithm 1 Generator pseudocode
1: pool← ∅
2: #generate resources
3: for r ∈ K do
4: #generate resource
5: set standard salary(minSt,maxSt)
6: #set skills(ri)
7: q ← setNumSkills(min,max)
8: for j = 0; j < q do
9: set skill type from range(minST,maxST, qj)

10: set skill level from range(minSL,maxSL, qj)
11: if skill not exists(qj , pool) then
12: pool← pool.add(qj)
13: r ← addSkill(qj)
14: #generate tasks
15: for t ∈ J do
16: t← set duration(minDuration,maxDuration)
17: t← set skill(pool)
18: #generate relations
19: for i ∈ P do
20: relSource← rand(T )
21: relDest← rand(relSource, T,min,max)
22: relSource← addPredecessor(relSource)
23: if make assignments then
24: #assign resources [initial schedule builder]
25: for n ∈ J do
26: R← capable resources(n)
27: r′ ← rand(R)
28: assign(n, r′)
29: save result

A. Resources
The number of resources that would be generated is pro-

vided as a parameter for the proposed tool. For every generated
resource its standard rate salary is set as a random between
the minimal and maximal value (see Alg. 1, line: 5) set by the
end–user in the configuration of the generator.

B. Skills
Analogously to resource definition, the number of different

skill types is set by the end–user during the configuration. We
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declared 4 levels of the skill familiarity for given resource.
However, the end–user is also obliged to define how many
types of skills could be covered with given resource. It is
desired that number of skill types owned by resource would be
no greater than the number of skill types existing in the project.
Number of skill types is set randomly from the minimal
and maximal value (set by end–user). However, during recent
dataset instances generation, we decided to make the number
of skill types for every resource as a constant – minimal (min)
and maximal (max) number of skill types have been set as
the same value – line 7.

During skill generation process for given resource, a skill
type is selected from given range of types (line: 9) while skill
level is also selected from given scope (line: 10). We decided
to make four levels of skills as it covered the requirements
presented by project manager from the enterprise. If selected
skill is not available in skills pool, it is both assigned to the
resource and added to the skills pool (line 13). It provides that
skills required by any tasks to be performed would be selected
from the pool of skills that are owned by at least one resource
(line 17).

C. Tasks
Having resources, and skills covered by them defined, tasks

could be obtained. The number of tasks is set by the end–
user. What it more user also sets the duration scope of the
task (line: 16). Those are the bounds within the task duration
would be randomly set (line: 16). For the sake of generation
project instances for our research, we made an assumption that
task duration would be the number between 8 and 40 hours.
It reflects to the range between 1 and 5 days of any task’s
duration. The skill required by any task is selected from the
pool of available skills in given project instance (line: 17).

D. Precedence relations
One of the last steps during generation process is to define

the precedence relations. End–user defines the number of those
relations. S/he is also responsible for defining the general
scope of relations. It means, the bigger relations scope set,
the bigger distance between tasks is allowed in building the
precedence relations diagram (line: 21). In other words, setting
small relation scope could cause that resulted schedule would
contain precedence relations between tasks that have been
defined one by one or with slight distance (like task first
and third). However, if the relation scope would be set to
a bigger value, there could be relations in the final schedule
between some tasks defined in the beginning and the end of
the generation process (e.g. precedence relation between the
first and the last task defined).

The bigger the distance between source and destination task
is, the more complex the project instance critical path is. As
a consequence, duration–based optimization would potentially
be more difficult for such project instance.

E. Assign resource
Finally, the initial schedule could be built by assigning

resources to given tasks, preserving precedence and skill

constraints (lines: 26–28). Produced schedule would always
be feasible. The way how resources are assigned to tasks is
set randomly. Hence, if there is more than one resource that
can be assigned to given task, then generator could assign this
task in different ways in different executions of generation
process. Schedule is generated using the Serial Generation
Scheme [9], what provides that generated schedule would be
always feasible.

F. Save project to file
The last step in the process of generation an instance is

to save (line: 29) the resulted project. If user sets the output
file type to xml (mpp), then generator produces the result in
the format that could be easily loaded in Microsoft Project
tool. If user selects def output format or does not select any,
then the result would be saved in more compact format that
could be read by any text editor. If assign resources option has
been ticked, then tasks can have resources assigned. However
it regards only generating output only in xml (mpp) format.
The name of produced file relates to the name proposed by
the end–user in given text field in the configuration screen.

VI. DATASET SUMMARY

Due to evaluate not only the project schedule duration,
but also the cost of the schedule including skills domain, we
cannot use the standard PSPLIB benchmark dataset [8] in our
research; that does not contain any information about the task
performance cost. What is more, PSPLIB dataset instances do
not reflect the MS–RCPSP. Hence, we prepared the dataset,
containing 36 project instances, which have been artificially
created, in a base of real–world instances, got from the Volvo
IT Department in Wroclaw.

The dataset summary has been presented in the Table II.
There are two groups of created project instances: one contains
100 tasks and the second – 200 tasks as typical ones performed
in given international enterprise. Within each group, project
instances are varied by number of available resources and the
precedence relationship complexity. Number of resources for
instances from both groups were chosen in a way to preserve
constant average resource load and average task relations ratio
for given instances. The skill variety has been set up to 9
or 15 different skill types for each project instance while
any resource can dispose of exactly six different skill types.
Because of the different resources and relations number, the
scheduling complexity for each project is varied.

This dataset stands as an extension of dataset presented in
[18], [19], [20], and that is the reason some instances are
named with suffix Dx. This suffix refers to dataset instances
that have been previously created and presented in those
papers. Because of the extension the dataset, the need of
introducing more clear namesystem has arisen. Suffix has been
added to refer previously created files, keeping the naming
convention applied after dataset extension.

A. Project definition format (.def)
Because of changing the research’s approach to be more

generic, we decided to focus more on the dataset instances
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TABLE II
COMPLEXITY INDICATORS AND DIFFICULTY MEASURE FOR IMOPSE DATASET INSTANCES. PROJECT INSTANCES REGARDED AS THE MOST DIFFICULT TO

BE SCHEDULED ARE WRITTEN BOLD, WHILE THOSE ONES, WHO ARE INDICATED AS THE EASIEST TO SCHEDULE ARE WRITTEN ITALIC.

Dataset instance Features Indicators Difficulty
m n p q̄ λ ν Φd Φc µ β π θ

100 10 26 15 100 10 26 15 0.100 0.053 0.316 0.123 1.000 0.117 0.200 0.278 0.243
100 10 27 9 D2 100 10 27 9 0.100 0.062 0.316 0.412 1.000 0.087 0.102 0.417 0.267
100 10 47 9 100 10 47 9 0.100 0.095 0.314 0.182 1.000 0.087 0.094 0.437 0.259
100 10 48 15 100 10 48 15 0.100 0.097 0.313 0.125 1.000 0.113 0.263 0.292 0.263
100 10 64 9 100 10 64 9 0.100 0.129 0.321 0.129 1.000 0.083 0.176 0.453 0.277
100 10 65 15 100 10 65 15 0.100 0.131 0.321 0.137 1.000 0.120 0.179 0.281 0.256
100 20 22 15 100 20 22 15 0.050 0.044 0.317 0.119 1.000 0.075 0.116 0.263 0.221
100 20 23 9 D1 100 20 23 9 0.050 0.052 0.317 0.356 1.000 0.045 0.135 0.451 0.265
100 20 46 15 100 20 46 15 0.050 0.093 0.321 0.125 1.000 0.072 0.102 0.264 0.229
100 20 47 9 100 20 47 9 0.050 0.095 0.314 0.122 1.000 0.043 0.081 0.397 0.243
100 20 65 15 100 20 65 15 0.050 0.131 0.314 0.117 1.000 0.073 0.091 0.248 0.232
100 20 65 9 100 20 65 9 0.050 0.131 0.318 0.114 1.000 0.045 0.068 0.426 0.251
100 5 20 9 D3 100 5 20 9 0.200 0.043 0.315 0.503 1.000 0.133 0.147 0.480 0.296
100 5 22 15 100 5 22 15 0.200 0.044 0.317 0.207 1.000 0.140 0.250 0.325 0.275
100 5 46 15 100 5 46 15 0.200 0.093 0.320 0.243 1.000 0.153 0.345 0.281 0.296
100 5 48 9 100 5 48 9 0.200 0.097 0.315 0.294 1.000 0.140 0.213 0.376 0.291
100 5 64 15 100 5 64 15 0.200 0.129 0.322 0.197 1.000 0.147 0.176 0.294 0.276
100 5 64 9 100 5 64 9 0.200 0.129 0.315 0.149 1.000 0.133 0.176 0.391 0.285
200 10 128 15 200 10 128 15 0.100 0.064 0.314 0.115 1.000 0.117 0.136 0.130 0.218
200 10 135 9 D6 200 10 135 9 0.100 0.084 0.318 0.428 1.000 0.087 0.139 0.200 0.254
200 10 50 15 200 10 50 15 0.100 0.025 0.317 0.111 1.000 0.110 0.130 0.147 0.212
200 10 50 9 200 10 50 9 0.100 0.025 0.318 0.130 1.000 0.087 0.127 0.212 0.222
200 10 84 9 200 10 84 9 0.100 0.042 0.313 0.124 1.000 0.083 0.200 0.231 0.238
200 10 85 15 200 10 85 15 0.100 0.043 0.315 0.121 1.000 0.107 0.176 0.143 0.223
200 20 145 15 200 20 145 15 0.050 0.073 0.313 0.124 1.000 0.072 0.096 0.133 0.209
200 20 150 9 D5 200 20 150 9 0.050 0.093 0.315 0.386 1.000 0.043 0.055 0.228 0.238
200 20 54 15 200 20 54 15 0.050 0.027 0.314 0.119 1.000 0.070 0.102 0.124 0.200
200 20 55 9 200 20 55 9 0.050 0.028 0.315 0.115 1.000 0.045 0.226 0.230 0.233
200 20 97 15 200 20 97 15 0.050 0.049 0.315 0.118 1.000 0.073 0.116 0.123 0.206
200 20 97 9 200 20 97 9 0.050 0.049 0.314 0.116 1.000 0.045 0.078 0.206 0.212
200 40 130 9 D4 200 40 130 9 0.025 0.088 0.316 0.342 1.000 0.023 0.165 0.183 0.243
200 40 133 15 200 40 133 15 0.025 0.067 0.314 0.131 1.000 0.038 0.067 0.118 0.201
200 40 45 15 200 40 45 15 0.025 0.023 0.314 0.115 1.000 0.038 0.046 0.135 0.190
200 40 45 9 200 40 45 9 0.025 0.023 0.316 0.113 1.000 0.023 0.122 0.216 0.212
200 40 90 9 200 40 90 9 0.025 0.045 0.314 0.117 1.000 0.023 0.116 0.221 0.216
200 40 91 15 200 40 91 15 0.025 0.046 0.317 0.112 1.000 0.037 0.075 0.131 0.198

stored in .def format that is easier to maintain and use
by researchers. Hence we adopted instances created for MS
Project to more generic form.

It led to remove the summary tasks that are specific for MS
Project .mpp format. Summary tasks are used to group atomic
tasks into more complex (i.e. task called ’development’ could
be split to some atomic tasks: database structures creation,
development of business logic and development of user inter-
face). However, MS Project allows to use summary tasks as
predecessors for others. Therefore we multiplied precedence
relations by copying them from predecessor’s summary task
to all of tasks included by this summary one. As a result
new Dx instances have been created. Furthermore, some tasks,
represented as summary ones, have been removed from the
project. To be consistent with previous works, we keep names
of those files the same. Those files are provided with additional
description explaining the difference in number of tasks and
precedence relations between file name and file content.

Adjusted dataset instances with Dx suffix have smaller num-

ber of tasks. Number of precedence relations is significantly
bigger in all Dx instances. Roughly describing, it is more
than twice precedence relations as in former instances, while
number of tasks has been decreased in all instances in about
20% (about 20 tasks for instances with 100 tasks and 40 for
instances with 200 tasks).

We have also presented in Tab. II the values of pro-
posed complexity estimations. Finally, the overall complexity
measure, as an aggregation value of complexity estimations
components has been presented. Based on the overall com-
plexity value, the most complex projects in scheduling point
of view has been highlighted by bold. The overall complexity
measure has been computed according to the Eq. 14. Changing
weights of complexity estimations components would affect
the final complexity value for each dataset instance. Hence,
the complexity of each project could be different depending
on priorities set by project manager.

In our approach all universality estimations values are equal
to 1. It is because we made an assumption that every resource
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TABLE III
COMPARISON OF RESULTS OBTAINED FOR GREEDY ALGORITHM, SIMPLE HEURISTICS, ACO [14] AND HANTCO [14] FOR VARIOUS OPTIMIZATION

MODES FOR CALENDAR–CONSTRAINED DATASET INSTANCES (.mpp).

Dataset instance
DO CO

Heuristic Greedy ACO HAntCO Heuristic ACO HAntCO
Days Cost Days Cost Days Cost Days Cost Days Cost Days Cost Days Cost

100 10 26 15 37 126361 38 119336 32 124687 31 126216 85 70326 85 70326 85 70326
100 10 27 9 D2 38 44309 38 43438 34 44999 33 42199 129 26323 129 26323 129 26323
100 10 47 9 41 142759 40 135161 36 143100 34 140865 145 90992 145 90992 145 90992
100 10 48 15 36 135534 44 120664 33 133062 33 133495 85 87187 85 87187 85 87187
100 10 64 9 39 113124 43 117993 35 110643 33 113774 121 62102 121 62102 121 62102
100 10 65 15 40 152955 43 140782 35 150294 32 149185 98 106296 98 106296 98 106296
100 20 22 15 25 117493 24 112135 20 120949 19 123642 86 55240 87 55240 87 55240
100 20 23 9 D1 32 53154 32 50279 32 52119 23 53358 119 30104 121 30107 117 30104
100 20 46 15 28 138270 29 133739 25 138565 24 138568 75 68899 75 68899 75 68899
100 20 47 9 21 129160 28 140626 21 124817 18 134312 131 55197 131 55197 131 55197
100 20 65 15 32 110503 34 118569 27 109831 27 108991 69 57085 69 57085 69 57085
100 20 65 9 25 127149 24 124291 23 130934 21 126659 114 59736 114 59736 114 59736
100 5 20 9 D3 57 40539 55 40958 50 41029 53 40811 167 30164 167 30164 167 30164
100 5 22 15 63 119266 77 128354 60 119434 60 119158 86 109111 86 109111 86 109111
100 5 46 15 75 202238 80 202607 67 204110 67 204730 125 184409 125 184409 125 184409
100 5 48 9 72 193383 78 196893 62 191712 62 191888 130 175225 130 175225 130 175225
100 5 64 15 71 141407 66 141882 62 144972 61 143956 141 109091 141 109091 141 109091
100 5 64 9 71 102439 67 107014 61 102777 61 101297 173 72848 173 72848 173 72848
200 10 128 15 71 180812 78 198378 62 178264 60 178375 159 134425 143 136551 143 136551
200 10 135 9 D6 216 105593 216 93426 216 99375 186 103561 256 71986 274 72036 270 71986
200 10 50 15 66 189660 75 183673 63 191856 62 190956 167 84308 167 84308 167 84308
200 10 50 9 66 251158 70 250732 65 250075 64 250850 318 105198 318 105232 318 105198
200 10 84 9 70 224121 66 222976 69 226666 66 222655 338 117543 316 117754 318 117543
200 10 85 15 65 304277 68 301357 61 306949 62 302064 215 195820 215 195820 215 195820
200 20 145 15 36 275983 46 277097 36 278199 35 272504 158 143497 152 143688 158 143497
200 20 150 9 D5 183 92821 183 95667 186 91461 177 92567 337 51496 296 51678 345 51496
200 20 54 15 37 295786 41 290656 39 299993 34 298822 125 161412 131 161614 125 161412
200 20 55 9 37 230150 37 232766 38 231094 36 223879 332 70057 250 72176 332 70057
200 20 97 15 49 290399 69 346527 42 280951 42 277860 171 156951 169 157202 171 156951
200 20 97 9 35 273378 43 282379 37 275819 35 278797 169 98480 150 99901 169 98480
200 40 130 9 D4 112 101879 112 90907 112 94488 108 104965 214 46133 205 48419 216 46275
200 40 133 15 24 276456 23 279170 27 281933 24 279073 155 97345 131 99329 144 97345
200 40 45 15 31 260738 32 269623 25 248717 23 256687 213 87955 161 91010 213 87955
200 40 45 9 22 270758 23 276416 26 273632 25 270428 334 77236 179 94142 315 82192
200 40 90 9 24 290028 20 294909 26 287694 24 298340 285 80732 142 96312 247 84038
200 40 91 15 19 249909 35 250843 25 257927 23 241492 184 86476 132 88616 184 86476

has the same number of different skills and this is also the
maximal number of potential skills covered by resource, used
in normalization. If we decided to make the number of skills
covered by resource various, depending to given resource, then
the universality estimation values would not be always equal
to 1.0.

B. iMOPSE Solution Validator

We released also an additional tool to validate generated
solutions in case of preserving all constraints defined in MS–
RCPSP. Such validator is available on the iMOPSE project
website3. Validator checks whether all tasks have any resource
assigned (assignments validation), final schedule is conflict–
free (conflicts validation), any task having predecessors is set
to be started after all its predecessors would be finished (prece-
dence relations validation) and whether any task has resource
assigned that is capable of performing it (skill validation).

Validator shows not only the validation results but also the
quality the validated solution – its duration measured in hours
and cost measured in some currency units. If some validation
rules are broken, they are shown to end–user.

Validator is compatible with .def project definition format.
For further information how to use the validator, please refer

3http://imopse.ii.pwr.edu.pl

to documents related with the tool – User’s Manual or Case
study – available on iMOPSE Platform.

VII. EXPERIMENTS AND RESULTS

The main goal of conducted experiments was to link and
compare both (.mpp [14] and .def based) approaches, consid-
ering the impact of calendar restrictions.

We decided to use simple duration– and cost– oriented
heuristic [20], greedy algorithm and compare them with ACO
and HAntCO approaches described in [14]. Furthermore,
greedy algorithm and simple heuristics have been used to
schedule .def dataset instances.

However, proposed heuristic and greedy approaches for
cost optimization turned out to become the same method.
Therefore, presented results are divided into main two parts
regarding optimization modes: duration optimization (ωτ = 1)
and cost optimization (ωτ = 0). Each of those main part is also
divided for three parts in cost optimization (heuristic, ACO,
HAntCO) and four parts in duration optimization (heuristic,
greedy, ACO, HAntCO).

Table III presents the obtained results for both optimization
modes using both proposed methods (simple heuristic and
greedy algorithm). It also contains results obtained by ACO
and HAntCO approaches described in detail in [14]. This
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table presents optimization results for dataset instances with
calendar restrictions (.mpp).

Greedy algorithm is a method that works iteratively. In every
step of greedy scheduling, one task is added to the schedule.
The decision, which task to which resource should be assigned
in given algorithm step is made based on the current partial
schedule. In other words: in a given step, currently best task–
to–resource assignment option is chosen and the next step is
performed until all tasks would be scheduled. Classical greedy
algorithm assumes possibility to analyse not only current state
of the partial schedule, but also to investigate several further
steps. In that approach combinations of several tasks are
analysed and the best one, containing given number of tasks–
to–resource assignments is selected and added to the partial
schedule. However, in our approach we discuss only current
schedule state, omitting the analysis of several assignments.
Therefore, number of steps of proposed greedy algorithms
would be always equal to the number of tasks in a project.

For duration oriented optimization mode, greedy algorithm
analyses which task should be added to make the partial
schedule the shortest. For cost-oriented optimization mode, the
criteria of selecting tasks bases on the cost of the assignment
given task to given resource. For every task, various resources
are analysed to be assigned, and the cheaper one is chosen.

In cost-oriented optimization mode, both greedy algorithm
and simple heuristic (Resource Salary based [20]) works
according to the same schema, described above. However, for
the duration–oriented optimization, heuristic and the greedy
algorithm differs in details. In the greedy algorithm task is
assigned to given resource and then added to the partial sched-
ule then conflicts are fixed and finally the project duration
is computed. In simple heuristic (Successors List Size based
[20]) firstly the resource that would be the earliest free (not
assigned to any task) is selected. Then task is assigned to this
found task while its start time is set just after then end of the
last of tasks previously assigned to given resource. It allows to
build feasible schedule without the necessity of fixing conflicts
as the method is the resource conflict–free.

Taking into account results gathered in the Tab. III we can
conclude that for duration optimization method, the HAntCO
outclassed other methods, provided the best results in 28 of 36
cases (78%). ACO turned out to be the best method for 6 cases
(16%), while greedy gave best results in 3 of 36 cases (8%)
and heuristic was the most suitable in 2 of 36 cases (6%).

For cost optimization method, simple heuristic gives the
best result for almost all of dataset instances (34/36, 94%).
However, for remaining two instances heuristic also provided
solution with the smallest cost, but the schedule duration was
bigger than for other method (HAntCO). For most of the
instances (32/36, 89%) HAnt-CO provided the same, best re-
sult than obtained from heuristic. ACO–approach provided the
same, best results in 18/36 (50%) cases. The most interesting
fact for cost optimization is that ACO provided best results
mostly for dataset instances containing 100 tasks - 17/18 cases
(94%) and only once for dataset instances containing 200 tasks
(6%).

In the Tab. IV we compiled the summary of obtained
best results for classical optimization methods - heuristics
and greedy algorithm for instances not regarding calendar
restrictions (.def ). It can be also found in the iMOPSE website.
As we are oriented to use .def format in further research,
obtained project schedules are measured by hours rather than
days as it has been so far, in .mpp format. Obtained results
stand as a benchmark for further research when using .def
format. On the other hand, Tab. III is still regarded as a
benchmark for methods working on .mpp format.

TABLE IV
SUMMARY OF BEST OBTAINED RESULTS FOR DATASET INSTANCES NOT

REGARDING CALENDAR CONSTRAINTS (.def ).

Dataset instance Heuristic CO Heuristic DO Greedy CO
Hours Cost Hours Cost Hours Cost

100 10 26 15 728 71616 316 125073 370 130315
100 10 27 9 D2 1184 26771 334 44319 646 42984
100 10 47 9 1224 92771 310 144840 549 162642
100 10 48 15 766 88794 325 138845 344 139761
100 10 64 9 1028 63279 324 117759 533 124897
100 10 65 15 831 108239 285 152669 426 173754
100 20 22 15 756 56151 162 121561 353 98621
100 20 23 9 D1 1219 30643 247 52436 617 63210
100 20 46 15 639 70061 231 142962 394 140994
100 20 47 9 1114 56190 179 130612 390 119462
100 20 65 15 582 58134 298 111130 310 125081
100 20 65 9 964 60954 174 127260 408 147952
100 5 20 9 D3 1408 30728 523 40976 625 38725
100 5 22 15 723 111189 537 120039 630 121369
100 5 46 15 1054 187623 658 207810 693 212261
100 5 48 9 1092 178346 580 196221 779 191888
100 5 64 15 1195 111388 574 146661 640 149635
100 5 64 9 1506 74199 567 109518 597 101062
200 10 128 15 1217 139149 537 179335 780 213091
200 10 135 9 D6 2581 73207 1079 105604 1426 105196
200 10 50 15 1414 86008 549 190555 763 190981
200 10 50 9 2681 106986 536 251903 817 239238
200 10 84 9 2702 119500 589 231457 999 232937
200 10 85 15 1813 199585 545 314599 706 346573
200 20 145 15 1331 146303 293 280623 480 280774
200 20 150 9 D5 3024 52542 1232 94355 1930 116179
200 20 54 15 1054 164142 306 299677 488 322627
200 20 55 9 2809 71262 280 233960 999 276513
200 20 97 15 1491 159680 347 294938 680 324041
200 20 97 9 1515 100421 304 279894 816 301723
200 40 130 9 D4 2038 47050 586 104261 1710 121485
200 40 133 15 1282 99266 183 285299 512 270201
200 40 45 15 1807 89642 267 266970 616 269754
200 40 45 9 2781 79979 198 273818 821 218708
200 40 90 9 2405 82177 173 292873 963 300258
200 40 91 15 1560 88233 179 250005 519 278582

Results obtained in the Tab. IV show that SLS [20] heuristic
provides better results in DO mode in all of 36 dataset
instances. It clearly shows that SLS heuristic is definitely better
optimization method than greedy algorithm in this problem.

However the project definitions are compatible to each
other between .def and .mpp formats, there are some small
differences in cost result in CO, using the same method. It
is because of the adjustment made when transferring .mpp
to .def format. For the sake of simplicity, task’s duration in
.def has been rounded up to the integer values. It lead to the
differences, because cost of performing project is a sum of
each task’s performance cost. While task’s performance cost
is computed as a multiplication of task duration and assigned
resource’s salary. As a result of rounding up, cost of each
task has increased slightly, even though the same resource is
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assigned to it. Therefore the overall cost is slightly bigger for
solutions obtained for .def files.

VIII. CONCLUSIONS AND FURTHER WORK

In this paper some novel difficulty indicators for instances of
Multi–Skill Resource–Constrained Project Scheduling Prob-
lem have been presented. Furthermore the extended dataset
has been presented and suggested as a benchmark for this
problem, as no other benchmark dataset can be found that
satisfies proposed constraints. Furthermore, those instances
have been scheduled using greedy algorithm, to provide an
initial platform for comparing results obtained by various
researchers.

Proposed complexity estimations stand some first step in
project scheduling data analysis. Guessing the project com-
plexity could be helpful in parameters’ tuning for various
optimization methods. As more complex / difficult to schedule
project is, the optimization process would potentially last
longer for the same parameter configuration than for other
instances. Hence, the decision maker could decide to change
the parameters, e.g. by decrease number of method iterations.
We managed to make those observations sure in our EA–based
approach, where building schedule for the project with suffix
D2 generally lasts longer than for the project with suffix D1.

The goal of presenting the dataset instance generator is
to allow and encourage other researchers to focus on the
problem and possible solutions and methods we propose. We
still believe there is a lot to investigate and research. What is
more, the dataset instance format we propose is very common
in many industries, as the MS Project is a common standard.

We are also on the point of investigating approaches concen-
trated to different multi–objectiveness handling methods. Most
of them we analyse are based on Pareto–front (like NSGA-II
[22], [17] or other methods). One of the goals is to find a
way how to provide a set of non–dominated results to the
project manager, to delegate the matter of making decision
which of those proposed solutions is the best, according to the
specificity of the company it regards. E.g. in some industries
the aim is to finish the project as soon as possible while in
some others the most important is to perform it in the cheapest
way. Still we would like to give the choice from a pool of some
solutions.
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Abstract—The goal of this paper is to describe the approach for
automatic identifying human organs from a medical CT images
and discuss results of its comparison to different classification
methods. The main premise of this approach is the use of data
sets together with the relevant domain knowledge. We test our
approach on multiple CT images of chest organs (trachea, lungs,
bronchus) and demonstrate usefulness and effectiveness of the
resulting classifications. The presented approach can be used to
assist in solving more complex medical problems. Keywords: CT
images, concept approximation, classifiers, decision trees, med-
ical object recognition, object classification, domain knowledge,
organs identifying, medical system

I. INTRODUCTION

A DESIGN of human–machine interface is the most impor-
tant aspect of computer aided interpretation of medical

image exams. Assists include decision support, reminder and
navigation techniques to help avoid diagnosis errors, content-
based data mining capabilities, and access to reference li-
braries. Human–machine systems should take advantage of
computer capabilities to increase physicians interpretation
capabilities [1].

An automatic identification of medical objects visualized
by Computed Tomography (CT) imagery (e.g., organs, blood
vessels, bones, etc.), without any doubt, could be useful, to
support solving many complex medical problems using com-
puter tools. Our approach is based on a two-level classifier. On
the lower level, our approach uses a classical classifier based
on a decision tree that is calculated on the basis of the local
discretization (see, e.g., [2], [3]). This classifier is constructed
and based on the features extracted from images using methods
known from literature (see [4], [5] for more details). At a
higher level of our two-level classifier, a collection of advisers
works that is able to verify actions performed earlier by the
lower-level classifier. This is possible by using domain knowl-
edge injected to advisers. Each of the adviser is constructed
as a simple algorithm based on a logical formula, that on
input receives selected information extracted from a tested

This work was partially supported by the Polish National Science Centre
grant DEC-2013/09/B/ST6/01568 and by the Centre for Innovation and
Transfer of Natural Sciences and Engineering Knowledge of University of
Rzeszów, Poland.

image and a decision returned by the lower-level classifier, and
the output returns confirmation or negation for the suggestion
generated by the lower-level classifier. It consists in the fact,
that in a situation where the decision taken by the lower-level
classifier, is clearly incompatible with domain knowledge, the
adviser suggests to refrain from taking a decision. Thanks to
this, increases the accuracy of such the two-level classifier,
with a slight decrease in its coverage. To illustrate the method
and to verify the effectiveness of presented classifiers, we have
performed several experiments with the data sets obtained
from Second Department of Internal Medicine, Collegium
Medicum, Jagiellonian University, Krakow, Poland.

In the Section II, we describe the problem of medical image
understanding. Second section present conception of design a
system for automatic medical objects classification. Finally, we
present the complete structure of two-level classifier, results
of the comparison to other classification methods performed
on medical data sets for the automatic classification of chest
organs (see Section IV).

II. MEDICAL IMAGE UNDERSTANDING

A process of radiological interpretation generally includes
the understanding of medical image content resulting in recog-
nition of possible pathology symptoms, most often called
detection, and assessment of comprehensive image information
in a context of current clinical case-knowledge. It involves
image-based detection of disease, defining disease extent,
determining etiology of the disease process, assisting in de-
signing of the clinical management plans for the patient, based
on imaging findings, and following response to the therapy [6].

The other area of application of the automatic image under-
standing technique is deep and requires a detailed analysis of
particularly difficult images, especially in case of doubts and
difficulties in deciding on final diagnosis. A very important
difference between all traditional methods of automatic image
processing (or recognition) and the new paradigm for image
understanding is that there is one directional scheme of the
data flow in the traditional methods; there are two-directional
interactions between signals (features) extracted from the
image analysis and expectations resulting from the knowledge

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 139–143

DOI: 10.15439/2015F407
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 139



of image contents, as given by experts (physicians). The results
of all analyses of medical image characteristics and objects
visible in them, generated by computers, allow the physician
to base his/her reasoning on much more reliable and quan-
tifiable premises than just a visual assessment of that image,
improving both the effectiveness of his/her activities, and
the feeling of reliability and security. Finally, the increasing
acceptance of techniques for the automatic recognition and
classification of biological objects distinguished in medical
images can help the doctor make the right diagnostic decisions,
although these techniques sometimes require the doctor to be
able to critically assess the automatically suggested categories,
as every recognition technique carries some level of error,
while nothing excuses the doctor’s personal responsibility for
his/her decisions [7].

Medical image analysis is one of the areas of computer vi-
sion where domain knowledge plays a very important role, be-
cause localized pixel information obtained from CT images is
often ambiguous and unreliable [8]. The history of knowledge-
based medical image analysis is older than the history of
practical usage of CT imaging. One of the early studies in
knowledge based medical image analysis was done by Harlow
and Eisenbeisc [9] on radiographic image segmentation, when
CT imaging was not yet available in hospitals. They proposed
a top-down control system using a trees structured model
description containing knowledge about locations and spatial
relations of parts/organs of the human body. In his thesis
work, Selfridge [10] discussed image understanding systems
in general and divided the causes of difficulties into problems
of model selection, segmentation techniques, and parameter
setting [8].

We conclude that the automatic detection of organs is the
first step to understand medical images and it is necessary to
begin the process of proper medical diagnosis support. To un-
derstand the CT image correctly, a computer should detect and
recognize all medical objects located on the image by using
domain knowledge. The knowledge about objects located in
the medical image, allows the correct identification of areas
related to various medical problems. To understand medical
image correctly, a computer should detect and recognize quite
correctly all medical objects located on the image by using
domain knowledge (extremely challenging task even for a
man).

III. CONCEPTION OF DESIGN A SYSTEM FOR AUTOMATIC
MEDICAL OBJECTS CLASSIFICATION

A. A general description

In order to understand the medical images, it is important to
create a tool for understanding the interior of the human body
on different levels of abstraction and tracking of interaction
between the observed medical objects. The main issues to be
addressed include problems with the quality of the medical
image data, problems with domain knowledge descriptions
and problems with modeling and exploration of the human
body, which is very complex. The system should include the
assumptions, such that the system should support work of

doctors (not replace), expert always decide, system should
allow for future sharing of knowledge and should naturally
communicate in order to exchange knowledge (speech).

B. ”Low-Level” features (LLF)

There is no ”ideal set of features” which characterize the
object. Features are selected individually depending on the
recognized objects. In the computer analysis of the images,
extracted features from the image, can be assigned to one
of the categories, such as non-transformed structural charac-
teristics (e.g.moments, power, amplitude information, energy,
etc.),transformed structural characteristics (e.g.frequency and
amplitude spectra, subspace transformation methods, etc.),
structural descriptions (formal languages and their grammars,
parsing techniques, and string matching techniques) and graph
descriptors (e.g.attributed graphs, relational graphs, and se-
mantic networks) described in detail in [4] and [5]. In this
publication we call these features as Low-Level Features
(LLF). In total, for the purposes of the experiments we define
18 LLF features (see Table I).

TABLE I
”LOW-LEVEL” FEATURES

Name Description
DT Distance to the first image in the series (mm)

SIZE Object size
WIDTH Object width

HEIGHT Object heihgt
DFL The distance from the object to the left edge of the image
DFT The distance from the object to the top edge of the image
R1 Size of the object located in the region R1
R2 Size of the object located in the region R2
R3 Size of the object located in the region R3
R4 Size of the object located in the region R4
R5 Size of the object located in the region R5
R6 Size of the object located in the region R6
R7 Size of the object located in the region R7
R8 Size of the object located in the region R8
R9 Size of the object located in the region R9

CIRCUIT Object circuit
TFACTOR Object thickness factor
SFACTOR Object shape factor

C. ”Domain Knowledge” Features (DKF)

To understand the image, it is also necessary to define the
additional features that will define the acquired domain knowl-
edge from experts. We call these features Domain Knowledge
Features (DKF). DKF can be assigned to one of the categories,
such as:

• features used to describe domain knowledge about the
number of objects that surround an analyzed object,

• features used to describe domain knowledge about the
distance from analyzed object to surrounding objects,

• features used to describe domain knowledge about the
size of objects that surround an analyzed object,

• features used to describe domain knowledge about posi-
tion of an object.
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In total, for the purposes of the experiments we define 13
DKF features (see Table II).

TABLE II
”DOMAIN KNOWLEDGE” FEATURES

Name Description
CENTER Center of the object region (e.g.R1, R2 . . . )

OIL The number of objects on the right side
OIR The number of objects on the left side
OIA The number of objects above
OIB The number of objects below

DTNLO Distance to the nearest object on the left side
DTNRO Distance to the nearest object on the right side
DTNAO Distance to the nearest object above
DTNBO Distance to the nearest object below
SNLO The size of the nearest object on the left side
SNRO The size of the nearest object on the right side
SNAO The size of the nearest object above
SNBO The size of the nearest object below

OIL OIR … DTNLO DTNRO … SNLO SNRO … CENTERDECISION

1 0 4 … 0 4 … 0 134 … R5 RL

2 1 3 … 70 40 … 1256 120 … R5 RB

3 2 2 … 40 90 … 134 540 … R5 LB

4 3 1 … 90 20 … 120 678 … R8 LL

5 4 0 … 20 0 … 540 0 … R6 LL

1

5

2

3

4

Fig. 1. Examples of ”domain knowledge” features extraction

D. Medical data

Our experiments were carried out on the data obtained from
the clinical hospital Jagiellonian University Medical College
in Kraków (the patients were diagnosed with asthma). The
entire data set counted 26 patients (19 woman, 7 man). The
average age of patients was 58.12 years (st.dev. 6.78 years,
age range from 47 to 70 years). In all patients, volumetric
CT torso scans were performed at both full inspiration and
expiration with using 16-channel multi-detector CT scanner

Toshiba (manufacturer’s model name: Aquilion). The acquired
data were reconstructed using a kernel (FC86) with 1 mm
increments. Images were stored in the Digital Imaging and
Communications in Medicine (DICOM) format. For each
patient was taken 300 to 400 images (full inspiration) with
a resolution of 512x512 pixels. The total size of the data set
for the experiment count 9655 CT images.

From all images we select every fifth image (20% of
all images, 5mm increments) to pre-processing. As a result
of the segmentation process, we acquired 7491 objects for
experiments. For all the objects we set LLF and DKF features,
further all objects are classified by an expert to one of the 7
classes (chest organs) presented in the Table III.

TABLE III
OBJECT CLASSES

Class Object Number
TR Trachea 671 (8,96%)
RL Right lunge 1621 (21,64%)
LL Left lunge 1616 (21,57%)
RB Right main bronchi 190 (2,54%)
LB Left main bronchi 211 (2,82%)

LL+RL Object by gluing the left and right lungs 55 (0,73%)
OT Other objects 3127 (41,74%)

The entire data set was divided 20 times randomly into two
sets - a set with training data and a set with test data (around
70% of the data getting into a training set - 18 patients, other
(around 30%) into test set - 8 patients). All the experiments
we conducted on these datasets.

IV. EXPERIMENT RESULTS

To verify the effectiveness of classification we prepare four
methods. With using training data we built a classifier, which
has been tested on test data. We designed a classifier to
the automatic classification of chest organs. In method four
we have implemented the two-level classifier in the IMPLA
(Image Processing Laboratory), which is a continuation of
the RSES-lib library (forming the kernel of the RSES system
[11]), in the field of image processing. The IMPLA has de-
veloped recently in Interdisciplinary Centre for Computational
Modelling, University of Rzeszów, Poland.

A. Method 1

Method 1 is a method based on the decision tree with
local discretization (LLF features, the quality of a given cut
is computed as a number of objects pairs discerned by this
cut and belonging to different decision classes, see, e.g., [2],
[3]). The method gave good results. Diagram of this method
presented on Figure 2.

B. Method 2

The second method was similar to the method 1 and based
on the decision tree with local discretization. This method has
used both LLF and DKF features.
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a1 a2 a3 … an D

1 34,5 0 … 1 TR

2 21 0 … 1 TR

2 17,2 1 … 1 TR

… … … … … …

LLF Features The observed organ

Training table

Classifier

K1
Decision

a1 a2 a3 … an D

1 34,5 0 … 1 TR

2 21 0 … 1 TR

2 17,2 1 … 1 TR

… … … … … …

Test table

Fig. 2. Diagram of method 1: The decision tree with local discretization

C. Method 3

Method 3 was similar to the method 1 and based on the
decision tree with local discretization. This method has used
only DKF features.

D. Method 4

a1 a2 a3 … an D

1 34,5 0 … 1 TR

2 21 0 … 1 TR

2 17,2 1 … 1 TR

… … … … … …

LLF Features

The observed organ

Training table

Classifier

K4

Decision

a1 a2 a3 … an b1 b2 b3 … bn D

1 34,5 0 … 1 TR

2 21 0 … 1 TR

2 17,2 1 … 1 TR

… … … … … …

LLF Features DKF Features

Verification of 

decision (decision

suspension)

Test table

Advisers

Fig. 3. Diagram of method 4: Two-level Classifier with ”advisers”

Method 4 is a method based on two-level classifier with
”advisors” (Figure 3). In this approach classification decision
is dependent on suggestions of domain knowledge advisers.
DKA suggest decisions based on domain knowledge e.g.”Left
lung is located on the right side of medical image”, ”Object
located on the left side of medical image is probably not a left
lunge”. We prepare 15 DKA for all chest organs. Advisers are
divided into two groups:

• YES advisers - Advisers to advise on YES e.g.”yes, this
is probably the left lung” (6 DKA),

• NO advisers - Advisers to advise on NO e.g.”no, this is
probably not the left lung” (9 DKA).

Verification was followed on the basis of the DKF features
e.g.if object center is located in region R3, R6 or R9 then YES
adviser for right lunge take false decision. Advisers suggest

what should be a decision (YES advisers) or suggested what
should not be a decision (NO advisers). If any of the advisors
suggested otherwise than the classifier (in some sense, the
low-level classifier), decision was suspended (see [12]). All
the decisions taken by the DKA pause the classifier decision
where decisions are different. This is the direct reason for the
decline coverage of the analyzed objects. By using domain
knowledge we have obtained an improvement in the automatic
classification of each chest organ. We presented the results of
the experiments in the Table IV.

TABLE IV
COMPARISON OF THE RESULTS TRAIN&TEST (METHODS 1,2,3 AND 4)

Method 1 Method 2

Object Acc St.Dev. Acc St.Dev.
TR 94,00% 3,61% 93,97% 4,99%
RL 97,31% 0,98% 97,56% 0,83%
LL 97,64% 0,92% 97,56% 1,11%
RB 78,55% 6,04% 78,12% 4,97%
LB 76,77% 6,00% 75,74% 8,80%

LL+RL 87,95% 24,01% 86,82% 23,94%
OT 94,73% 1,76% 94,76% 1,23%

Method 3 Method 4

Object Acc St.Dev. Acc St.Dev. Coverage
TR 79,61% 6,45% 99,90% 1,02% 94,58%
RL 81,66% 2,89% 98,32% 0,61% 99,27%
LL 80,73% 3,96% 98,44% 0,50% 98,82%
RB 60,77% 11,65% 88,19% 4,06% 85,52%
LB 49,33% 7,63% 85,04% 5,06% 88,76%

LL+RL 22,38% 23,03% 97,92% 3,50% 94,09%
OT 75,12% 2,07% 96,40% 1,27% 97,57%

E. Comparison of classifiers by different paradigms

In Table V we give the results of experiments in applying
different classification methods to our data. Those methods
were developed in the following systems well known from
literature: WEKA [13] and RSES [11]), and our Method 1 and
4. The coverage of all WEKA tested methods was equal 1.0
(every object was classified, without DKA). DKA approach
can be used in the future in all presented WEKA methods.
We used the various settings for C4.5 (WEKA) and k-NN
(WEKA) methods. In Table V we presented the results of
the best our approach. Tested methods gives different results
depending on the class of decision.

Experimental results showed that the presented method of
automatic classification of each chest organ gives good results
and the results are comparable with results from other systems.

V. CONCLUSIONS AND FURTHER WORKS

The results of experiments performed on medical data sets
indicate that the presented approach seems to be promising.
The use of domain knowledge significantly improved the
quality of the medical object identification. The next steps
will focus on the use of time dependencies between medical
images (object tracking in time) and the addition of a classifier
resolving conflicts between advisers.

142 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



TABLE V
COMPARISON RESULTS OF ALTERNATIVE CLASSIFICATION SYSTEMS
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TR
ACC 94,00% 98,90% 95,31% 97,92%
STD 3,61% 1,02% 3,82% 1,68%
COV 100% 94,58% 100% 100%

RL
ACC 97,31% 98,32% 98,30% 99,23%
STD 0,98% 0,61% 0,92% 0,47%
COV 100% 98,82% 100% 100%

LL
ACC 97,64% 98,44% 97,81% 99,08%
STD 0,92% 0,50% 0,98% 0,62%
COV 100% 98,82% 100% 100%

RB
ACC 78,55% 88,19% 80,79% 88,70%
STD 6,04% 4,06% 8,33% 2,92%
COV 100% 85,52% 100% 100%

LB
ACC 76,77% 85,04% 79,80% 81,90%
STD 6,00% 5,06% 6,82% 6,14%
COV 100% 88,76% 100% 100%

LL+RL
ACC 87,95% 97,92% 95,06% 93,90%
STD 24,01% 3,50% 10,61% 10,64%
COV 100% 94,09% 100% 100%

OT
ACC 94,73% 96,40% 95,48% 95,11%
STD 1,76% 1,27% 0,82% 1,56%
COV 100% 97,57% 100% 100%
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TR
ACC 96,27% 93,03% 98,76%
STD 0,70% 1,89% 1,14%
COV 100% 100% 100%

RL
ACC 92,59% 89,58% 98,79%
STD 1,21% 0,80% 0,52%
COV 100% 100% 100%

LL
ACC 93,75% 90,70% 98,39%
STD 0,92% 0,70% 0,78%
COV 100% 100% 100%

RB
ACC 95,09% 0% 86,46%
STD 3,66% 0% 4,50%
COV 100% 100% 100%

LB
ACC 96,64% 0% 81,37%
STD 2,07% 0% 6,66%
COV 100% 100% 100%

LL+RL
ACC 100% 94,63% 96,78%
STD 0% 9,13% 8,32%
COV 100% 100% 100%

OT
ACC 80,58% 97,01% 97,28%
STD 2,99% 1,32% 1,08%
COV 100% 100% 100%

The presented approach can be used in the future to support
solving more complex medical problems. We plan to use
the results of research, among other things, to treatment of
an asthmatic airway remodeling (see, e.g., [14] for more
details) and develop more advanced methods of using domain
knowledge to construct more effective classifiers.
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Abstract—Spatial information describes the relative spatial
position of an object in a video. Such information may aid several
video analysis tasks such as object, scene, event and activity
recognition. This paper studies the effect of spatial information
on video activity recognition. The paper firstly performs activity
recognition on KTH and Weizmann videos using Hidden Markov
Model and k-Nearest Neighbour classifiers trained on Histogram
Of Oriented Optical Flows feature. Histogram of Oriented Optical
Flows feature is based on optical flow vectors and ignores any
spatial information present in a video. Further, in this paper,
a new feature set, referred to as Regional Motion Vectors is
proposed. This feature like Histogram of Oriented Optical Flow
is derived from optical flow vectors; however, unlike Histogram
of Oriented Optical Flows preserves any spatial information in
a video. Activity recognition was again performed using the two
classifiers, this time trained on Regional Motion Vectors feature.
Results show that when Regional Motion Vectors is used as the
feature set on the KTH dataset, there is a significant improvement
in the performance of k-Nearest Neighbour. When Regional
Motion Vector is used on the Weizmann dataset, performances
of the k-Nearest Neighbour improves significantly for some of
the cases and for the other cases, the performance is comparable
to when oriented optical flows is used as a feature set. Slight
improvement is achieved by Hidden Markov Model on both
the datasets. As Histogram of Oriented Optical Flows ignores
spatial information and Regional Motion Vectors preserves it, the
increase in the performance of the classifiers on using Reginal
Motion Vectors instead of Histogram of Oriented Optical Flows
illustrates the importance of spatial information in video activity
recognition.

I. INTRODUCTION

SPATIAL information describes the physical position of an
object and its spatial relationship to other objects. It plays

a crucial role in video activity recognition and may be very
useful in differentiating between static and mobile activities.
Mobile activities are activities where a person performing the
activity moves along the field of view and static activities are
activities where the person performing the activity remains
at one place. Spatial information provides the position of a
person and thus considering spatial information while activity
recognition is expected to aid differentiation between static and
mobile activities.

The importance of spatial information has also been studied
by a group of researcher in Amsterdam [1]. According to them,
the spatial extent of an object depends on the object to be
classified itself. Spatial extent captures contextual information
and for some objects the spatial extent is the whole scene
whereas for some the extent is to a specific rigid boundary.

For identifying functionalities such as walking or jumping, the
more the context, the better it is. For identifying objects such
as a car, a plane or a bus, the context is the object only.

In video activity recognition literature spatial information is
often captured by various local space-time features as defined
in [2], [3], [4], [5], [6], [7], [8], [9], [10], [11] and [12]. These
local space-time features capture frame-wise spatial informa-
tion by first detecting interest points with either interest point
detectors (Harris detector, Hessian detectors, edge detector,
corner detectors) or various sampling methods (dense sampling
[13] or motion adaptive sampling [14]) for each frame, then
spatio-temporal regions are defined around all the detected
points in each frame and finally the spatio-temporal regions
are described using one of the local space-time features. Other
attempts to capture spatial information is contextual bag of
words (CBOW) [15] and BOW with spatial pyramid [16]. Both
[15] and [16] are extensions of the bag of words(BOW) feature
set. BOW is a frequency based feature set which was initially
used for text classification where it represents the occurrence of
words in a text document. It has now been adapted in computer
vision where it represents a video by counting the occurrence
of a visual word in the video. Thus, BOW is a frequency based
descriptor and it ignores any spatial relationship between the
visual words. The extensions [15] and [16] were proposed to
incorporate the missing spatial relationship explicitly in BOW.

Following the local space-time approaches this paper pro-
poses a new feature set to preserve spatial information in
activity recognition data. The new feature set, referred to
as regional motion vectors (RMV), is based on optical flow
vectors. Evaluation of the new set on KTH videos shows signif-
icant improvement in classification accuracy when compared
with histogram of oriented optical flows (HOOF), an existing
optical flow based feature set which does not preserve spatial
information. The new feature set has also been assessed on the
Weizmann dataset.

The next section (Section II) explains the proposed method-
ology, followed by the similar work section (Section III), the
experimental setup section (Section IV), the results section
(Section V), the conclusion (Section VI) section and finally
the future works section (Section VII).

II. PROPOSED METHODOLOGY

In this paper a new feature set based on optical flow vectors
has been proposed. The new feature set is derived such that it
preserves the spatial information present in a video. RMV was
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derived by dividing a frame f of resolution n ×m into sub-
regions using a grid of resolution r× s, adding the magnitude
of the optical flow vectors in each sub-region, and normalising
the sum of RMVs to unity. Thus the overall relative motion ψ
of a sub-region SR(a,b) in a frame was computed as shown in
Equation 1

ψ(SR(a,b)) =

ar∑

i=(a−1)r+1

bs∑

j=(b−1)s+1

|OFV (i, j)|/N, (1)

where,
a ∈ {1, 2, · · · , nr},
b ∈ {1, 2, · · · ,ms},
nr = ⌊n

r ⌋,
ms = ⌊m

s ⌋,
OFV (i, j): Optical Flow Vector of the ith row and jth

column,
SR(a,b): a sub-region SR(a,b),
N : normalisation constant.

Equation 1 was applied to all the sub-regions in a frame, thus
producing a column vector Ψt as shown in Equation 2:

Ψt = {ψ(SR(a,b))}, a ∈ {1, 2, · · · , nr}, b ∈ {1, 2, · · · ,ms},
(2)

where,
ψ(SR(a,b)): the motion of sub-region SR(a,b).

All such Ψt were concatenated to form the RMV feature set
(Equation 3):

RMV = {Ψ1,Ψ2, · · · ,ΨT }. (3)

In this method, spatial information was preserved in the
videos by dividing a frame into several sub-regions SR(a,b),
a ∈ {1, 2, · · · , nr} and b ∈ {1, 2, · · · ,ms}. As the sub-
regions were spatially correlated, any information extracted
from these regions inherited the spatial relationship from the
regions. Thus, the spatial information was not lost.

The next section (Section III) describes some of the ex-
isting features that are similar to the feature proposed in this
paper.

III. SIMILAR WORK

Histogram of oriented optical flow (HOOF) proposed by
Chaudhary et al. in [4] is a widely used feature set for video
activity recognition. It is similar to RMV because both of
them are calculated from raw optical flow vectors; however,
unlike RMV, HOOF does not divide a frame into sub-regions.
To extract HOOF, firstly optical flow vectors are calculated
using either Horn-Schunck or Lucas-Kanade algorithm, then
the flow vectors are binned into ninety angular bins, ranging
from −180◦ to +180◦, according to their orientation and
finally, the magnitude of the vectors in each of the bins is
summed. Thus, while HOOF is a measure of motion in some
specified directions (defined by the angular bin range) in each

frame, RMV is a relative measure of motion of each sub-
region in a frame. Also, while any spatial correlation among
the flow vectors is lost in HOOF due to the binning strategy
which ignores the spatial positioning of the flow vectors, RMV
preserves such correlation by dividing a frame into several
spatially correlated sub-regions.

Another feature set for representing a video which is
very similar to the feature set proposed in this paper is the
feature proposed by Janez Pers et al. in [11]. Similar to RMV
proposed here, derivation of their representation also included
dividing a frame of a video into various sub-regions. However,
after the division, they calculated HOOF in each of the sub-
regions unlike ours where only the relative motion of each
of the sub-regions was calculated. Further, they converted the
calculated HOOFs into a sequence of symbols and their final
representation of a video was a sequence of symbols, the
final representation of our method was a sequence of relative
motions of various sub-regions in each frame of a video. Perz
et al. proposed a frequency based representation of videos
whereas this paper proposes a motion based representation of
videos.

Raw optical flow vectors have also been used to derive
space time appearance (STA) descriptor proposed in [17].
The computation of STA descriptors in [17] commenced by
detecting interest regions in a video and then, the detected
regions were divided into sub-regions. Dense optical flow
vectors were calculated using the Farneback and TV-L1 op-
tical flow algorithms and grid histograms representing the
distribution of the optical flow vectors were computed in
each sub-region. Grid histograms were concatenated to form
the grid vectors and a weighted average of the grid vectors
formed the order one STA (STA1) descriptors. Order two STA
(STA2) descriptors were then obtained by combining the grid
histograms to form component vectors and then binning the
component vectors into k2 bins. The final feature was obtained
by concatenating the STA2 descriptors into a vector. The only
similarities between STA and RMV are the division of interest
regions into sub-regions and use of optical flow vectors. While
STA is again a frequency based approach which represents
the distribution of optical flow vectors upto two orders, RMV
does not represent any such distribution and only measures the
motion of sub-regions in a frame.

While the features proposed in [11] and [17] preserve
spatial information, HOOF in [4] does not preserve any spatial
information. As the main aim of the proposed method was to
preserve the spatial information in video data to aid activity
recognition, the effectiveness of the proposed method has been
studied by comparing its performance only with HOOF. HOOF
is a feature set derived from optical flow vectors without
any spatial information and the proposed method (RMV) is
a feature set again derived from optical flow vectors but
with spatial information. Thus, a comparison between the
two methods is expected to illustrate the effectiveness of
the proposed method as well as the importance of spatial
information in video activity recognition.

The next section (Section IV) describes the experimental
setup for comparing both the methods.
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IV. EXPERIMENTAL SETUP

RMV and HOOF were tested on videos from the KTH
dataset [18] and the Weizmann dataset [19].

The KTH dataset is a video dataset consisting of six
different human actions, namely boxing, hand-waving, hand-
clapping, jogging, running and walking. These six actions
were performed by twenty five subjects under four different
scenarios: outdoors, outdoors with varying scale, outdoors with
subjects wearing a variety of clothes and indoors. All the
videos were taken over homogenous backgrounds with a static
camera and a frame rate of twenty five frames per second. For
this study, each video of this dataset was further divided into
four sub-videos, and therefore, with twenty five people, six
actions, four scenarios and four sub-videos, there are in total
2400 sub-videos in the dataset. Out of these, 120 sub-videos
of each action were selected randomly, thus providing a total
of 720 sub-videos for experimentation.

The Weizmann dataset [19] contains nine people per-
forming ten different actions: gallop, jump, walk, run, gallop
sideways, bend, one hand waving, jumping jack,two hand
waving, jumping in place and skip. The actions were recorded
at a resolution of 180× 144.

For both the datasets in this study, the optical flow vectors
for deriving HOOF were obtained using the Lucas-Kanade
algorithm [20]. The optical flow vectors were then sorted into
ninety angular bins, each 4◦ wide, collectively covering the
full angular range from −180◦ to 180◦. The magnitudes of
the optical flow vectors in each bin were added to produce
a ninety dimensional optical flow vector (or histogram) for
each frame. Thus for a T frame sequence, we get a 90 × T
dimensional matrix referred to as HOOF. Principle component
analysis was then used to reduce the data dimension to five,
eight, twelve and sixteen.

For deriving regional motion vectors (RMV) feature set,
the Lucas-Kanande algorithm was used to compute frame-wise
optical flow vectors where each vector again had two dimen-
sions - the magnitude and direction. Then, for the KTH dataset,
instead of the angular bins, each frame was divided into sub-
regions SR(a,b), a ∈ {1, 2, · · · , nr} and b ∈ {1, 2, · · · ,ms}
by using a patch of resolution r = 10 by s = 20. As the
resolution of each frame was n = 120 by m = 160, so, each
frame was divided into (120/10) ∗ (160/20) = 96 regions.
The vectors in each of these regions were grouped into one
bin and their magnitudes were added. Vector sum of these
vectors could also have been considered. However, as there
was no significant difference, only the results obtained using
magnitude have been listed. The value of r and s (size of the
patch) could also have been varied. However, the size of the
patch was chosen such that the number of bins was near to
ninety - the number of bins in HOOF. To summarize, RMV
produced a 96× 1 dimensional column vector for each frame,
and for a sequence of T frames, a 96×T dimensional matrix.
This matrix was known as regional motion vectors (RMV).
Principle component analysis was again used to reduce the
data dimension to five, eight, twelve and sixteen.

Similarly, RMV features for the Weizmann action videos
were obtained by dividing each frame into sub-regions instead
of angular bins. Again, a patch was used for the purpose,
however, with a different resolution. The resolution of the

patch used was r = 18 by s = 16 and since, the resolution of
the frames were n = 180 by m = 144, 90 × 1 dimensional
column vector was produced for each frame. For a sequence
of T frames, 90× T dimensional RMV matrix was produced.
The dimension of the matrix was reduced to five, eight, twelve
and sixteen using principal component analysis.

Once HOOF and RMV features were extracted, they were
used with k-nearest neighbour (kNN) and hidden Markov
model (HMM) classifiers. An unclassified pattern is assigned
to the class of its nearest neighbour. The similarity between
two points in the multi-dimensional space was defined either
via their Euclidean distance (EUC) or by a neighbourhood
counting similarity metric (NCM ) [21]. These two measures
can be extended directly to patterns, i.e. sequences of points.
(When computing the Euclidean distance between sequences
of unequal length, we truncate the longer sequence so that
its length matches the shorter sequence.) Alternatively, EUC
and NCM can be used as the underlying point-to-point
similarity measures in dynamic time warping (DTW ) [22],
longest common subsequence (LCS) [23] or all common
subsequences (ACS) [24] measures of similarity between
sequences. Thus, eight measures of similarity were evaluated
between sequences: EUC, NCM , DTW + EUC, DTW +
NCM , LCS + EUC, LCS + NCM , ACS + EUC and
ACS + NCM . The performances of these measures were
evaluated because some of these measures are widely used
and are known to handle variation in time series data well.
The kNN classifier along with the similarity measures were
coded from scratch.

HMM was used with three Gaussian and six states and
EUC was the default similarity measure for this model. HMM
was implemented using the Kevin Murphy toolbox [25] for
HMM.

The classification regime was ten fold cross validation. The
dataset was arranged such that the test set contained one video
from each action category and the remaining videos from those
categories were used as the training set. The following section
(Section V) lists the performance of the two classifiers.

V. RESULTS

This section lists the performance of all the classifiers using
HOOF and RMV feature set on KTH and Weizmann videos.
In this study HOOF is the optical flow feature set which
lacks spatial information, i.e. any spatial relationship in the
videos is lost when HOOF is extracted. On the contrary, when
RMV feature is extracted, spatial correlations in the videos
are also preserved. Thus, it is expected that a comparison of
the performances of several classifiers(HMM and kNN in this
study) using HOOF and RMV will illustrate the importance of
considering spatial information during video activity recogni-
tion.

In this section, first the performance of the classifiers on
the KTH dataset is listed, followed by the performance of the
classifiers on the Weizmann dataset.

A. Performance of HMM and kNN on KTH dataset

Table I presents the performance of kNN and HMM on
the KTH dataset. In the table the first column represents the
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feature set used (RMV or HOOF) for activity recognition, the
second column lists the classifiers used. It can be noted that
several similarity measures (EUC, NCM , DTW + EUC,
DTW +NCM , LCS+EUC, LCS+NCM , ACS+EUC
and ACS +NCM ) have been explicitly specified with kNN
in the second column. The measures indicate the method
used with kNN to calculate similarity between two sequences
while recognising activities. HMM was used with only EUC
distance measure and hence the measure has not been specified
explicitly. The following columns three to six list the perfor-
mance of both the classifiers on varying dimension of HOOF
and RMV data. The varying dimensions have been indicated
in the header as 5 PCs, 8 PCs, 12 PCs and 16 PCs. Here, PC
stands for principle components and 5, 8, 12 and 16 stands for
the number of principle components selected.

TABLE I. THE PERFORMANCE OF HMM & KNN WITH VARIOUS
SIMILARITY MEASURES ON KTH DATASET USING BOTH THE HOOF AND

THE RMV FEATURES. IN THE COLUMN HEADINGS, PC STANDS FOR
PRINCIPLE COMPONENTS.

Feature set Classifiers 5PCs 8PCs 12PCs 16PCs

HOOF

HMM 59 63 68 68

kNN + EUC 59 64 67 66

kNN + NCM 19 17 16 16

kNN + (DTW + EUC) 60 67 70 72

kNN + (DTW + NCM) 21 22 24 25

kNN + (LCS + EUC) 26 25 25 24

kNN + (LCS + NCM) 23 26 25 23

kNN + (ACS + EUC) 22 21 21 21

kNN + (ACS + NCM) 21 21 22 19

RMV

HMM 61 67 72 71

kNN + EUC 86 88 89 90

kNN + NCM 70 56 50 43

kNN + (DTW + EUC) 77 77 78 79

kNN + (DTW + NCM) 33 38 45 50

kNN + (LCS + EUC) 34 38 33 16

kNN + (LCS + NCM) 34 37 40 46

kNN + (ACS + EUC) 33 35 33 33

kNN + (ACS + NCM) 33 34 33 33

Following Table I, the performance of HMM and kNN
on varying dimensional HOOF has been compared with their
performance of varying dimensional RMV. The comparisons
have been represented graphically in Figures 1, 2, 3 and 4.
In the figures, classifiers are listed on the x-axis and the
classification accuracy (activity recognition rate) achieved by
them is listed on the y-axis.

Figure 1 compares the performance of HMM and
kNN classifiers using five dimensional HOOF with their
performance using five dimensional RMV data. It can
be observed that performance of both HMM and KNN
improves when RMV is used instead of HOOF. For HMM
the improvement is marginal from 59% when HOOF is used
to 61% when RMV is used. Significant improvement is
noticed in cases where kNN was used with EUC and NCM
similarity measures. In case of kNN with EUC the change
was from 59% to 86% and in case of kNN with NCM it
was from 18% to 70%. The improvement in accuracy when
RMV is used instead of HOOF indicates the importance of
preserving spatial information in video data.

Fig. 1. Comparison of the performances of different classifiers on five
dimensional HOOF and RMV data.

Fig. 2. Comparison of the performances of different classifiers on eight
dimensional HOOF and RMV data.

Figure 2 presents a comparison similar to Figure 1. How-

Fig. 3. Comparison of the performances of different classifiers on twelve
dimensional HOOF and RMV data.
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Fig. 4. Comparison of the performances of different classifiers on sixteen
dimensional HOOF and RMV data.

ever, instead of five dimensional HOOF and RMV data, eight
dimensional HOOF and RMV was used. It is observed that
again an improvement in classification accuracy is achieved
when RMV is used instead of HOOF. When RMV is used
with kNN for activity recognition EUC and NCM similarity
measures perform significantly better than when HOOF is
used with kNN. kNN + EUC achieved an accuracy of
64% when HOOF is used (spatial information in videos is
ignored) and it achieves an accuracy of 88% when RMV is
used (spatial information in KTH videos is considered). The
accuracy obtained by kNN + NCM in absence of spatial
information (HOOF feature set is used) is 17% and in presence
of spatial information (RMV feature is used) is 56%. The
results thus again show the importance of considering such
spatial information.

Trend similar to Figure 1 and Figure 2 is also noted in Fig-
ure 3 and Figure 4, illustrating the importance of considering
spatial information in videos.

It is also noted that in Figures 1, 2, 3 and 4 kNN
with DTW +EUC performs well consistently. When HOOF
is used the accuracies are 60%, 67%, 70% and 72% for
five, eight, twelve and sixteen dimensional HOOF data and
when RMV is used the accuracies are 77%, 77%, 78% and
79% again for five, eight, twelve and sixteen dimensional
data. Thus, for DTW + EUC the accuracies are relatively
stable through varying dimensional data. This was expected
because DTW is designed in such a way that it calculates
a similarity score between two given sequences by match-
ing each element of one sequence with every element of
the other sequence. Such a matching facilitates comparing
sequences having different number of frames which is very
common in video data. Varying number of frames intro-
duce a different type of variation which also hinders activity
recognition. As DTW handles such variation, its perfor-
mance is relatively steady and superior to other similarity
measures (for example when the data is five dimensional
data, DTW + EUC with kNN gives an accuracy of 60%
which is higher than other measures such as NCM (18%),
LCS + EUC (26%), LCS + NCM (23%), ACS + EUC
(22%) and ACS + NCM (21%).) during activity recogni-
tion.

However, it is also observed that although DTW +EUC
outperformed all the measures but DTW +NCM performed
poorly. This can be attributed to the different underlying
point to point similarity measure that has been used with
DTW . When the performance of EUC and NCM alone
is compared, it is observed that when HOOF is used EUC
performs significantly better than NCM with an accuracy
of 59% (accuracy obtained using NCM is 18%). A pos-
sible explanation for such a performance of NCM is its
ability to work better on correlated data than uncorrelated
data. This explanation is supported by the improvement in
NCM ’s performance when RMV, where the data is spatially
correlated is used instead of HOOF, where the data is un-
correlated. The accuracy obtained by NCM when RMV is
used is 70% and when HOOF is used is 18%. The behaviour
of NCM on correlated and uncorrelated data extends to
DTW when these two measures are used as the underlying
point to point measure with DTW . Thus, DTW + EUC
performs superior to DTW + NCM . This behaviour of
NCM also supports considering spatial relationships and
preserving spatial information during video activity recogni-
tion.

The next subsection lists and reviews the performance of
kNN and HMM on Weizmann videos in the presence and
absence of spatial information. Again, presence of spatial
information is ensured by using RMV as the feature set and
absence of the information is ensured by using HOOF.

B. Performance of kNN and HMM on Weizmann dataset

In this subsection table II shows the performance of kNN
and HMM using HOOF and RMV features. Similar to table I,
column one shows the feature set being used, column 2 lists the
classifiers and the rest of the columns (3-6) lists the obtained
classification accuracy with varying dimensional HOOF and
RMV.

Following the table are figures 5, 6, 7 and 8 which
compare the performances of the classifiers while using five,
eight, twelve and sixteen dimensional HOOF and RMV
respectively.

Fig. 5. Comparison of the performances of different classifiers on Weizmann
dataset using five dimensional HOOF and RMV.
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Fig. 6. Comparison of the performances of different classifiers on Weizmann
dataset using eight dimensional HOOF and RMV.

Fig. 7. Comparison of the performances of different classifiers on Weizmann
dataset using twelve dimensional HOOF and RMV.

Fig. 8. Comparison of the performances of different classifiers on Weizmann
dataset using sixteen dimensional HOOF and RMV.

TABLE II. THE PERFORMANCE OF HMM & KNN WITH VARIOUS
SIMILARITY MEASURES ON WEIZMANN DATASET USING BOTH THE HOOF
AND THE RMV FEATURES. IN THE COLUMN HEADINGS, PC STANDS FOR

PRINCIPLE COMPONENTS.

Feature set Classifiers 5PCs 8PCs 12PCs 16PCs

HOOF

HMM 66 69 62 67

kNN + EUC 29 21 13 13

kNN + NCM 57 58 54 54

kNN + (DTW + EUC) 59 57 49 41

kNN + (DTW + NCM) 10 22 30 31

kNN + (LCS + EUC) 13 10 13 11

kNN + (LCS + NCM) 10 13 22 33

kNN + (ACS + EUC) 11 10 9 8

kNN + (ACS + NCM) 9 12 12 12

RMV

HMM 60 64 60 59

kNN + EUC 58 46 51 51

kNN + NCM 57 41 52 56

kNN + (DTW + EUC) 56 50 58 53

kNN + (DTW + NCM) 12 18 27 31

kNN + (LCS + EUC) 10 14 3 16

kNN + (LCS + NCM) 20 27 28 32

kNN + (ACS + EUC) 12 10 11 9

kNN + (ACS + NCM) 16 17 16 19

From the figures, it can be seen that on several occasions,
the performance of kNN increases when RMV is used instead
of HOOF. An example is the improvement in classification
accuracy from 29 to 58 for kNN+EUC when 5PC RMV is used
instead of 5PC HOOF. Another example is the performance
of kNN + (DTW+EUC) using 12 dimensional features. When
12 dimensional HOOF is used, the classification accuracy is
49, and when 12 dimensional RMV is used, the classification
accuracy is 58. However, for some cases, the performance
of the classifiers are either comparable or remains the same.
For example,the highest classification accuracy obtained using
kNN+(DTW+EUC) and 5 dimensional HOOF feature set is 59.
However, when 5 dimensional RMV is used for the same case,
the accuracy is 56. Then the performance of kNN + NCM on
5 dimensional HOOF is 57 which remains unchanged when 5
dimensional RMV is used.

Therefore, from the above results it can be observed that
there is a significant improvement in the performance of the
classifiers when RMV is used instead of HOOF on the KTH
dataset. However, no such significant performance difference
was noted for the classifiers when tested on Weizmann dataset
using RMV and HOOF features. This can be attributed to
the lack of direction information in the RMV feature set.
Incorporating direction information in the feature set ensures
that the direction (left to right or right to left) of mobile
actions (jog, run, skip, walk) does not affect the classification /
recognition results. As there are less number of mobile actions
in the KTH dataset than the Weizmann dataset, lack of this
information does not affect the overall performance of the
classifiers on the KTH dataset. However, a closer look at
the confusion matrix of the KTH dataset reveals that most
of the misclassification is among the mobile activities, which
in case of RMV can be attributed to the absence of direction
information in the RMV feature set.
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The competitive and sometimes better performance of all
the classifiers on the Weizmann dataset does not reduce the
significance of the proposed feature set. On the contrary, it
shows the potential of the feature by performing well (on
KTH dataset) and at par (on Weizmann dataset), even after
the lack of direction information. This shows that beside
direction, spatial relationships also play an important role in
action classification and, thus, features preserving such spatial
relationships are required.

Finally, it can be observed that the dimension of the data
has been varied from five to sixteen. Data higher than sixteen
dimension was not considered because the performance of the
classifiers for most of the cases attains stability after eight
dimensional HOOF and RMV data. Further, the computation
time of kNN increases with increasing dimension and hence
considering very high dimensional data is undesirable. Last but
not the least, training HMM on such high dimensional data is
not only time consuming but requires large number of training
samples. As huge number of data may not always be available,
data with dimension higher than sixteen is not considered.

VI. CONCLUSION

The main aim of this paper was to study the effects of
spatial information in video data analysis. For this, the paper
focussed on video activity recognition and videos from the
KTH and Weizmann datasets, which are activity datasets, were
selected for this purpose. Recognition was performed using
two classifiers - kNN and HMM, trained firstly on HOOF
and then on RMV features. HOOF is an optical flow based
feature set which ignores any spatial information and therefore
applying any classifier on such a feature set illustrates a
scenario where spatial information has been ignored (absence
of spatial information). RMV on the contrary is an optical
flow based feature set where spatial information is preserved.
Thus, any spatial relationships among objects in a video or
object and background in a video is present in the feature
set. A comparison of the performances of the classifiers with
HOOF and RMV illustrated the effect of the presence and
absence of spatial information on video activity recognition.
Results show significant improvement in the performance of
kNN classifier on KTH dataset, when spatial information is
preserved. For example, kNN with EUC achieved an accuracy
of 59% when trained with five dimensional HOOF data. This
accuracy improved to 86% when five dimensional RMV data
was used to train the kNN.

On the Weizmann dataset, when RMV is used in place of
HOOF, the performance of the classifiers in some cases shows
significant improvement. For example, while using kNN with
EUC distance, the accuracy increases from 29% to 58% (when
RMV is used instead of HOOF). Another example is when
kNN is used with DTW+EUC, the accuracy increases from
49% to 58% when 12 dimensional RMV is used instead of 12
dimensional HOOF. For other cases, the performance of the
classifiers are comparable. For example, the performance of
kNN + NCM remains the same, at 57%, irrespective of the
feature used.

VII. FUTURE WORK

Although the performance of kNN on using RMV, either
increased or was comparable, improvement in the performance

of HMM however was not very high. On the KTH dataset, with
HOOF as the feature set, HMM achieved an recognition rate
of 59% and with RMV feature set it obtained a recognition
rate of 61%. Therefore, there is a scope of improving the
performance of HMM further. Figures 9 and 10 shows the
confusion matrices created by HMM when HOOF and RMV
features are used respectively on the KTH dataset.

Fig. 9. Confusion matrix showing the performance of HMM when HOOF
feature is used for activity recognition.

Fig. 10. Confusion matrix showing the performance of HMM when RMV
feature is used for activity recognition.

The matrices reveal the following flaws while performing
activity recognition:

• The classifier discriminates very well between static
(boxing, clapping, waving) and mobile (jogging, walk-
ing and running) activities, less well between different
static activities, and quite poorly between different
mobile activities. Static activities in a video refer to
activities where a subject is standing at one constant
position. Mobile activities refer to activities where a
subject is moving along the field of view throughout
the video. Thus, while boxing, clapping and waving in
the KTH dataset are static activities, jogging, running
and walking are mobile activities.

• The pace of mobile activities increases naturally from
walking to jogging to running. Intuitively, one would
expect that walking is misclassified as jogging more
frequently than it is misclassified as running, and,
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likewise, running is misclassified as jogging more fre-
quently than it is misclassified as walking. However,
this is not reflected in the confusion matrix which was
obtained using RMV.

Future attempts to improve the performance of HMM can
concentrate on solving these flaws.

Some other possible future works are as follows:

• RMV ignores direction of the flow vectors. For activity
recognition direction is one of the important factors.
Future attempts will try to incorporate direction into
RMV.

• In RMV spatial information was incorporated by di-
viding a frame into sub-regions which are spatially
correlated to each other. This division was done using
a grid of resolution r× s. The values of r and s were
chosen as 10 and 20 respectively for the KTH dataset
and as 18 and 16 respectively for the Weizmann
dataset. However, these are not constant values and
can be varied, i.e. a grid of different resolution can be
chosen for the same dataset. Also, the values of r and
s varies from one dataset to another. Future research
can concentrate on studying the effect of varying r
and s on a dataset and also on coming up with a more
principled approach of selecting the values of r and
s.

• Next, converting any feature set to their BOW repre-
sentation and then using them with SVM for activity
recognition is the state of the art in the activity
recognition field. Thus, in future, RMV can also be
converted it to its BOW representation and used with
SVM to further assess its potentiality in video activity
recognition. Further, the performance of RMV in its
BOW form can be compared with the performance of
HOOF in its BOW format. As RMV captures spatial
information, spatial information is also added to its
BOW representation. Similarly, as HOOF does not
capture spatial information, its BOW form does not
inherit any such information. A comparison between
the BOW of RMV and BOW of HOOF will further
illustrate the importance of spatial information.

• Finally, BOW itself lacks any spatial information and
previously attempts have been made to incorporate
spatial information in BOW. Some of these works
include spatial pyramid [16] and CBOW [15]. A
comparison of RMV in its BOW form with these
works ([16] and [15]) on activity data may be another
interesting research direction.
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Abstract—We present diverGene – a novel, diversity-aware
population selection operator for genetic algorithm – to be used
especially for particularly complex and multi-criteria optimi-
sation problems. Genetic algorithm is one of the most known
evolutionary algorithms for solving hard optimisation problems.
Many attempts have been made to improve its convergence rate
and quality of the result. In this paper we propose a novel
extension of the selection operator that makes it possible to
control the level of diversity in the population. We discuss its
theoretical background, including its computational hardness
and propose an efficient way of computing it. The approach
is implemented and tested on three hard optimisation problems:
Knapsack Problem, Travelling Salesman Problem and a relatively
new Travelling Thief Problem that might be viewed as the
composition of the latter two. We report experimental results
that seem to indicate that the novel approach has a potential to
improve the quality of the results for some hard optimisation
problems.

I. INTRODUCTION

In this paper we present diverGene – a novel, diversity-
aware population selection operator for genetic algorithm. The
idea is based on the concept of the dispersion of the solutions
modelled by means of pair-wise dissimilarity between the
solutions.

The proposed operator seems to be especially useful for
particularly complex optimisation problems of multi-criteria
nature, where the solution space should be intensively explored
due to the potential variety and mutual non-similarity of
potential good solutions to the problem.

A. Genetic Algorithm

The genetic algorithm [1] is a heuristic for finding satis-
factory solutions to problems, using a process inspired by the
natural selection. It does not guarantee to find the optimal
solution and is intended to be used mainly in cases when
finding the optimal solution directly would be too compu-
tationally expensive to be practical (more formally for NP-
hard optimisation problems). In such cases search heuristics
are often used to find a solution that is usually not the best

This work is partially supported by Polish Ministry of Science and Higher
Education grant N N519 578038.

possible one, but is still useful.
The process starts by randomly creating a set of feasible
solutions to the problem. This set of solutions is called
population and each solution in the population is called an in-
dividual, in reference to the biological origins of the algorithm.
The initial state of the population is called the initial (first)
generation. During the course of the algorithm execution,
the subsequent generations are created, each one based on
its immediate predecessor. While the solutions encoded in
the initial generation are completely random, the quality of
solutions in each subsequent generation should gradually get
better, in an evolutionary fashion.

1) Selection: The process of selection is responsible for
the decision on which individuals from the current generation
should be used when creating the next generation (or, in other
words, how many children should an individual have - if any).
This step is essential to the process. Properly defined selection
causes the best individuals to reproduce more intensively,
resulting in a general increase of the solution quality in the
population. On the other hand a selection that is too strong
may lead to some problems - if the algorithm were to always
simplistically select only a small subset of the very best
solutions, there would be a high likelihood of losing the
diversity and getting stuck in a local maximum. The problem is
traditionally solved by introducing an element of randomness
- the better the solution the greater the possibility it will be
selected as a parent. As a consequence, other solutions also
have a chance of being selected, while the overall solution
quality generally increases.

2) Mutation Operator: The process of selection results in
the increase of the overall solution quality in a population by
generally eliminating weak solutions and reproducing stronger
ones, but by itself it doesn’t improve the quality of individual
solutions. It’s the mutation operator that enables the algorithm
to explore other (possibly better) solutions. During the muta-
tion stage there is a small chance of individual elements of a
solution being randomly changed, resulting in a solution that
is similar to one previously selected, but slightly different.
Sometimes the changes are beneficial, but perhaps even more
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often they make the solution weaker. During the subsequent
selection stages the stronger solutions are more likely to be
chosen than the weaker ones. As a consequence individuals
with harmful mutations will eventually be eliminated, while
individuals with beneficial mutations will become the parents
for multiple newly created individuals, some of which will in
turn be mutated, bringing the possibility of further improve-
ments. The mutation operator corresponds to the concept of
random local search in the solution space.

3) Cross-over Operator: Cross-over stage brings a possibil-
ity of two different solutions being combined. This allows for
new individuals that include good parts of multiple previously
known solutions. Without the cross-over stage there would be
no sharing of good "ideas" within the population.

B. Motivation

As discussed in the "Selection" section above, too much
focus on promoting only the best solutions in the current pop-
ulation during the selection stage (at the expense of alternative
candidate solutions) may result in inadequate exploration of
the space of possible solutions, or, equivalently in getting stuck
in a local optimum.

On the other hand too little focus on choosing good result
will result in a weak evolutionary pressure and population not
getting better over time. The balance is traditionally achieved
by giving better quality solutions a greater probability of being
selected, but allowing other solutions to also be occasionally
selected by random chance. While this method allows for some
additional diversity it does not guarantee it.

In this paper, we investigate whether controlling the level
of diversity within a population at the expense of a slight drop
in the overall population quality would have a positive effect
on the overall performance of the algorithm. In particualr
we want to explore the effect of this aproach on problems
containing multiple interdependent sub-problems, using the
Travelling Thief Problem [8] as an example. It seems that
increased population diversity would especially improve the
performance of the genetic algorithm for such compound hard
optimisation problems.

C. Contributions

The contributions of this paper are the following:
• we propose diverGene – a novel diversity-aware selec-

tion operator that makes it possible to control the balance
between the exploration and exploatation of the solution
space. The selection is based on both fitness and diversity
among its members.

• we report development of a flexible software framework
for testing the operator with various settings.

• we report experimental results on three hard optimisation
problems: the Knapsack problem, the Travelling Sales-
man Problem and the Travelling Thief Problem (the last
one being particularly noteworthy since it is composed
of two interdependent sub-problems). The experiments
concern the impact of the operator in various settings on
the quality of the solutions.

D. Contents

We make a brief overview of the related works in Section
II.

We give some theoretical background concerning the con-
cept of diversity and, in particular, modeling it by means
of dispersion in Section III. In this section we also present
diverGene, our diversity-aware selection operator, and explain
that exact computation of our operator is a hard computational
optimisation problem itself by linking it to a known NP-hard
optimisation problem.

Because of this, in Section IV, we explain how our selection
operator can be efficiently computed with a known poly-time
approximation algorithm.

Section V contains the specifications of the used bench-
mark optimisation problems and describes the some technical
representation and implementation details.

In Section VI we report experimental results that are dis-
cussed in Section VII. We conclude in Section VIII.

II. RELATED WORK

Genetic algorithm belongs to the class of evolutionary al-
gorithms. First mentions of algorithm based on the mechanics
of biological evolution dates back to the half of the previous
century, but it became popular through the work of John
Holland [1].

The concept of Diversity plays an important role in complex
systems [2]. In particular, the diversity of population in biology
is an important mechanism that supports better exploration of
the environment. Therefore, the concept of diversity-awareness
of population in biology is an inspiration for the domain
of genetic algorithms to avoid a premature convergence (ex-
ploatation).

The Max-Sum Facility Dispersion Problem, that inspired
our choice of a specific approach to diversify the population
was studied in many papers in the domain of Operational
Research. An example of such work is [3] that also discusses
its computational hardness and efficient approximation algo-
rithms for this problem. The connection of this problem to Web
search result diversification with a new, parameterised objec-
tive function that takes into account a balance between the
total value and pair-wise dispersion is discussed in [4] which
also inspired our approach presented in this paper. Similar
approach to diversification was proposed in the problem of
semantic entity summarisation in [6] where another nature-
inspired approach is applied to optimise the diversification
problem itself. The study of the influence of the properties
of the pair-wise dissimilarity function on the approximation
factor in Facility Dispersion Problem is recently studied in
[7].

The Travelling Thief Problem was introduced in [8] as a
benchmark for testing heuristic algorithms on a problem that
better resembles real life problems, that are often way more
complex than well known “academic” benchmark problems
like TSP or Knapsack. By its definition, the Travelling Thief
Problem, is a kind of combination of the Knapsack Problem
and TSP Problem.
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III. DIVERGENE: DIVERSITY-AWARE SELECTION
OPERATOR

In this section we introduce diverGene – a modified se-
lection operator that makes it possible to control the desired
level of diversity in the population in genetic algorithm.
In the classical genetic algorithm, the selection operator is
based mainly on the fitness function of an individual. Our
diversity-aware selection operator takes the fitness score into
account, but additionally aims at guaranteeing some level of
the diversity of solutions in the selected population.

More precisely, diversity-aware selection can be viewed
as an optimisation problem itself and can be defined as to
select a sub-population S of cardinality k out of the whole
current population that maximizes the following parameterised
objective function:

fd(S) = (1− α)
∑

p∈S

f(p) + α
∑

p,q∈S

dissimilarity(p, q) (1)

Where S is the selected, diverse sub-population and α is a
parameter controlling the balance between the total fitness
(the f() function) of the selected individuals and pair-wise
dissimilarity between them. dissimilarity is a function
returning a numerical value showing how different two indi-
viduals are. It’s exact definition depends on the problem under
consideration.

A. A Link to Max-Sum Facility Dispersion Problem

Now we are going to explain that maximising the objective
function 1 used in the definition of our population diversity
operator at the beginning of Section III is equivalent to some
well-known optimisation problem that is NP-hard but for
which there exists a fast approximation algorithm. Due to this
we use this approximation algorithm for efficiently compute
the population diversity operator.

More precisely, the diversity selection operator described
in Equation 1 is inspired by the Facility Dispersion Problem
[3] and its recent applications in Web Search Diversification
Problem [4].

In Facility Dispersion Problem, the input consists of a
complete, undirected graph G(V,E), an edge-weight function
d : V 2 → R+∪{0} that represents pairwise distance between
the vertices and a positive natural number k ≤ |V |. The task
is to select a k-element subset S ⊆ V that maximises the
objective function dispersion(S) that represents the notion
of dispersion of the elements of the selected set S.

Facility Dispersion Problem was studied in operational re-
search for modeling the problem of selecting a set of mutually-
distant (dispersed) locations for k obnoxious facilities like
nuclear plants, ammunition dumps, etc.

In the most common variant of this problem, called Max-
Sum Dispersion Problem, the dispersion function to be
maximised is defined as the total pair-wise distance between
the selected locations (to be maximised):

dispersion(S) =
∑

{u,v}⊆S

d(u, v) (2)

The Max Sum Dispersion problem is NP-hard even if the
distance function d is a metric, but in such case there exists a
polynomial-time algorithm of approximation factor of 2 that
was presented in [3].

Recently, the Max-Sum Facility Dispersion problem has
new applications in the Web Search Result Diversification
Problem where the selected items represent documents (or
pieces of information) to be returned by the search system and
d models the pairwise dissimilarity between the documents.

Given a set V of documents to be potentially relevant to a
user query, a number p ∈ N+, k < |V |, a document relevance
function w : V → R+ and pairwise document dissimilarity
function d : V 2 → R+∪{0}, the task is to select a subset S ⊆
V that maximises the value of a properly defined diversity-
aware relevance function. In [4] the following parameterised,
bi-criteria objective function (to be maximised) is proposed as
the diversity-aware relevance function:

fdiv−sum(λ, S) = (k− 1)
∑

v∈S

w(v) + 2λ
∑

{u,v}⊆S

d(u, v) (3)

where λ ∈ R+ ∪ {0} is a parameter that controls the
diversity/relevance-balance.

In the same work it is observed that a proper modifi-
cation of d to d′ (Equation 4) makes the described prob-
lem of maximising fdiv−sum(λ, S) equivalent to maximising∑

{u,v}⊆S d′λ(u, v), where:

d′λ(u, v) = w(u) + w(v) + 2λd(u, v) (4)

Thus, it makes the result diversification problem described
above equivalent to the Max Sum Dispersion problem for d′λ.

Now, it is not hard to see that the problem of maximising our
dispersion-aware fitness function f (for any value of α) defined
in Equation 1 is equivalent to the problem of maximising the
objective function in Equation 3 for appropriate selection of
the value of λ, thus the problems are equivalent.

To sum up, as the consequence, the problem of maximis-
ing the diversity-aware population fitness function defined
in Equation 1 is NP-hard, as being equivalent to Max-Sum
Dispersion Problem, but any approximation algorithm used for
Max-Sum Dispersion can be used to optimise our problem.

Due to this, in the experiments reported in this paper we
use the 2-factor greedy approximation algorithm for Max-
Sum Facility Dispersion problem described in [3] to efficiently
solve our problem. This is described in Section IV.

IV. DISSIMILARITY SELECTION

Our efficient implementation of diversity-aware selection
operator is based on the algorithm mentioned at the end of
the previous section. This approximation algorithm for finding
subsets (in which weights of edges between those vertices
are maximised) of vertices in a graph, can easily be adapted
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for choosing a subset of individuals in a population that are
most different from each other. One just needs to think of
individuals as vertices and the level of dissimilarity between
two individuals as the weight value on edges between the
vertices representing them.
In our case we wanted to take into account both dissimilarity
and fitness of the two individuals, as can be seen in the
function defined in Equation 1. We utilised the link to the pre-
viously studied problems of Max-Sum Facility Dispersion and
Web search diversification described in the previous section
to define a dissimilarity_fitness function that combines
dissimilarity between two individuals and their respective
fitness values:

df(u, v) = fitness(u)+fitness(v)+2λdissimilarity(u, v)

We used the function to calculate values of edges between
the individuals on the graph.
More precisely, the algorithm that we utilize to choose a k-
element subset of individuals from the previous population to
control its guaranteed level of diversity works in the following
way:

1) Create a list with all possible pairs of individuals in a
population.

2) Choose the pair with the highest
dissimilarity_fitness score.

3) Remove all pairs containing one of the individuals from
the chosen pair.

Repeat steps 2–3 k/2 times, where k is the desired size
of the selected population. If k is odd, add an arbitrary
final individual to the selected sub-population. This greedy
algorithm guarantees the approximation factor of 2 to the
solution of such defined optimisation problem [3].

A. Combining two types of selection
We create the new population of size N by combining the

results of two kinds of selection - classical roulette selection
and our own dissimilarity selection described in Section IV.
First we select k individuals using dissimilarity selection and
then achieve the desired population size N by selecting the
remaining N − k of the individuals using standard roulette
selection. The result for small values of k can be viewed
as classic selection enriched by a small pool of individuals
retained for their uniqueness (in combination with their fitness,
since dissimilarity_selection takes both into account).

V. EXPERIMENTAL IMPLEMENTATION

We used the Python programming language to create a
flexible framework to test our novel diversity-aware operator
on various optimisation problems.

In this Section we report experiments performed on two
classic optimisation problems - Knapsack Problem and Trav-
elling Salesman Problem. We also report additional series of
experiments concerning the combination of the latter two – the
Travelling Thief Problem. The framework is designed so that
in the continuation work, the plugins with support for other
optimisation problems can be easily added to it.

A. Knapsack Problem

The Knapsack Problem is one of the a classic NP-hard
optimization problems. In this problem, there are n items.
Each item has a value (pi ∈ Q+) and a weight (wi ∈ Q+).
The capacity (W ∈ Q+) of the knapsack is limited.

The items should be picked so that their total value is max-
imized while their total weight does not exceed the knapsack
capacity:

f(x̄) =

n∑

i=1

pixi, while

n∑

i=1

wixi ≤ W

where x̄ = (x1, x2, . . . , xn) and xi ∈ {0, 1} indicates whether
the item is picked (xi = 1) or not (xi = 0).

1) Representing the Knapsack Problem in GA Framework:
A solution is represented as a set of items in a knapsack. The
most natural representation of any solution as a chromosome
is in the form of a characteristic vector of the given subset of
the items.

The mutation operator "flips" bits at random positions of the
corresponding characteristic vector. Each position has an equal
probability of being flipped (in our experiments the probability
always equals pkm = 0.01). If the item was previously in the
set it will be removed, otherwise it will be added to the set.

The cross-over operator exchanges the state between ran-
dom items between two solutions. Each position has an
equal probability of being exchanged (in our experiments the
probability always equals pkc = 0.05).

Both operators may result in a solution that exceeds the
allowed capacity. In such case we fix the solution by removing
random items from the set until the capacity is abided by.

The dissimilarity score is calculated by counting the number
of items present in one solution but not present in the other
(the Hamming distance).

2) Knapsack Dataset: The dataset for Knapsack problem
was generated purposely for our experiments. Each instance
contains 32 items with different values and weights (both
ranging between 1 and 500). The knapsack capacity is set
to 500.

B. Travelling Salesman Problem

The Travelling Salesman Problem (TSP) is also a classic
NP-hard optimization problem. In this paper, we consider a
2-dimensional euclidean variant. In this variant of TSP, there
are n cities (c) with their coordinates (cx and cy). A salesman
must visit each city exactly once and minimize the total length
of the complete tour. The aim is to find a permutaion of the set
containing all cities which minimizes the following equation:

f(c̄) =

n−1∑

i=1

d(ci, ci+1) + d(cn, c1)

where c̄ = (c1, c2, . . . , cn) represents the tour and d(A,B) is
a distance between the cities A and B:

d(A,B) =
√

(Ax−Bx)2 + (Ay −By)2
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1) Representing TSP in GA Framework: The ordered
crossover and reverse sequence mutation operators were used
for TSP. The ordered crossover operator, presented by Gold-
berg in [5], is a two-point crossover. Given two random
crossover points parent chromosomes are split into three parts.
Child chromosome inherits the left and right parts from the
first parent, and the middle part from the second one. The
elemetns in the right and left parts are removed and rotated to
avoid the duplication of elements [5].

In the reverse sequence mutation operator the sequence of
elements between two randomly chosen positions is reversed.

The dissimilarity operator takes into consideration the num-
ber of different elements on the same positions in both chro-
mosomes and compares it to the total number of elements. For
each position, the values from both individuals are compared.
If they differ, the counter is incremented. After analyzing the
whole chromosomes the counter value is divided by the size
of a chromosome (number of all cities in the instance).

2) TSP Dataset: The dataset for TSP experiments was
taken from the TSPLIB library [9] containing sample instances
for TSP. Berlin52 set was chosen [9] for the experiments. This
set provides coordinates of 52 locations. The optimal solution
to this problem is known, and it has the value of 7542.

C. Travelling Thief Problem

The Travelling Thief Problem is an optimisation problem
related to the Knapsack Problem and the Travelling Salesman
Problem (both described above). It was created to better model
real-life problems, often more complex than the well-known
benchmark NP-hard problems.

The Travelling Thief Problem consists of two interdepen-
dent sub-problems. The sub-problems can not be solved indi-
vidually, because the solution to one sub-problem strongly in-
fluences the quality of the solution of the second sub-problem.
To achieve satisfactory results one needs to solve both sub-
problems at the same time, finding the best combination of
solutions. This resembles the challenge often occurring in the
case of solving complex real-life problems with multiple, often
mutually contradictory, constraints.

We decided to include the Travelling Thief Problem in
our experiments as it seems a natural next step of our work
since it can be viewed as a specific composition of the two
problems described above: the Knapsack Problem and TSP.
Thus, the two components of the specification introduce a
multi-criteria structure. Additional complexity of this problem
is introduced by modeling the varying speed, that depends on
the current contents of the knapsack, that influences the total
cost of the solution, as explained below in this Section. Such a
complex, multi-criteria optimisation specification seems to be
a very natural domain of application for our diversity-aware
population control approach as it enforces exploring multpile,
mutually dissimilar alternatives for the solution.

There are several variants of the TTP problem. The one
implemented by us, known as TTP1, is most likely the most
popular one. There are n cities (represented by a distance
matrix) and m items (each having its own value, weight and

set of cities in which it can be found). A thief has to visit each
city exactly once, picking some items located in those cities
and putting them in their knapsack (which has a maximum
weight capacity W ). Thief’s speed depends on the weight of
the knapsack:

VC = Vmax −WC
Vmax − Vmin

W

VC represents the current speed, WC represents the current
weight of the knapsack and W represents the knapsack’s
maximum weight capacity. Vmax and Vmin are parameters
describing the thief’s maximum and minimum speed, respec-
tively. The natural interpretation is as follows: the heavier the
knapsack, the slower the thief. The speed is important, because
the objective function that is to be maximized depends not only
on the value of the picked items, but also on the total time
of the travel, as the thief has to pay for the time when the
knapsack is being used:

G(x, z) = g(z)−R · t(x, z)

Where g is the sum of values of all items in the knapsack,
R is the knapsack payment fee (rent) for the time unit and t
is the function calculating the time of the travel for the given
solution. This means the thief needs to maximise their profit
- the value of the stolen items reduced by the knapsack fee.

A solution consists of a tour x and item picking plan z
(recording the information concerning which items should be
picked in which city - if it is picked at all). The G function
strongly interconnects them, so they can not be optimised
separately.

1) Representing TTP in GA Framework: TTP represen-
tation in GA framework is a union of previously described
Knapsack and TSP representations. The dissimilarity value is
calculated by counting the number of different picks - the
items picked in the different cities at different times.

2) TTP Dataset: We used the dataset for TTP
experiments taken from the webpage of the optimisation
group of the University of Adelaide [10]. The data
provided on this site was used as a benchmark set for
competitions in 2014 and 2015. More precisely, the
Berlin52_n51_bounded-strongly-corr_01
dataset was chosen [10]. This set provides coordinates
of 52 locations and 51 items, one in each city. The optimum
solution to this instance is not provided by the creators of the
dataset nor yet known, to the best knowledge of the authors.

VI. EXPERIMENTAL RESULTS

In the experiments we measured the influence of the dissim-
ilarity operator on the best solution of the objective function
f(S) for diffreent population sizes. The tests where performed
in three groups for each problem:

1) The best solution of f(S) as a function of k for 10, 25,
50 and 100 individuals in population with α set to 0.35
(Fig. 1, 2 & 3)
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2) The best solution of f(S) as a function of α for 10, 25,
50, 100 and 150 individuals in population with k set to
20% of population (Fig. 4, 5 & 6)

3) The best solution of f(S) as a function of population
size with α set to 0.35 and k set to 20% of population
(Fig. 7, 8 & 9)

Each test was run 10 times and the median of all the 10 results
was computed and reported.

A. Computational Platform

Since the computations involved in our experiments were
quite extensive it was more natural to perform them on a spe-
cialised computational platform. Due to this, all calculations
were performed on the online data science platform Sense
[11]. Sense is a recently launched (released March 18, 2015)
cloud platform for data science and big data analytics built
by Sense, Inc. company. It provides an interface to multiple
scripted analytic tools like Python, Node.js, SQL and many
more, and allows to launch a new engine with dedicated CPU
and RAM for every created job. It also makes sharing data,
scripts and jobs and colaborating on the same project easy.

VII. DISCUSSION OF THE RESULTS

A. The Best Solution of f(S) as a Function of k

For the Knapsack problem some improvements in quality of
solutions can be observed only for small populations (Fig. 1).
For 10 and 25 individuals using the diversity-aware selection
operator increased the value of the best solution by 12-15%.
For bigger populations (50 and 100 individuals), though, the
positive changes are almost unnoticeable. A critical value of k
can be also observed for all populations. Exceeding k = 0.7N ,
where N is the population size, causes a dramatic decrease of
the best solution value. This could be interpreted as too much
exploatation at the expense of exploration for this relatively
easy1 problem would deteriorate the performance.

More significant positive impact of diversity operator on the
quality of solution can be observed for TSP (Fig. 2). For all
population sizes the results were improved by 30-35% when
15-35% of individuals were selected using the diversity-aware
selection operator. The best solution decrease starts earlier
than in the Knapsack problem but is not so rapid as in the
case of Knapsack - in the worst case the percentage decrease
between the best value of the objective function without and
with diversity-aware selection operator is about 8% while in
the Knapsack problem it is between 30-40%.

In the TTP experiments (Fig. 3) even stronger positive
impact of our diversity operator on the solution quality can be
observed. It reaches up to 40-45%. Importantly and interest-
ingly, the peak representing the best solutions is shift towards
the case when more individuals are being selected using
our diversity-aware selection operator (about 70-75%). After
reaching k = 1N the collected results are the same or slightly

1Remind that Knapsack is a relatively “easy” computational problem
among the NP-hard problems as there exists a pseudo-polynomial dynamic
programming algorithm for it, what excludes it from the class of, so called,
strongly NP-hard problems
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Fig. 1. f(S) as a function of k for Knapsack problem.
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Fig. 2. f(S) as a function of k for TSP.

worse then for computations without diversity-aware selection
operator. That seems to indicate that for this, particularly hard
and complex, optimisation problem the population diversity
can only improve the performance of the algorithm while it
almost never makes the quality worse.

B. The Best Solution of f(S) as a Function of α

Experiments performed for the Knapsack problem (Fig. 4)
show that changes of α parameter have a positive impact on
the best solution value only for the smallest tested population
composed of 10 individuals (28% increase for α = 0.15). For
bigger populations adding dissimilarity to f(S) has no or
only negative impact on the results.
For our current experimental settings, the TSP (Fig. 5) and
TTP (Fig. 6) tests show no clear dependence between the re-
sults and changes of α. This is an interesting signal that seems
to be counter-intuitive (compared to the results concerning the
dependence on the value of k presented above) and should be
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Fig. 3. f(S) as a function of k for TTP.
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Fig. 4. f(S) as a function of α for Knapsack problem.

further examined in the continuation work.

C. The Best Solution of f(S) as a Function of Population Size

Analysis of the last group of tests confirms the results ob-
served in the first series of experiments (concerning the depen-
dence of the solution quality on k). Namely, improvements in
Knapsack problem solution (Fig. 7) are visible only for small
populations and there is no change for bigger populations. For
TSP (Fig. 8) a positive impact can be observed for all tested
population sizes (10-200 individuals). The best solutions are
equally improved throughout all the tested populations.

TTP results (Fig. 8) show, that for smaller populations there
is a small postitve or even in some cases a negative impact on
the objective function value. For bigger populations a positive
impact is visible. It increases slightly with population size.

Most importantly, the reported experimental results clearly
indicate that introducing diversity to the solution population
can noticeably increase the quality of the solutions.
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Fig. 5. f(S) as a function of α for TSP.
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Fig. 6. f(S) as a function of α for TTP.
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Fig. 7. f(S) as a function of |S| for Knapsack problem.
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Fig. 9. f(S) as a function of |S| for TTP.

VIII. CONCLUSIONS AND FUTURE WORK

The experiments reported in this paper clearly indicate that
controlling the population diversity in genetic algorithm in
the way we proposed in this paper by using diverGene
is a promising technique. In particular, picking a part of
population using the diversity-aware selection operator can
significantly improve results of the objective function f(S) for
the variant of the TSP problem that we studied and, even more
significantly, for the TTP problem. There is also an interesting
observation, that seems to be natural and intuitive, that the
more complex and harder the optimisation problem the more
improvement can be achieved by applying our diversity-aware
selection operator.

More tests should be performed for the studied problems,
including examining other implementations of dissimilarity
operator and other settings.

Another interesting direction could be to study the conver-
gence rate as the function of the population diversity.

It is a bit surprising that we did not observe much depen-
dence of the quality of the solution on the value of the α
parameter. This should be further investigated in the future
work.

It would be also interesting to introduce the self-adaptation
mechanism to our approach. More precisely, to make the
algorithm itself dynamically controlling the values of the
diversity-aware operator parameters (e.g. k and α) to better
control the exploration/exploatation balance.
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Abstract—In the field of data analysis, the use of metrics is
a classical way to assess pairwise similarity. Unfortunately the
popular distances are often inoperative because of the noise,
the multidimensionality and the heterogeneous nature of data.
These drawbacks lead us to propose a similarity index based on
fuzzy set theory. Each object of the dataset is described with the
vector of its fuzzy attributes. Thanks to aggregation operators,
the object is fuzzified by using the fuzzy attributes. Thus each
object becomes a fuzzy subset within the dataset. The similarity
of a reference object compared to another one is assessed through
the membership function of the fuzzified reference object and an
aggregation method using OWA operator.

I. INTRODUCTION

ASSESSING the similarity between samples is a key of
success in data analysis process. Many methods rely on

similarity indices. Most of clustering ones uses pairwise com-
parisons when aggregating or separating samples [11], [12]. In
the framework of case-based reasoning, solving problem needs
for searching similar cases and assessing their similarities
[10]. Recommender systems also deal with similarity between
objects [18]. Thus the search for pairwise similarity indices
remains an active field of research [2], [14]. The choice of
similarity measures depends on the representation of objects
we compare [5] [6]. In this paper, we restrict the scope of this
study to the comparison of vector data.

When data is described with multidimensional vectors, the
use of metrics remains the classical way to assess pairwise
similarity [19], [6]. Unfortunately, database objects could have
qualitative features making difficult to obtain standardized
quantitative vectors of attributes from the objects. Thus the
popular distances (Euclidean distance, Mahalanobis distance,
Minkowski metric, Cosine distance, Correlation distance,... )
become often inoperative. Moreover noise or vagueness can
corrupt data and the curse of dimensionality is also an obstacle
in processing queries in high-dimensional space [3]. These
drawbacks lead us to propose a similarity index which is not
based on a distance function or a metric in the data space.

To overcome these difficulties, the fuzzy set theory gives a
framework to design similarity indices [17], [20]. In this paper,
the dataset forms the context for our pairwise comparisons
between objects.

Each object Xi of the dataset is fuzzified. Let X̃i be the
fuzzy set obtained from the crisp object Xi, X̃i is the fuzzy
version of Xi. The membership degree of the crisp object Xj

to the fuzzy set X̃i is considered as the similarity value from

Xj to the reference object Xi. Therefore the similarity indices
we propose are only fuzzy membership functions. Note that
such similarity indices based on membership functions do not
necessarily define symmetric relations.

The challenge using our approach becomes to obtain a
fuzzification of an object Xi within the dataset [13]. To achieve
this goal, the attributes of the object Xi are considered as
fuzzy numbers or fuzzy quantities. Then each crisp object Xj

is described with a vector of membership degrees relative to
the fuzzy attributes of Xi. Thanks to fuzzy logic operators, we
aggregate these membership degrees to obtain the aggregated
membership value of Xj to the fuzzy set X̃i. The critical
issue of this approach is the aggregation method we use.
This communication proposes to adapt OWA operators [16]
to define our aggregation method.

The paper is organized as follows.
In The sections 2 and 3 we present our approach for

the fuzzification of the attributes. The section 4 exposes the
methodology we use to evaluate the sensibility and specificity
of each attributes. After the fuzzification of the data, we
present in the section 5 the aggregation procedure used to build
a new similirity index using an Ordered Weighted Aggregation
operator. Before concluding, we present in the section 6 a
comparison of our new pairwise similarity indice with the
popular metrics.

II. DOMAIN OF FUZZIFICATION

Let E be a set of n objects defined by:

E = {Xi / 1 ≤ i ≤ n} (1)

where Xi are the n objects of E.

Each object is described by a vector of p attributes. The
object X is represented by the p-tuple (xik) with 1 ≤ k ≤ p
where xik is the value of the k-th attribute of the object Xi.
These p attributes are either quantitative or qualitative. If the k-
th attribute is quantitative, then its values lie within an interval
[ak, bk] of ℜ. If the k-th attribute is qualitative, then its values
are within a set {v1, v2, v3, ...vl} of l values. In both cases,
we call Dk the set we use to define the k-th attribute.

The domain of definition D of E is defined by:
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D =
∏

1≤k≤p

Dk (2)

Then we have: E ⊂ D with: #E = n. In the following each
object becomes a fuzzy subset of E relatively to its attributes.
Thus E is called domain of fuzzification.

III. FUZZIFICATION OF THE ATTRIBUTES

This section is devoted to the fuzzification of an object Xi

within the dataset E. Although the fuzzification of an attribute
is itself beyond the scope of this document, we firstly describe
the way we used to fuzzify each attribute value of the object
Xi. Thus we obtain k fuzzy attributes for Xi. Then we merge
these fuzzy attributes to build the fuzzy object X̃i defined in
E.

Let Xi be an arbitrary reference object of the data set E.
Let xik be the value of the k-th attribute of Xi. The values of
attributes are often imprecise and the meaning could be vague.
Therefore it is convenient to represent such imprecise or vague
values by fuzzy sets. Thus xik is represented by a fuzzy subset
of Dk. The membership function mi

k of this fuzzy subset is
defined by:

mi
k : Dk −→ [0, 1]

x 7−→ mi
k(x)

(3)

In this paper, these fuzzy sets are normalized with
mi

k(xik) ≤ 1.
In this paper, we propose a simple and empirical approach

of the data fuzzification. Each numeric value is represented
by a conventional trapezoidal membership function defined
by (a, b, c, d) with (cf. fig. 1):

mi
k(x) =





0 if x < ai
x−ai

bi−ai
if ai ≤ x < bi

1 if bi ≤ x < ci
di−x
di−ci

if ci ≤ x < di

0 if di ≤ x

(4)

Let xk and σk be respectively the mean and the standard
deviation of the k-th attribute within Dk. If devik is the
deviation between xik and xk (i.e. devik = |xik − xk|), an
empirical study leads us to propose:





ai = xik − σk − 0.5 devik
bi = xik − 0.5 σk − 0.1 devik
ci = xik + 0.5 σk + 0.1 devik
di = xik + σk + 0.5 devik

(5)

If the k-th attribute is qualitative, xik is fuzzified using a
degree of membership for each possible value of the attribute.
Then mi

k is defined by l values (mi
k(v1),m

i
k(v2), ...m

i
k(vl))

within Dk.

This paper proposes to use mi
k to fuzzify the object Xi

within E in respect with its k-th attribute. The membership
function of the object Xi is defined by:

µi
k : E −→ [0, 1]

Xj 7−→ µi
k(Xj) = mi

k(xjk) = µi
jk

(6)

with 1 ≤ j ≤ n and 1 ≤ k ≤ p.

If the value of xik is not set, then we propose to define µi
k

by simply µi
k(Xj) = 1

2 in order to ensure the robustness of
the proposed approach.

At this stage of the communication, several points should
be noted. Each object Xi gives rise to p fuzzy subsets of E.

Each subset is associated with an attribute. These fuzzy
subsets are defined with reference to the object Xi. They are
normalized because µi

jk ≤ 1.
We propose to consider the membership degrees µi

jk (with
Xj ∈ E) as similarity values from Xj to the reference Xi

with respect to the k-th attribute. If µi
jk = 1, then Xj and

Xi are considered as similar with respect to the k-th attribute.
In contrast, if µi

jk = 0, then Xj and Xi are considered as
dissimilar with respect to the attribute. The more µi

jk is close
to 1, the larger the similarity from Xj to Xi for the k-th
attribute. Thus the membership function µik (with 1 ≤ k ≤ p)
is considered as a similarity index to Xi with respect to its
attribute xik .

We can see in "fig. 1" that xj3k is considered as similar to
xik but xj1k is not comparable to xik . This similarity value
is asymmetric. In "fig. 2" xj4k is not comparable to xik :
µi
k(xj4k) = 0 but µj4

k (xik) > 0.

The membership functions µik give p indices of similarity
to Xi within the set E. Let us define two characteristics of
these indices that we call the sensibility and the specificity to
the similarity with X .

Let sensik be the mean of µi
jk when Xj ∈ E:

sensik =
1

n

∑

Xj∈E

µi
jk (7)

The value sensik lies between 0 and 1. It assesses an
average similarity between the reference object Xi and the
whole dataset E in respect with the k-th attribute.

If sensik is close to 1, then the n similarity values µi
jk

are also rather close to 1. Then the n objects Xj of E are
rather similar to Xi. In this case, the values µi

jk are sensitive
indicators of the similarity to Xi. Since these values are rather
equal to 1 or close to 1, then the value µi

jk becomes highly
symptomatic of a dissimilarity (non-similarity) with Xi when
the indicator of similarity µi

jk is close to 0. Thus the k-th
attribute is considered as an attribute sensitive to the similarity
with Xi.
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Fig. 1. Fuzzy representation.
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Fig. 2. Asymmetric similarity values.

In contrast, if sensik is close to 0, the n similarity values
µi
jk are also rather close to 0. Then the n objects Xj are

rather dissimilar (non-similar) to Xi. In this case, the values
µi
jk are specific indicators of the similarity to Xi. Since these

values are rather equal to 0 or close to 0, then the value µi
jk

becomes highly symptomatic of a similarity to Xi when the
indicator of similarity µi

jk is close to 1. Thus the k-th attribute
is considered as an attribute specific of the similarity with Xi.

When we consider the k-th attribute, sensik is a coefficient
of the sensibility of this attribute to the similarity with Xi and
1-sensik is a coefficient of the specificity of the attribute for
the similarity with Xi. These two coefficients characterize the
k-th attribute with reference to the object Xi within E.

Let us consider an example (see Table I) to explain these
coefficients. The dataset E has six objects X1, X2, X3, X4,
X5 and X6. Each object is described with four attributes. The
reference object is X1. The four attribute values of X1 are
fuzzified. The four membership functions µ1

1, µ1
2, µ1

3 and µ1
4

indicate the degrees of similarity to X1. In this example, the
sensitivities of the four attributes are respectively 0.767, 0.400,
0.583 and 0.680. The 1st attribute is the most sensitive one.
Only X6 has 1st attribute value dissimilar from the one of
X1. Thus the 1st attribute reveals the dissimilarity with X1.
The specificities of the four attributes are respectively 0.233,

0.600, 0.417 and 0.320. The 2nd attribute is the most specific
one. Only X2 has 2nd attribute value similar to the one of X1.
Thus the 2nd attribute reveals the similarity with X1.

TABLE I
SENSITIVITY AND SPECIFICITY OF THE ATTRIBUTES IN RESPECT WITH
THE REFERENCE OBJECT X1 : EXAMPLE OF 6 OBJECTS WITH 4 FUZZY

ATTRIBUTES, µk ARE THE DEGREES OF MEMBERSHIP TO X1 RELATIVE TO
THE k-TH ATTRIBUTE WITH 1 ≤ k ≤ 4

Fuzzy attributes
Objects µ1

1 µ1
2 µ1

3 µ1
4

X1 1 1 1 1
X2 0.9 1 0.3 0.9
X3 0.9 0.1 0.4 0.7
X4 0.9 0.1 0.5 0.5
X5 0.9 0.1 0.6 0.3
X6 0 0.1 0.7 0.2

sensitivity 0.767 0.400 0.583 0.680
specificity 0.233 0.600 0.417 0.320

IV. AGGREGATION WITH OWA OPERATORS

Let us consider the reference object Xi in E. The fuzzy
subset defined by the membership function µi

jk depends on the
value xik of the k-th attribute of Xi. We propose to aggregate
these p fuzzy subsets taking into account all the attributes. The
goal is to fuzzify the reference object Xi within E defining a
new membership function µi fusing the functions µi

k.
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The aggregation operators give a classical way to merge the
fuzzy subsets in E. Let aggreg be an aggregation operator.
The function µi is defined by:

µi : E −→ [0, 1]
Y 7−→ µi(Xj) = aggreg

1≤k≤p
(µi

k(Xj)) (8)

The aggregation operators are well studied in literature
[7], [8]. The minimum is the reference operator to obtain a
conjunction and the maximum is the one for a disjunction.
The operators used in this paper are a tradeoff between the
conjunction (AND) and the disjunction (OR).

If the similarity index µi
k is very sensitive (sensik close to

1), then the similarity index µi
k should contribute to µi using

a conjunction operator. Indeed, a conjunction seems desirable
because significant information is obtained when µi

k is close
to 0. In contrast, if the similarity index µi

k is very specific
(sensik close to 0), a disjunction operator seems preferable
because significant information is obtained when µi

k is close
to 1.

In this paper, the tradeoff between conjunction and disjunc-
tion is defined using an Ordered Weighted Aggregation (OWA
operators proposed by R. Yager [16]).

Let us describe the function µi obtained when using such
an OWA operator.

For an object Xj in E, the membership degrees µi
k(Xj) are

ordered by decreasing order. We obtain :

µi
(1)(Xj) ≥ µi

(2)(Xj) ≥ µi
(3)(Xj) ≥ ... ≥ µi

(p)(Xj)

The aggregation is defined by:

µi(Xj) =
∑

1≤k≤p

wk × µi
(k)(Xj) (9)

We denote W the weighting vector :

W = [w1, w2, . . . , wp] (10)

with
∑

1≤k≤p(wk) = 1 and wk ∈ [0, 1]

The weights are not associated with attributes but with their
ordered positions. The challenge is to determine the weights.

The conjunction operator (i.e. the minimum) is obtained if :

W∗ = [0, 0, . . . , 1] (11)

The disjunction operator (i.e. the maximum) is obtained if :

W ∗ = [1, 0, . . . , 0] (12)

The ordinary average is recovered if :

W̄ =

[
1

p
,
1

p
, . . . ,

1

p

]
(13)

Pérez and Lamata [15] discuss the weights determination
by means of linear functions that we use in this paper.

To emphasize the conjunction, we propose to use decreasing
weights wmin defined by using the linear orders of Borda [4]
where :

wmin(k) =
2k

p(p+ 1)
(14)

where 1 ≤ k ≤ p.

To emphasize the disjunction, we propose to use increasing
weights wmax defined by increasing linear orders with:

wmax(k) =
2(p+ 1− k)

p(p+ 1)
(15)

where 1 ≤ k ≤ p.

Then we have:

wmin(k) + wmax(k) =
2

p
(16)

For example, if p = 4





Wmin =
[

2
20 ,

4
20 ,

6
20 ,

8
20

]

Wmax =
[

8
20 ,

6
20 ,

4
20 ,

2
20

] (17)

The membership function µi
k is a similarity index with

Xi in respect with the k-th attribute. sensik describes the
sensitivity of the index. In this paper, sensik is considered
as the ANDness of the attribute and 1-sensik defines the
specificity i.e. the ORness of the attribute. Then the weights
of OWA operator we use are defined by:

wk = C
(
(sens(ik))wmin(k) + (1− sens(ik))wmax(k)

)

(18)
where C is the coefficient for obtaining

∑
1≤k≤p(wk) = 1.

The membership degrees µi(Xj) with Xj ∈ E are obtained
through these weights. Such an OWA operator in E permits
us to define a similarity index simi from the reference Xi to
the other objects Xj of E by:

sim(Xi, Xj) = µi(Xj) (19)

Note that the similarity index we propose is not necessarily
symmetrical (cf. fig:fuzzy2). In fact sim(Xi, Xj) is not always
equal to sim(Xj , Xi).

V. COMPARISON WITH POPULAR METRICS

The way we describe to design pairwise similarity between
multidimensional data leads us to propose a new pairwise
similarity index based on fuzzy logic operators. This section
is devoted to the assessment of the new similarity index we
propose. First we define a criterion to compare the similarity
indices. Second we apply this criterion for comparing our new

166 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



pairwise similarity index with more classical indices based on
the popular metrics.

A. Assessment of a similarity index

Such a pairwise similarity indices are often used in the
context of data clustering [9]. In this paper, we take the
problem upside down using the clusters for assessing the
similarity indices. The clusters define a partition of E, we
call CXi the cluster to which the object Xi belongs and we
call sim a similarity index between two objects of E.

Let us consider all pairs of objects (Xi, Xj) within the
sample data E. If the two objects Xi and Xj belong to the
same cluster, then an optimal similarity index from Xi to Xj

should be equal to one (i.e. Xi and Xj are similar). On the
contrary, if the two objects Xi and Xj belong to two different
clusters, then an optimal similarity index from Xi to Xj should
be equal to zero (i.e. Xi and Xj are dissimilar). Thus we define
the intra-cluster similarity of sim with:

intra(sim) =
1

n1

∑

CXi
=CXj

sim(Xi, Xj) (20)

where n1 is the number of couples (X,Y ) where X and
Y belong to the same cluster. The inter-cluster similarity is
defined with:

inter(sim) =
1

n2

∑

CXi
6=CXj

sim(Xi, Xj) (21)

where n2 is the number of couples (Xi, Xj) where Xi and
Xj belong to two different clusters.

The similarity index sim is optimal for the clusters when
intra(sim) = 1 and inter(sim) = 0. Therefore we define a
criterion to evaluate sim with:

crit(sim) = intra(sim)− inter(sim) (22)

The value crit(sim) lies always between -1 and 1.
The higher crit(sim), the more optimal sim with respect

to the clusters.
We propose to use this criterion to assess our new pairwise

similarity index.

B. Applications

This paper proposes a new way to evaluate the similarity
between multidimensional vector data. The most classical way
consists in using the popular metrics when data are quantita-
tive. In this paper we consider Euclidean distance, Manhattan
distance, Chebyshev distance, Canberra distance and Maha-
lanobis distance (see Table II). In fact, these distances are
dissimilarity indices that we transform into similarity indices
with:

simil(X,Y ) = 1− dist(X,Y )

max
A,B∈E

dist(A,B)
(23)

where dist is the distance that we use.

Then we have five similarity indices we call Euclidean,
Manhattan, Chebyshev, Canberra, and Mahalanobis
which are based on their three respective popular metrics.

We compare these similarity indices based on distances with
two indices we propose based on the aggregation operators of
membership functions. The first one is called simOWA that
is the index which is described in this paper. It is based on
OWA operators. The second one replaces the OWA operator
with the arithmetic mean of the membership functions. This
second one is called Arithmetic.

The similarity indices are computed using the databases
from Machine Learning Repository of UCI [1].

In this paper we propose to use six numerical multivariate
clustering databases that are iris, wine, ecoli, glass, seeds
and haberman. The number of attributes lies between 3
and 15. The number of objects lies between 100 and 500.
The number of clusters lies between 3 and 10. iris is the
classical database that has 150 iris plants with 4 attributes and
three clusters. The wine recognition database has 178 objects
with 13 attributes and three clusters. ecoli is the database
of sites of protein localization, it has 336 objects with 7
attributes and eight clusters. The glass identification database
has 214 objects with 9 attributes and seven clusters. The seeds
database of wheat varieties has 210 objects with 7 attributes
and three clusters. Haberman’s survival database has 306
objects with 3 attributes and two clusters.

The results obtained are in Table III. We can see that
the similarity indices proposed in this paper (SimOWA and
Arithmetic) are better than the others in 5 cases and ranked
second for one of them (glass Database). In 5 cases of 6, the
similarity indice based on the OWA operator gives us better
results than the one based on the arithmetic mean.

VI. CONCLUSION

The approach we propose has a significant advantage, it
allows us to deal with imperfection that is a general case with
real data. In medicine and biology, data is often imprecise
mainly due to the inherent variability of biological data. In
physics, data is also imperfect and it is usual to assign a
value from a sensor with the accuracy of the measurement.
Qualitative data is also imprecise or vague. Thus the use of
the fuzzy set theory is relevant in this context of imperfect
data.

In this paper we propose a simple method of fuzzification
for imperfect multidimensional data. With this fuzzification
we define a new similarity indice that will allow us in future
works to identify the main features of the dataset and build a
robust classification. We can also use this approach to compare
a new object with the existing data, for example by finding
the nearest objects.
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Abstract—Machine learning has received increased interest
by both the scientific community and the industry. Most of the
machine learning algorithms rely on certain distance metrics that
can only be applied to numeric data. This becomes a problem
in complex datasets that contain heterogeneous data consisted of
numeric and nominal (i.e. categorical) features. Thus the need
of transformation from nominal to numeric data. Weight of
evidence (WoE) is one of the parameters that can be used for
transformation of the nominal features to numeric. In this paper
we describe a method that uses WoE to transform the features.
Although the applicability of this method is researched to some
extent, in this paper we extend its applicability for multi-class
problems, which is a novelty. We compared it with the method
that generates dummy features. We test both methods on binary
and multi-class classification problems with different machine
learning algorithms. Our experiments show that the WoE based
transformation generates smaller number of features compared
to the technique based on generation of dummy features while
also improving the classification accuracy, reducing memory
complexity and shortening the execution time. Be that as it
may, we also point out some of its weaknesses and make some
recommendations when to use the method based on dummy
features generation instead.

Keywords—Weight of Evidence, WoE, dummy features, data
transformation, nominal features, categorical features, heteroge-
neous data

I. INTRODUCTION

CLASSIFICATION is one of the most researched problems
in the data mining community. The data mining process is

consisted of business and data understanding, data preparation,
modeling, evaluation and deployment [1]. One of the crucial
parts of this process is the data preparation which has a very
large influence over the success or failure of the classification.
Data preparation is not a trivial task and is dependent on the
nature of the data. There are many problems that need to be
addressed during the data preparation such as the existence
of outliers, errors, noise, missing values etc. It is important
that the data is processed and transformed correctly so that
the problems that exist in the raw data are eliminated or their
influence reduced as much as possible. For this we use different
data transformation methods.

Depending on the data type of the features different trans-
formations are suitable. Some of the most common methods
for data transformation are well described in [2] and [3]. Trans-
forming numeric data, be it continuous or discrete, can be done

in a variety of ways. Then again, transformations of nominal
and categorical data are not as extensively researched. This
issue is also highlighted in [4]. A very common way for trans-
formation of nominal features is by generating dummy features
(i.e. varables). It is characterized by simplicity, independence
of the data domain, and ease of implementation. Authors in
[5, 3, 6] recommend to generate dummy features when there
is no mapping of nominal to numeric data. After the data
transformation the distance between the dummy features of the
instances can be calculated in different ways, as described in
[7]: Euclidean distance, Hamming distance, Jaccard distance,
Levenshtein distance, etc. In this paper we treat binary dummy
features as numeric features, and the distances are calculated
intrinsically in the learning algorithm.

Another similarity measure for nominal features is pro-
posed in [8]. It gives greater weight to uncommon feature value
matches in similarity computations and makes no assumptions
about the underlying distributions of the feature values. Appli-
cation of this measure in an unsupervised setting to define the
similarity metric between pairs of objects is proposed in [9].

The term frequency-inverse document frequency (TF-IDF),
as described in [10] and [11], is often used in text mining prob-
lems as a numerical statistic which estimates the importance of
a word to a document in a collection of documents. In a similar
manner this weight can be used to transform arbitrary nominal
values into numerical just as it assigns weight to words in text
mining and information retrieval. This approach is mentioned
in [12], but using TF-IDF as nominal data transformation
technique during the preprocessing phase has not be widely
researched.

The weight of evidence parameter, originally defined in
[13], can be used for estimating the evidence in support of a
hypothesis. Additionally it can be used for transformation of
nominal data. Its applicability with examples is also discussed
in [14] and [2]. There are some computational limitations of
this method and we have addressed them in [15], so it can
be used even when the preconditions are not met. In [16] we
present an application of this transformation for calculation
of the information value of features, which is consequently
applied for feature selection.

One of the most serious drawbacks of this method is that
it is applicable only to binary classification problems. In this
paper we are providing theoretical foundations in order to
extend the applicability of the WoE method to multi-class
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problems. In order to evaluate its advantages, limitations and
drawbacks we are comparing it against the technique that
generates dummy features. The reason are using this technique
as benchmark is because it is most widely adopted in both
literature and practice. With this in mind, we have tested
both methods on binary and multi-class classification problems
and we have trained Support Vector Machines (SVMs) with
different types of kernels and a feed forward back-propagation
neural network. Finally, we summarize the findings of our
research and discuss the applicability of the proposed extension
of the weight of evidence parameter and give some recommen-
dations of when to use it.

II. TRANSFORMATION WITH GENERATION OF DUMMY
FEATURES

This section describes in more detail the method for
transformation of nominal into numeric features based on
generation of dummy features. By using this technique n new
dummy features are generated from a nominal feature that
has n different values, when n > 2. When n = 2 only
one dummy feature is generated. Equation (1) gives the total
number of generated dummy features where vi is the number
of different values of the i-th nominal features. Each of the
generated features can have a value of 0 or 1, depending on
the occurrence of a particular value of the original feature. This
approach has been published for the first time in [17] and was
mainly used in regression analysis. Also, [18] covers many
aspects related to regression analysis with dummy variables.
Over time, this technique has been added to many software
packages as a common stage before applying various machine-
learning algorithms. When the number of nominal features and
the number of different values they can have is small, this
transformation leads to good performance of the algorithms.
The problems arise when there are a lot of nominal features
that can have many different values. These kinds of situations
lead to rapid increase of the number of generated dummy
features, which in turn, slows down machine-learning algo-
rithms. In fact, the memory requirements or time complexity
of algorithms can expand to that degree that they cannot be
executed in a reasonable time on the computers that we have
today. This issue can be partially addressed by discarding some
of the generated features based on their predictive power. By
doing that, some potentially useful information in the discarded
features is consciously thrown away.

zdummy =
n∑

i=0

vi (1)

III. WEIGHT OF EVIDENCE

Decision making is mostly based on estimating the proba-
bility that one event might occur. The complexity of decision
making varies from trivial decisions to some complex ones
that require more involved processing of data from multiple
sources. The outcome of this probabilistic decision making
depends on facts that might even have inter dependencies [19].
For each decision we need to weight the influence of the facts
that contribute to it. This provides us means of mapping the
risk associated with a given choice or fact on a linear scale.

The concept of numerically weighting evidence was first
introduced in [13] and is a result of the work performed by
Alan Turing and I.J. Good during World War II. It is a sta-
tistical quantitative method for evaluating the facts (evidence)
in support of a hypothesis. The weighting is performed with
the parameter Weight of Evidence (WoE)[2]. It is a great tool
for estimating the relative risk based on the available data.
In this section we describe the mathematical background of
WoE when used for binary classification problems, originally
described in [15] and subsequently in [20].

Equation (2) defines the weight of evidence (WoE) of the
i-th value of the feature A, where NA

i is the number of data
points (i.e. instances) that were labeled as negative, and PA

i
is the number of data points that were labeled as positive
for the i-th value of the feature A. SN is the total number
of negatively labeled data points, PN is the total number of
positively labeled data points in the training set, and nA is the
number of different values for the feature A.

WoEA
i = ln

(
NA

i

SN
PA

i

SP

)
= ln

(
NA

i

PA
i

)
− ln

(
SN

SP

)
(2)

Values of SN and SP can be calculated with (3) and (4),
respectively:

SN =
nA∑

i=1

NA
i (3)

SP =

nA∑

i=1

PA
i (4)

WoE, as illustrated in the second part of (2), has two
components: a variable component and a constant component.
These numbers are independent of the machine learning algo-
rithm that is going to be applied in the data mining process.
They are calculated in the preprocessing phase. The variable
component is calculated based on the data points that have
a particular value of feature A and the constant component
is based on the whole sample (the training data set). In real-
time systems, these values should be calculated at regular tyme
intervals based on the dynamic of the new data input. There are
various statistics that can be monitored so we can determine
the need of updating the WoE parameters.

Equation (2) implies that the values for NA
i and PA

i have
to be different than zero, and given that they represent counts,
these constraints transform to NA

i > 0 and PA
i > 0. However,

these preconditions are not always met in real datasets thus
imposing limited applicability of the WoE parameter. The fol-
lowing section reviews the adjustments of the WoE technique
that overcome these preconditions as they were proposed in
[15].

IV. CALCULATION OF WEIGHT OF EVIDENCE FOR BINARY
PROBLEMS WHEN PRECONDITIONS ARE NOT MET

As mentioned in the definition of WoE, in order to calculate
WoE, we must satisfy the constraints PA

i > 0 and NA
i > 0.
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These conditions must be met for any value of the feature
so that the WoE can be computed. To be able to compute
WoE for all values of the nominal feature that needs to be
transformed, we need to make some adjustments in the way
WoE is calculated for the cases where the preconditions are
not met. The different types of unsatisfied preconditions as
proposed in [15] are listed below.

Case 1: The number of positively labeled data points is
zero (PA

i = 0) and the number of negatively
labeled data points is zero (NA

i = 0). This is
a trivial case when there are no data points (i.e.
instances) with the i-th value of the feature A,
even though this value is valid for this feature. In
such case we assume that WoEA

i is zero, meaning
that this particular value of the feature A will have
no impact on any transformations nor will change
the calculation of some other parameters that are
dependent on WoE. In fact, this value could be
even deleted from the possible set of values for
the current attribute. However, because it does not
have effect on anything, it could be retained in the
set of possible values in case some data points
from the data sets have the i-th value of variable
A, as well as for future analysis.

Case 2: The number of positively labeled data points is
zero (PA

i = 0) and the number of negatively
labeled data points is greater than zero (NA

i > 0).
There are no positively labeled data points, and
only negatively labeled data points with the i-
th value of the feature A. In order to apply (2),
we propose to use the value PA

i = 1 for the
positively labeled data points. At the same time,
we propose to add the appropriate number of
negatively labeled data points, so the overall ratio
of the added positively and negatively labeled data
points will be equal to the ratio of positively
and negatively labeled data points in the whole
data set (SN/SP ). In the following equations
let us denote the artificially added positive data
points (in this case only one) with δpAi = 1 and
with δnA

i denotes the added negative data points.
These artificial “additions” of data points does not
involve actual additions of instances in any data
set, rather it only alters the number of counted
data points of particular type for the purpose of the
calculations. If instead of one “added” data point
(δpAi = 1) we were to add more, then we would
need to add more negatively labeled data points
δnA

i compared to what we are adding now. This,
in turn, may pose a problem because the artificial
data points may become greater than the actual
data points that are negatively labeled. Equations
(5) and (6) define how the number of added data
points will be calculated, as well as, the proposed
estimate of WoE with (10).

δpAi
δnA

i

=
SP

SN
(5)

After applying δpAi = 1 in (5), we can calculate δnA
i with

(6):

δnA
i =

SN

SP
(6)

Now PA
i and NA

i that were defined in section III can be
modified to include the artificially added data points:

∆PA
i = PA

i + δpAi = 1 (7)

∆NA
i = NA

i + δnA
i = NA

i +
SN

SP
(8)

Then, instead of calculating WoE with (2) using NA
i and

PA
i , we can calculate it with their modified values ∆NA

i and
∆PA

i , defined in the two previous equations:

WoEA
i = ln

(
∆NA

i

∆PA
i

)
− ln

(
SN

SP

)
(9)

And if we apply (7) and (8) in (9), finally we get the
proposed estimate of WoE for this case of unsatisfied pre-
conditions:

WoEA
i = ln

(
NA

i × SP + SN

SN

)
(10)

Case 3: The number of negatively labeled data points is
zero (NA

i = 0) and the number of positively
labeled data points is greater than zero (PA

i > 0).
There are only positively labeled data points with
the i-th value of the variable A. We propose to add
one data point that is labeled as negative, so we
can use NA

i = 1 when applying (2), and to add
the appropriate number of positively labeled data
points, so the overall ratio of the added positively
and negatively labeled data points will be equal to
the ratio of positively and negatively labeled data
points in the whole data set (SN/SP ). As in the
previous case, these artificial “additions” of data
points are virtual because the instances in the data
sets are left intact, rather we only alter the number
of counted data points of a particular type. As for
why we are using only one artificial “addition”
the same observation as in Case 2 stands. In this
case the number of artificially added negative data
points is one (δnA

i = 1), so (5) can be transformed
as (11):

δpAi =
SP

SN
(11)

Now PA
i and NA

i that were defined in section III can be
modified to include the artificially added data points:

∆PA
i = PA

i + δpAi = PA
i +

SP

SN
(12)
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∆NA
i = NA

i + δnA
i = 1 (13)

Finally, for this case of unsatisfied preconditions, instead of
calculating WoE with (2) using NA

i and PA
i , we can calculate

it with their modified values ∆NA
i and ∆PA

i , defined in the
two previous equations:

WoEA
i = ln

(
SP

PA
i × SN + SP

)
(14)

In this section we reviewed the enhancement [15] for
estimation of WoE for cases in which the it can not be
calculated by using the original (2). With this approach we
add some data points so that the number of positive and
negative labeled data points is always positive. This has a
very small influence on the data and does not change the
overall distribution of the dataset. There are several benefits
from using the proposed method for WoE estimation:

• It would be computable for all features and all values
in the data set, meaning that WoE could be used to
transform the nominal features into numeric.

• The computed WoE could be used for binning of some
values of the features.

• Information value of all features could be computed,
and later it could be used for feature selection.

• Many classification algorithms have preference of
numeric over nominal features, and sometimes the
distance between different data points cannot be esti-
mated if the values of the features are nominal. After
we calculate the WoE values, the data points can be
compared in terms of WoE.

The proposed transformation could degrade the perfor-
mance of the classification model when significant noise is
present. The estimated risk in such cases could defer from
the real risk. Noisy data, however, poses a serious problem
in the data mining in general and should be addressed before
performing any kind of data transformation and using some
machine learning algorithm.

V. ONE-VS-ALL GENERALIZATION FOR MULTI-CLASS
PROBLEMS OF THE WEIGHT OF EVIDENCE PARAMETER

One of the most constraining properties of the Weight of
evidence parameter is that it is computable only for binary
classification problems. On the other hand, many real data
mining and machine learning applications require classification
into more than two classes. In order for the WoE parameter to
be applicable for such cases, the algorithm for its calculation
needs to be modified accordingly. One way to achieve this
is by representing the multi-class classification problem as
a set of binary problems. After that, we can calculate the
WoE values separately for each of the binary subproblems.
In [21] and [22] is applied a similar approach, known as
one-vs-all or one-vs-rest, for generalization of many machine-
learning algorithms that natively support only two classes (e.g.
SVMs). By applying the one-vs-all technique we can also
generalize the WoE transformation for multi-class problems.

We have followed this idea originally in [23], but without
substantial formal definition nor significant empirical evidence.
Here we explore the idea of one-vs-all generalization of the
WoE transformation in more depth.

Algorithm 1 is repeated for each of the m classes. With
this algorithm from a dataset with k nominal features and m
classes we generate zwoe new numeric features, as defined with
(15).

Algorithm 1 One-vs-all generalization for multi-class prob-
lems of the Weight of evidence parameter

for i = 1 → m do
Temporary label with TempClass1 all instances that

were originally labeled with Classi).
Temporary label with TempClass2 all instances that

were originally labeled with some class different than
Classi).

Calculate the WoE parameters for all instances and
all their nominal features using the temporary labels
(TempClass1 and TempClass2).

Transform all k nominal features using the calculated
WoE parameters in the previous step. This produces k new
numeric features.

Add the k generated numeric features to the transformed
dataset.

Remove the temporary labels of all instances and revert
them to their original labels (classes).
end for

zwoe =

{
m× n, m > 2

n, m = 2
(15)

The same algorithm can be applied for transformation
of the numeric attributes in the original dataset into another
numeric features as well. However, given the fact that there
are plenty of algorithms for transformation of numeric features,
we are not focusing on that kind of application of the WoE
transformation.

VI. RESULTS

In this section we present the experiments that we con-
ducted using the proposed method for data transformation. The
first four subsections describe the performance metric and the
cross-validation process that we used across all subsequent
tests, how and when we performed feature selection and
how we evaluated the performance. The following subsections
describe how we have applied the weight of evidence transfor-
mation on the nominal features in some of the datasets obtained
from the UCI Repository of Machine Learning Databases [24].

A. Performance metric

The choice of performance metric to evaluate any transfor-
mation is very important. Several research papers indicate the
fact that in some cases for a given dataset, the learning method
that obtains the best model according to a given measure, is
not the best method if a different measure is used. In [25] is
shown that Naive Bayes and pruned decision trees are very
similar in predictive accuracy. Later on, applying the same
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algorithms, in [26] the same authors show that Naive Bayes
is significantly better than pruned decision trees in terms of
AUC ROC. As it is said in [27] the different results cannot
be explained by slightly different implementations or variants
of machine learning algorithms, but on the fact that the two
measures (accuracy and AUC ROC) evaluate different things.
The predictive accuracy is perhaps the most popular metric
for classification problems and many researchers have been
publishing papers that show the performance of various algo-
rithms, techniques and transformations in terms of predictive
accuracy on the same datasets that we also use in this paper.
Another property of accuracy is that it can be calculated for
multi-class problems in the same way as it is calculated for
binary problems, while other metrics does not natively support
multi-class problems. Because of these reasons we have also
decided to compare our results in terms of predictive accuracy.

Additionally, we wanted to compare the execution times
of both transformations so we can have insight of that aspect
too. We have implemented all algorithms in Matlab and all
tests have been performed on Windows 7 Professional SP1 64
bit running on a virtual Intel Xeon X5680 at 3.33 Ghz with
8 GB RAM. We have used the built-in implementations of
FFNN and SVMs in Matlab. All listed execution times consist
of the data transformation, the training of the machine learning
algorithm and making the predictions.

B. Cross-validation

Some of the available datasets in the research commu-
nity are consisted of training, validation and testing subset.
However more often they are consisted of only one set that
should be used for training, validation and testing, so the task
of splitting the original dataset is left to the data analysts
and researchers. The most common practice when evaluating
performance in such cases is to perform cross-validation. There
are few alternatives of how can cross-validation be performed
and each of them has advantages and disadvantages. Stratified
10-fold cross-validation in [28] is recommended as the best
model selection method, as it tends to provide less biased
estimation of the accuracy. Following this recommendation
we have decided to perform k-fold cross-validation while
using different values for k: 2, 4, 6, 8 and 10. Usually the
cross-validation is performed after the data is preprocessed.
This means that all data cleaning, data transformations, and
removal of outliers have to be performed, and then different
subsets from the processed datasets are selected as training,
validation and testing. This approach is suitable when the
data transformations depend only on the actual values of
features that should be transformed. Such transformations
techniques are all mathematical functions that can be applied
on numerical features or generation of dummy features from
nominal features.

However, if the data transformations additionally depend
on the relationship between the instances in the training set
this approach is not suitable. Such relationship is present in the
Weight of Evidence transformation because the transformed
values depend on the set of values of the features that are being
transformed and the set of values of all other instances in the
dataset, as it is evident in (2). To review, the transformed value
depends on the number of instances labeled with a particular
class, and the number of instances that have a particular value

of the original feature and are labeled with a particular class.
These counts can vary for different subsets of the original
dataset, thus a different transformed values can be obtained
for the same original value. Ideally, if the dataset is large
enough and if the distribution of values of the nominal features
is nearly uniform, then the transformed values for different
subsets of the dataset would not vary much. However, such
conditions do not occur in real datasets, hence the need of
to modify the cross-validation process. Algorithm 2 describes
how the k-fold cross-validation is performed with repeated
transformation of nominal features. By applying this algorithm
for cross-validation, only the information that is present in the
current set of training folds is used for data transformation.

Algorithm 2 K-fold cross-validation with repeated transfor-
mation of nominal features

Randomly shufle the dataset
Randomly assign Foldi (i = 1 → k) to each instance in the
shuffled dataset
for i = 1 → k do

Assign all instances belonging to Foldi to TestSeti.
Assign all instances not belonging to Foldi to

TrainingSeti.
Calculate WoEi parameters for all nominal features in

TrainingSeti.
Transform all values of all nominal features in

TrainingSeti using the transformation values WoEi, thus
obtaining TransformedTrainingSeti.

Transform all values of all nominal features in TestSeti
using the transformation values WoEi, thus obtaining
TransformedTestSeti.

Train Modeli using TransformedTrainingSeti.
Validate Modeli using TransformedTestSeti, thus

obtaining Resultsi.
end for
Aggregate Resultsi(i = 1 → k)

C. Feature selection

In the machine learning literature there are a lot of
published papers and books about various feature selection
techniques, both for nominal and numeric features. Such paper
is [29], where the most popular algorithms are described and
illustrated with examples. This work focuses on data trans-
formation techniques and therefore we have performed some
basic feature selection, and have not tested more advanced
methods. First thing that is performed for all datasets that
we have worked on, all single-value features were removed.
Also if such features were generated with one of the applied
data transformation techniques they were also removed. This
is because these features have no information value i.e. their
entropy is zero, therefore having no predictive power regardless
of which machine learning algorithm would later be applied.

In the case when some nominal feature has many different
values and the dummy variables generation technique is used,
a lot of dummy features would be generated. This can pose a
serious problem for many machine learning algorithms because
they would demand enormous amount of computer power, even
to the extent that they would not be usable. To overcome this
problem we have used a simple feature selection that restricts
the number of dummy features that can be generated. Namely,
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only for the values of the nominal features that occur in more
than 5% of the instances a dummy feature is generated, while
for all other less frequently occurring values we generate only
one common dummy feature. Choosing the value of 5% as
a threshold provided good balance between retaining a small
number of features while not loosing too much information.
This simple algorithm is very effective in helping prevent the
generation of vast amount of dummy features. Of course, a
more intelligent feature selection can be applied but we did
not want to defocus from the main topic of the paper.

D. Performance evaluation

After applying the proposed transformation we have trans-
formed all nominal features in the datasets into numeric and
then we have trained few machine learning algorithms. In
order to have basis for comparison, we have also generated
dummy features from all nominal features in the original
datasets and afterwards we have trained the same machine
learning algorithms. To decrease the impact of randomness
while making the splits of the data into cross-validation folds
we have repeated the whole process multiple times and then we
have aggregated the results. The following subsections describe
each of the datasets, the performed data transformations and
the performance in more detail. The performance is analyzed
in terms of accuracy and execution time.

E. The Annealing dataset

The annealing dataset was obtained from the UCI Reposi-
tory of Machine Learning Databases [24] and it contains data
for a classification problem. More particularly, it contains 798
instances described with 6 numeric and 32 nominal features.
All instances are labeled with one of the 5 possible classes.
Only the nominal features of the dataset were subject to trans-
formation, while the numeric features were not transformed in
any way.

First, we have generated dummy features for all different
values of all nominal features in the original dataset. Note
that for nominal features that have only 2 different values we
do not generate dummy features rather we only convert their
values to 0s and 1s, because these features are already dummy
features with differently encoded values. By doing that we have
generated 64 dummy features. From them 7 had the same value
for all instances in the training and test sets, therefore they
were removed. Finally, together with the original 6 numeric
features the dataset 1 is comprised of 63 numeric features.

Then we have applied the proposed WoE transformation
thus obtaining 32× 5 = 160 new numeric features, as defined
with (15). From them 40 had the same value for all instances in
the training and test sets, meaning that there is no information
value in them, therefore they were removed. Finally, together
with the original 6 numeric features the dataset 2 is comprised
of 126 numeric features.

Both datasets were tested using a feed forward back
propagation neural network (FFNN), and SVM with a linear,
quadratic, polynomial and RBF kernel. The training and test
partitions of the datasets were obtained using k-fold cross
validation and 2, 4, 6, 8 and 10 were used as k values. An
important thing to mention is that a same value of the original
feature can be transformed into different values. This situation

arises from the nature of the WoE values - they depend not
only on the original values but also on the distribution of the
other values of the same feature in the training dataset. This
in turn require the WoE transformation to be performed for
each training fold separately. In fact for k-fold cross validation
the WoE transformation would be performed k times, once
for each training fold combination. Because the instances that
belong to the folds are chosen randomly, the performance can
vary and may not be consistent. Therefore, the whole process
was repeated 10 times for each value of k. At the end we
have calculated the average, minimum, maximum and standard
deviation of the accuracies and the execution times for each
algorithm and each transformation type using the data from
the 10 repetitions.

Table I shows the accuracies for different values of k of the
10 repetitions when a FFNN was trained with both datasets.
We can see that for all values of k the WoE transformed dataset
produced better average accuracy. Next, table II shows the
execution times when a FFNN was trained with both datasets.
We can see that both transformations together with the training
and test phase needed were completed in similar time, even
though the WoE transformed dataset had about twice more
features.

The next algorithm we trained was SVM with linear kernel.
Tables III and IV show the results of this algorithm using both
datasets. For it we can note that both the accuracy and exe-
cution time are similar to each other for both transformations,
but are much better than the FFNN.

After that, we have trained a SVM with RBF (i.e. Radial
Basis Function) kernel. Tables V and VI show the results of
this algorithm using both datasets. For this algorithm we can
note that both the accuracy and the execution time are similar
to each other for both transformations, are significantly better
than the FFNN and worse than the SVM with linear kernel.

The following algorithm that we have trained was a SVM
with Polynomial kernel. Tables VII and VIII show the results
of this algorithm using both datasets. For this algorithm we
can note that the accuracy is slightly better when dummy
transfomation is used and execution time is slightly better
when WoE transformation is used. Overall the performance is
similar to the SVM with linear kernel and to the performance
of SVM with Quadratic kernel, which are shown with tables
IX and X.

Tables XI and XII show the results of a SVM with MLP
(i.e. multilayer perceptron) kernel using both datasets. For this
algorithm we can note that the accuracy is slightly better
when dummy transfomation is used and execution time is
slightly better when WoE transformation is used. Overall the
performance is similar to the SVM with RBF kernel.

Finally, we can conclude that for this particular dataset
both transformations lead to similar performance in terms of
accuracy and execution time when various machine learning
algorithms are applied. We want to point out again the fact
that the dataset has 1000 instances that are non-uniformly
distributed into 5 classes. As a consequence the execution of
the transformations is very fast and therefore they are very
similar. Additionally the number of different values of the
nominal features is very small therefore the advantages of the
WoE transformation can not be exploited. For datasets like this
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one, where the number of instances, the number of nominal
features and the number of different values are fairly small,
both transformations provide similar results. However, in such
cases we recommend applying the dummy transformation
because it is easier to implement and it is a lot simpler to
interpret and understand.

TABLE I. ANNEALING DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with FFNN

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.7617 0.7628 0.7718 0.7862 0.7239
Max 0.8307 0.8364 0.8342 0.8273 0.8230

Mean 0.7951 0.8025 0.7981 0.8081 0.7882
StDev 0.0244 0.0229 0.0191 0.0127 0.0242

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.7550 0.7728 0.7030 0.7917 0.7773
Max 0.8408 0.8954 0.8731 0.8375 0.8430

Mean 0.7989 0.8258 0.8114 0.8116 0.8113
StDev 0.0258 0.0335 0.0420 0.0139 0.0207

TABLE II. ANNEALING DATASET. Execution time in seconds from 10
repetitions of k-fold cross-validation with FFNN

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 1.75 4.56 7.32 10.58 13.45
Max 9.48 6.25 10.99 12.66 18.95

Mean 2.83 5.43 9.02 11.62 14.88
StDev 2.23 0.53 0.96 0.63 1.49

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 1.96 5.33 8.64 12.12 14.35
Max 2.74 6.45 10.27 13.38 18.56

Mean 2.31 5.89 9.21 12.63 15.93
StDev 0.26 0.37 0.44 0.41 1.25

TABLE III. ANNEALING DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with SVM with linear kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.9755 0.9866 0.9677 0.9732 0.9888
Max 0.9889 0.9922 0.9922 0.9922 0.9922

Mean 0.9825 0.9889 0.9884 0.9892 0.9906
StDev 0.0042 0.0017 0.0071 0.0054 0.0009

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.9755 0.9611 0.9866 0.9866 0.9900
Max 0.9911 0.9944 0.9944 0.9944 0.9922

Mean 0.9850 0.9882 0.9914 0.9919 0.9915
StDev 0.0041 0.0092 0.0025 0.0021 0.0007

TABLE IV. ANNEALING DATASET. Execution time in seconds from 10
repetitions of k-fold cross-validation with SVM with linear kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 1.32 2.04 4.22 6.12 6.00
Max 2.07 3.80 6.21 10.46 13.36

Mean 1.49 2.67 5.44 7.69 9.06
StDev 0.21 0.49 0.62 1.38 1.92

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 1.55 3.34 4.74 5.75 8.22
Max 2.56 5.80 6.69 9.64 11.13

Mean 2.01 4.30 5.80 7.79 9.39
StDev 0.33 0.71 0.65 1.15 0.79

TABLE V. ANNEALING DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with SVM with RBF kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.8664 0.8953 0.9053 0.9087 0.9064
Max 0.8953 0.9199 0.9198 0.9243 0.9243

Mean 0.8814 0.9081 0.9139 0.9180 0.9187
StDev 0.0086 0.0070 0.0044 0.0054 0.0050

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.8641 0.8942 0.9031 0.9076 0.9064
Max 0.8931 0.9176 0.9176 0.9242 0.9243

Mean 0.8782 0.9067 0.9126 0.9173 0.9177
StDev 0.0088 0.0067 0.0044 0.0054 0.0048

TABLE VI. ANNEALING DATASET. Execution time in seconds from 10
repetitions of k-fold cross-validation with SVM with RBF kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 1.72 4.09 6.44 8.79 11.45
Max 2.03 4.41 7.10 11.14 15.50

Mean 1.83 4.29 6.73 9.44 12.05
StDev 0.08 0.10 0.24 0.60 1.16

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 1.77 4.15 6.26 9.08 11.14
Max 1.97 4.63 7.18 10.44 13.06

Mean 1.84 4.42 6.74 9.49 11.89
StDev 0.06 0.13 0.28 0.42 0.48

TABLE VII. ANNEALING DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with SVM with Polynomial kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.9788 0.9889 0.9900 0.9900 0.9878
Max 0.9889 0.9933 0.9933 0.9933 0.9933

Mean 0.9860 0.9914 0.9922 0.9920 0.9916
StDev 0.0028 0.0020 0.0011 0.0010 0.0015

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.9577 0.9655 0.9654 0.9666 0.9655
Max 0.9755 0.9755 0.9733 0.9744 0.9710

Mean 0.9674 0.9701 0.9695 0.9698 0.9689
StDev 0.0056 0.0028 0.0024 0.0020 0.0019

TABLE VIII. ANNEALING DATASET. Execution time in seconds from
10 repetitions of k-fold cross-validation with SVM with Polynomial kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.98 1.84 2.64 3.44 4.33
Max 1.11 2.14 2.89 4.35 4.93

Mean 1.04 1.97 2.78 3.71 4.50
StDev 0.04 0.08 0.09 0.24 0.19

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.89 1.67 2.40 3.23 3.96
Max 1.03 2.86 2.78 3.84 4.60

Mean 0.95 1.87 2.57 3.45 4.20
StDev 0.04 0.34 0.13 0.17 0.17

TABLE IX. ANNEALING DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with SVM with Quadratic kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.9766 0.9911 0.9922 0.9900 0.9833
Max 0.9933 0.9956 0.9955 0.9956 0.9956

Mean 0.9874 0.9933 0.9948 0.9947 0.9934
StDev 0.0043 0.0014 0.0012 0.0017 0.0036

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.9744 0.9889 0.9922 0.9889 0.9844
Max 0.9900 0.9944 0.9944 0.9955 0.9956

Mean 0.9840 0.9918 0.9939 0.9929 0.9923
StDev 0.0043 0.0017 0.0009 0.0023 0.0034
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TABLE X. ANNEALING DATASET. Execution time in seconds from 10
repetitions of k-fold cross-validation with SVM with Quadratic kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.97 1.73 2.41 3.33 4.05
Max 1.18 2.21 2.80 3.90 4.45

Mean 1.04 1.91 2.64 3.53 4.21
StDev 0.06 0.15 0.12 0.17 0.12

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.87 1.61 2.30 3.07 3.63
Max 0.99 1.92 2.57 3.65 4.18

Mean 0.94 1.74 2.43 3.26 3.81
StDev 0.04 0.10 0.07 0.15 0.18

TABLE XI. ANNEALING DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with SVM with MLP kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.8664 0.8953 0.9053 0.9087 0.9064
Max 0.8953 0.9199 0.9198 0.9243 0.9243

Mean 0.8814 0.9081 0.9139 0.9180 0.9187
StDev 0.0086 0.0070 0.0044 0.0054 0.0050

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.8641 0.8942 0.9031 0.9076 0.9064
Max 0.8931 0.9176 0.9176 0.9242 0.9243

Mean 0.8782 0.9067 0.9126 0.9173 0.9177
StDev 0.0088 0.0067 0.0044 0.0054 0.0048

F. The PAKDD 2010 dataset

The 14th Pacific-Asia Knowledge Discovery and Data
Mining conference (PAKDD 2010) together with NeuroTech
Ltd. and the Center for Informatics of the Federal University of
Pernambuco (Brazil) co-organized a data mining competition
[30]. This credit risk assessment problem comes from the
private label credit card operation of a major retail chain.
The company has been operating its private label card for
over 10 years and has applied two different methods for risk
assessment with the application’s acceptance rate varying from
50% to 75% within this period. Each accepted application
turns the applicant into a client and gives him/her the access
to credit for purchasing on the retail chain to be billed 10
to 40 days after the purchase, on a monthly basis on a fixed
month day. After his/her credit acceptance, a client would take
some time to make their first purchase and receive their first
bill. During the first year of using the card, the set of monthly
bills and payment behavior is collected and used for credit
risk assessment. If the client had any monthly defaults (delays
longer than the agreed payment periods) he is labeled as bad,
otherwise as good client. The goal is to exploit the information

TABLE XII. ANNEALING DATASET. Execution time in seconds from
10 repetitions of k-fold cross-validation with SVM with MLP kernel

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 1.74 4.19 6.38 9.13 11.33
Max 1.94 4.82 7.09 10.22 12.67

Mean 1.84 4.42 6.70 9.42 11.76
StDev 0.07 0.22 0.19 0.29 0.34

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 1.73 4.25 6.27 8.93 11.03
Max 2.01 6.07 7.09 11.28 12.43

Mean 1.87 4.65 6.69 9.59 11.77
StDev 0.08 0.49 0.24 0.62 0.39

that was available when the applicant applied for credit and try
to predict whether he would be a good or bad client. To achieve
this we have used the training data consisting of various kinds
of information for the applicants like age, profession, sex,
marital status, monthly income etc. and the label (good/bad)
to build prediction models.

For the purpose of the competition there are three available
datasets, but the labels (i.e. target class) of only one of them
are made publicly available. This dataset is named as Modeling
and has 50000 instances, distributed as 26% vs. 74% per class.
The dataset is real and collected manually during a long time
period therefore some of the instances have missing, invalid
or inconsistent data, some of the columns have no information
value or have the same values for all instances etc. We have
addressed these issues by removing some of the instances and
the columns. Additionally, we have generated few nominal
features that capture interactions between the original features:
sex, marital status, age group, profession etc. After this stage
of data cleaning and preparation we ended up with a dataset
with 11 numeric and 24 nominal features and a total of about
42000 instances that were similarly distributed in respect to
the target class.

First, we have generated dummy features for all different
values of all nominal features in the original dataset. Note
that for nominal features that have only 2 different values
we do not generate dummy features rather we only convert
their values to 0s and 1s, because these features are already
dummy features with differently encoded values. By doing that
we have obtained around 4630 dummy features. Obviously a
dataset with such high number of features makes it difficult
to train models on it. That is why we have performed a
simple feature selection as described in subsection VI-C, which
resulted in a dataset with about 140 dummy features. Finally,
together with the original 11 numeric features the dataset 1 is
comprised of about 150 numeric features. The exact number
of features varies depending on the random split during the
cross-validation.

Then we have applied the proposed WoE transformation
and we generated for each nominal features one numeric
feature which resulted in 24 new numeric features, as defined
with (15). Together with the original 11 numeric features the
dataset 2 is comprised of 35 numeric features.

Both datasets were tested using a feed forward back
propagation neural network, and SVM with a linear, quadratic,
polynomial and RBF kernel. The training and test partitions
of the datasets were obtained using k-fold cross validation
and 2, 4, 6, 8 and 10 were used as k values. The whole
process was repeated 10 times for each value of k, so the
influence of randomness during the cross-validations can be
neglected. The official performance metric of the competition
is area under the receiver operating curve (AUC ROC) [26],
but due to the reasons discussed in subsection VI-A, we
have decided to compare the results in terms of accuracy.
The first results were not very useful because the accuracy
of the classifiers built from both datasets was in the most
cases around 74%. Additionally in many cases the machine
learning algorithms could not converge, meaning we could
not compare the both transformations. The WoE transformed
dataset usually provided better accuracy, but the overall results
were insufficient to make firm conclusions. The fact that the
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accuracy was similar to the percentage of the more common
class and the confusion matrices undoubtedly showed that the
unbalanced dataset introduces serious problems for all machine
learning algorithms. The algorithms trained on the dummy
transformed dataset converged twice less often than the ones
trained on the WoE transformed dataset, and in the rare cases
when they both converged the WoE transformation almost
always provided better results.

In order to make better comparisons of the transformations,
it was obvious that a balanced dataset would be more suitable.
While we can artificially generate more instances of the less
common class, the most common way to balance a dataset is
by “throwing away” some of the instances labeled with the
more common class. When data is balanced, accuracy rates
tend to decline [31]. If we balance the dataset by reducing the
training set size, then this can lead to the degeneracy of the
model because we are neglecting potentially useful training
instances. Nevertheless, we have opted for this option because
it was easier to implement the shrinking, but mostly because
this way we can train algorithms much faster because of the
smaller training sets. By doing this we have obtained a bal-
anced dataset with around 22000 instances and afterwards we
have performed all tests described in the previous paragraph.
Important to mention here is that by repeating the whole tests
10 times we were able to select different subsets of instances
of the more common class for each repetition, thus mitigating
the issues of thrown-away information to some extent.

From all algorithms that were tested only the FFNN
converged for all values of k and all repetitions. The achieved
results are shown in tables XIII and XIV. We can conclude
that when FFNN was trained the WoE transformation produced
6% to 9% better accuracy in 10% to 40% more time than the
dummy transformation.

After the training was performed for the SVM with RBF
kernel we noticed that convergence could not be acheived when
k is 4, 6, 8 and 10 when the dummy transformed dataset is
used. Similary, when the WoE transformed dataset was used
the SVM converged when k was 2 and in six of the repetitions
when k was 4. The results that we were able to collect are listed
in tables XV and XVI. The results for SVM with MLP kernel
were so similar that the averages look exactly the same despite
the fact that the individual values were different. This can be
seen in tables XVII and XVIII. From them we can conclude
that when SVM with RBF or MLP kernel was trained the WoE
transformation produced about 2% better accuracy about three
times faster than the dummy transformation and additionally
the SVMs were able to converge more often. Compared to the
the FFNN, the SVMs produced about 20% better accuracy for
k = 2 but were significantly slower - about 6 times.

The other SVMs with linear, polynomial and quadratic
kernel could not converge for none of the repetitions and
different k values. We realize that these issues might be
addressed by parameter tuning, but we cannot concentrate on
this issue at the moment because it is not the focus point of
this paper.

TABLE XIII. PAKDD 2010 DATASET. Accuracy from 10 repetitions of
k-fold cross-validation with FFNN

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 0.5122 0.5443 0.5430 0.5478 0.5536
Max 0.5944 0.5900 0.5903 0.5935 0.5860

Mean 0.5547 0.5711 0.5697 0.5739 0.5706
StDev 0.0246 0.0144 0.0147 0.0149 0.0088

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 0.5028 0.5472 0.5610 0.5868 0.5702
Max 0.6453 0.6561 0.6596 0.6377 0.6567

Mean 0.5894 0.6214 0.6158 0.6111 0.6123
StDev 0.0504 0.0328 0.0262 0.0149 0.0227

TABLE XIV. PAKDD 2010 DATASET. Execution time in seconds from
10 repetitions of k-fold cross-validation with FFNN

Dummy transformation
k=2 k=4 k=6 k=8 k=10

Min 29.59 84.85 141.67 183.26 242.82
Max 45.16 103.84 309.29 223.04 272.56

Mean 35.54 93.86 169.14 207.04 257.37
StDev 4.67 5.61 47.23 12.04 8.53

WoE transformation
k=2 k=4 k=6 k=8 k=10

Min 41.54 104.24 168.24 251.99 302.14
Max 48.07 297.96 200.57 279.83 388.43

Mean 44.21 135.97 190.84 267.72 338.81
StDev 1.69 54.34 9.04 6.94 21.50

TABLE XV. PAKDD2010 BALANCED DATASET. Accuracy from 10
repetitions of k-fold cross-validation with SVM with RBF kernel

Dummy trans. WoE trans.
k=2 k=2 k=4

Min 0.7300 Min 0.7409 0.8044
Max 0.7400 Max 0.7531 0.8089

Mean 0.7336 Mean 0.7453 0.8063
StDev 0.0029 StDev 0.0035 0.0015

TABLE XVI. PAKDD2010 BALANCED DATASET. Execution times in
seconds from 10 repetitions of k-fold cross-validation with SVM with RBF

kernel

Dummy trans. WoE trans.
k=2 k=2 k=4

Min 713.34 Min 254.66 851.89
Max 968.45 Max 274.56 1054.31

Mean 803.70 Mean 262.75 954.75
StDev 82.49 StDev 6.22 88.40

TABLE XVII. PAKDD2010 BALANCED DATASET. Accuracy from 10
repetitions of k-fold cross-validation with SVM with MLP kernel

Dummy trans. WoE trans.
k=2 k=2 k=4

Min 0.7300 Min 0.7409 0.8044
Max 0.7400 Max 0.7531 0.8089

Mean 0.7336 Mean 0.7453 0.8063
StDev 0.0029 StDev 0.0035 0.0015

TABLE XVIII. PAKDD2010 BALANCED DATASET. Execution times
in seconds from 10 repetitions of k-fold cross-validation with SVM with

MLP kernel

Dummy trans. WoE trans.
k=2 k=2 k=4

Min 713.34 Min 254.66 851.89
Max 968.45 Max 274.56 1054.31

Mean 803.70 Mean 262.75 954.75
StDev 82.49 StDev 6.22 88.40
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VII. CONCLUSION

In this study we have proposed a data transformation
method based on the weight of evidence parameter. This
technique is applicable in binary and multivariate supervised
learning problems particularly for the nominal and categorical
features. We have tested this technique on two real datasets.
To verify our results, we have also generated dummy features
from all nominal features in the same datasets and afterwards
we have trained the same machine learning algorithms (i.e.
feed forward neural networks and support vector machines
with different kernels).

The analysis of the results show that in datasets in which
the number of instances, the number of nominal features
and the number of different values are fairly small, both
transformations provide similar results in terms of predictive
performance and execution time. For this reason in such cases
we recommend applying the dummy transformation, because
is easier to implement and it is a lot simpler to interpret and
understand. However, it was the opposite case when we applied
both transformations to a significantly larger dataset (with
more than 10000 instances) that has more nominal features
and they have more different values. Very often machine
learning algorithms could not be trained on the dummy trans-
formed dataset because of the memory complexity or because
convergence could not be achieved. On the same dataset,
but transformed with WoE, the same algorithms achieved
convergence and produced significantly better results both in
terms of predictive performance and execution time.

The presented method can be used without prior knowledge
of the nature of the datasets. In our future work, we plan to
compare the WoE transformation with other techniques for
data transformations for nominal features. Also we will train a
larger set of classifiers and will apply these transformations
on other datasets as well. Additionally when we train the
classifiers we also need to investigate the effect of parameter
tuning, for instance when training SVMs. Our goal is to make
firm and well-explained conclusions of which transformation
is most suitable for what kinds of datasets, so researchers
and practitioners can make apply these transformations more
confidently without having to try out all possible combinations
before deciding which one is most suitable.
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Abstract—Nowadays, companies collect data at an increas-
ingly high rate to the extent that traditional implementation
of algorithms cannot cope with it in reasonable time. On the
other hand, analysis of the available data is a key to the business
success. In a Big Data setting tasks like feature selection, finding
discretization thresholds of continuous data, building decision
threes, etc are especially difficult. In this paper we discuss
how a parallel implementation of the algorithm for computing
the information gain can address these issues. Our approach
is based on writing Pig Latin scripts that are compiled into
MapReduce jobs which then can be executed on Hadoop clusters.
In order to implement the algorithm first we define a framework
for developing arbitrary algorithms and then we apply it for
the task at hand. With intent to analyze the impact of the
parallelization, we have processed the FedCSIS AAIA’14 dataset
with the proposed implementation of the information gain. During
the experiments we evaluate the speedup of the parallelization
compared to a one-node cluster. We also analyze how to optimally
determine the number of map and reduce tasks for a given cluster.
To demonstrate the portability of the implementation we present
results using an on-premises and Amazon AWS clusters. Finally,
we illustrate the scalability of the implementation by evaluating
it on a replicated version of the same dataset which is 80 times
larger than the original.

Keywords—Hadoop, MapReduce, information gain, paralleliza-
tion, feature ranking

I. INTRODUCTION

THE volume of data that needs to be processed has
increased significantly in recent years. Most of the or-

ganizations in the world base their decisions on the data they
collect and they need large volumes of data to be processed
in as little time as possible. Over the years many ideas
have been developed for solving the Big Data challenge.
Increasing the processing power is the logical way to go but
this has proven to be effective up to a certain point. After
that the hardware scaling is not yet effective enough. The
idea of distributing the computation has become popular in
recent years since the publications of Google’s approaches for
MapReduce [1] in 2004 and the concept of Big Table [2] in
2006. Other companies have followed similar paths introducing
open-source solutions. One such system is Apache Hadoop that
contains a set of algorithms for distributed processing, storage
of large datasets on computer clusters, scheduling etc. It is a
framework that is employed by industry leaders like Yahoo,
Facebook, Ebay, Adobe, etc [3].

Machine learning algorithms such as decision trees [4],
neural networks [5], Naive Bayes [6, 7] and many others can

automatically analyze data and make conclusions, predictions
or even find patterns that otherwise cannot be detected. The
main drawback of these algorithms is the degrading per-
formance in presence of redundant and irrelevant features.
Other algorithms such as Support Vector Machines are able
to cope with this problem to some extent, however, this ability
increases the computational time so much that the algorithm
doesn’t give result in reasonable time. This has already been
confirmed in the literature [8, 9, 10]. One way to resolve this
is to perform feature selection [11, 9, 12], defined as the task
of selection of feature subsets that describe the hypothesis at
least as well as the original set. In [13] the most widely used
methods for feature selection are introduced.

The rest of this paper is organized as follows. First, in
section II we review the most recent approaches to paral-
lelization of various algorithms. Afterwards in section III we
describe the definition and applications of information gain.
Next, in section IV we present we describe the services in
the Hadoop ecosystem and then we present a framework for
parallelization of algorithms. Thereupon, in section V we apply
it for parallel and distributed computation of information gain
based on MapReduce. Next, in section VI we present the
experimental setup and the obtained results. Finally, in section
VII we discuss the contribution of our work and our plans for
further research.

II. RELATED WORK

This section describes some of the most recent work on par-
allelizing different algorithms with MapReduce. The general
approaches and limitations of different data mining algorithms
when applied to massive datasets are described in [14]. Here
some common data mining problems are explained from a Big
Data perspective, but a MapReduce implementation is given
only for some common problems like matrix manipulation and
joins between tables.

A good overview of the parallel programming paradigms
and frameworks in the Big Data era is presented in [15].
Here the authors describe the MapReduce paradigm, but more
importantly introduce the frameworks that are built on top of
it like: Pig Latin for processing data flows, Hive for non-real
time querying of partitioned tables, and Spark and Twister for
iterative parallel algorithms.

The authors in [16] address the problem of efficient feature
evaluation for logistic regression on very large data sets.
Here they present a new forward feature selection heuristic
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that ranks features by their estimated effect on the resulting
model’s performance. They test the method on already avail-
able datasets from UCI, but also generate artificial datasets for
which they know the logistic regression coefficients. They use
that to evaluate the selected features.

By using the MapReduce paradigm in [17] a data intensive
parallel feature selection method is proposed. In each map
node, a method is used to calculate the mutual information
and combinatory contribution degree is used to determine the
number of selected features.

In [18] an implementation based on the MapReduce pro-
gramming model of Naive Bayes is proposed. During the
map phase all counts needed for calculating the conditional
probabilities are emitted, and during the reduce phase they are
aggregated.

A parallel implementation of the SVM algorithm for scal-
able spam filtering using MapReduce is proposed in [19]. By
distributing, processing and optimizing the subsets of the train-
ing data across multiple participating nodes, the distributed
SVM reduces the training time significantly. Merging of the
results is actually a union of the individually computed support
vectors. The cost of the parallelization is that because not all
training data is available on all nodes, the performance can
degrade. However, if the data is properly distributed on the
nodes in regards to stratification per class, this problem can be
mitigated.

A method for reducing the dataset to a small but repre-
sentative subset is proposed in [20]. The idea is to use the
representative subset for faster machine learning because the
dataset size will be significantly reduces. The speedup is being
calculated against a cluster with one node. However, if the
dataset is too large, or the computation takes a lot of time
the authors suggest to use more than one for estimating the
speedup. By doing this one can calculate the speed of the
current configuration versus the cluster with some smaller
number of nodes.

In [21] an approach based on MapReduce for distributed
column subset selection is proposed. In this approach each
node has access to a random subset of features. This approach
has a limitation that the datataset has to be manually splitted
and the MapReduce jobs need to be written on lower level. The
reason for this is that HBase segments the data horizontally
by rows, so either the dataset needs to be transposed or to
manually start different jobs and not to rely on a higher level
language like Pig Latin or Hive.

Authors in [22] propose a wrapper approach for parallel
feature selection. Here features are added to the selected set
if after their addition, the performance of the classifier does
not degrade. Then in a second phase from the subset obtained
in the previous step, features are removed if their discarding
does not degrade the classifier performance.

Apache Mahout [23] is an environment for quickly creat-
ing scalable performant machine learning applications based
on MapReduce. Even though there are plenty of algorithms
available in it, at the time of this writing, only two algorithms
related to feature selection and dimensionality reduction in
Mahout are available: Singular Value Decomposition (SVD)
and Stochastic SVD.

III. INFORMATION GAIN AND ITS APPLICATIONS

Information gain is a synonym for KullbackLeibler di-
vergence and has variety of applications. Very often it is
used for ranking individual features as described in [24, 25].
The research discussed in [26] shows how information gain
can be used for feature selection in text categorization prob-
lems. Authors in [27] propose using the information gain
for discretization of continuous valued features into discrete
intervals. In like manner, in [28] information gain is analyzed
as an unsupervised method for discretization of continuous
features. Likewise, in [29] it is applied for improving decision
tree performance by prior discretization of continuous-valued
attributes. In fact these papers have inspired many other
researchers to propose various other applications based on the
information gain and entropy. In [30] the information gain
in conjunction with methods based on particle filters is used
for exploration, mapping, and localization. Another application
of information entropy for extending the rough set based
notion of a reduct is proposed in [31]. There it is applied for
calculation of minimal subsets of features keeping information
about decision labels at a reasonable level.

In the remaining of this section when describing the
information gain we use the notation we have also used in [32].
In order to calculate the information gain, first the entropy
H(X) of the dataset should be calculated. Let X denote a
set of training examples, and each of them xi is in the form
(x1

i , x
2
i , ..., x

k
i , yi). Let each column (i.e. feature) be a discrete

random variable that takes on values from set V j , j = 1..k.
Let the set of possible labels (i.e. classes) is L, such as yi ∈ L.
Then the entropy of the dataset X can be calculated with
equation (1), where p(l) is the probability of instance xi to
be labeled as l (i.e yi = l) and is defined with equation (2).

H(X) = −
∑

l∈L

p(l) log p(l) (1)

p(l) =
|{xi ∈ X|yi = y}|

|X| (2)

The information gain of the j-th feature of the dataset X
can be calculated with equation (3), where first part in the sum
is the probability of the instance xi to have value v of the j-th
feature. The second part in the sum in equation (3) denotes
the entropy of the subset of instances of X that have the value
v of the j-th feature.

IG(X, j) = H(X)−
∑

v∈V j

∣∣∣
{
xi ∈ X|xj

i = v
}∣∣∣

|X| H(
{
xi ∈ X|xj

i = v
}
) (3)

As shown by equations (1),(2) and (3), calculation of
information gain of all features boils down to counting the
number of instances per feature, value and class. After we
compute these counts, we can calculate the probabilities and
consequently calculate the information gain. In section V we
propose parallel implementation for calculating the informa-
tion gain of each feature j in the dataset X .
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IV. FRAMEWORK FOR PARALLELIZATION

Parallelization of algorithms introduces a handful of po-
tential software bugs of usually related to race conditions,
communication and synchronization between the different sub-
tasks. Owing to that, writing parallel computer programs is
more challenging than writing sequential ones. In Hadoop
most of those challenges are already addressed by various
mechanisms and services, so when it is used as a platform for
implementation of algorithms, the programmer does not have
to put much effort for solving those kinds of issues. Before
explaining the details we want to point out that the proposed
framework uses the principle of data-parallelism. Having that
in mind, the same principles could be used in a regular SQL
environment. Nevertheless, while many of the limitations and
benefits of SQL vs NoSQL are much argued in the research
community, the scalability properties of NoSQL databases are
undisputed.

Given that understanding of the Hadoop ecosystem is
essential for understanding our parallelization framework, first
in the next subsection IV-A we review its services. Then in the
following subsections we describe the several phases of the
proposed framework. We have applied similar logic in [32],
but the solution was not a generic one and was custom for
the task at hand. On Fig. 1 is shown a general overview of
the data flow during these phases. For data partitioning we
propose using HBase tables which are pre-splitted for optimal
data distribution, where as for parallel processing and writing
MapReduce jobs we suggest using Pig Latin with appropriate
user-defined functions.

Fig. 1. Data flow phases for processing HBase tables with Pig Latin

A. Hadoop

The MapReduce [1, 33] paradigm is essential to the
distributed computation and storage that Hadoop achieves. It
consists of two phases: map and reduce. The first phase, map,
splits the data into subsets. The reduce phase, aggregates the
result from the output that the map phase produces. Procedures
that can be performed in the map phase are: filtering, sorting,
projecting and reading the data. The map phase returns an
intermediate result consisted of keys and values. The reduce
procedures use this data and perform aggregation. Hadoop del-
egates the data from the map phase to the reduce procedures.
The MapReduce simplicity makes it very efficient for large-
scale implementations on thousands of nodes.

Hadoop with its different services provides all the logistics
and monitoring for the processes like scheduling, distribution,
communication and data transfer, and also provides redun-
dancy and fault tolerance. Many services or subsystems exist
in Hadoop, but the most notable are: YARN (MapReduce2),
HDFS and HBase [34][35].

YARN (Yet Another Resource Negotiator) [36] takes care
of job scheduling, monitoring and resource management. Two
separate daemons are responsible for these tasks: a global
ResourceManager and per-application ApplicationMaster. The
ResourceManager deploys resources among all the applica-
tions and the per-application ApplicationMaster negotiates
for resources with the ResourceManager and works with the
NodeManager to execute tasks and perform monitoring. YARN
does the resource allocation and the distribution of MapReduce
jobs to the apropriate nodes.

Hadoop Distributed File System (HDFS) [37] provides
scalable, fault-tolerant, distributed storage system that works
closely with MapReduce. It was designed to span large clusters
of commodity servers. An HDFS cluster is consisted of a
NameNode and DataNodes. The NameNode is responsible
for the cluster metadata and DataNodes are responsible for
data storage. The data is usually split into large blocks (typi-
cally 128 megabytes), independently replicated across multiple
DataNodes.

HBase is an open source, non-relational, distributed
database modeled after Google’s BigTable. It runs on top of
HDFS (Hadoop Distributed Filesystem), providing BigTable-
like capabilities for Hadoop [38, 39, 40]. HBase is a NoSQL
(Not Only SQL) database in which the tables are designed
by analyzing usage patterns. This allows simplicity of design,
horizontal scaling, and finer availability control. The data
structures in NoSQL databases, such as HBase, allow faster
executions of some operations than the execution of similar
operations in relational databases. This mostly depends on the
problem that must be solved. Tables in HBase can be used
as the input and output for MapReduce jobs run in Hadoop.
According to Eric Brewers CAP theorem, HBase is a CP type
system (i.e. Consistent and Partition tolerant) [41].

The MapReduce programming model is very popular due
to its simplicity. The extreme simplicity of MapReduce leads
to much low-level coding that needs to be done for some oper-
ations that are much simpler when using relational databases.
This increases development time, introduces bugs and may
obstruct optimizations [42]. A group at Yahoo motivated by
these repeatable tasks on daily basis, has developed a scripting
language called Pig Latin. Pig is a high-level dataflow system
that is a compromise between SQL and MapReduce. Pig
offers constructs for data manipulation similar to SQL, which
can be integrated in an explicit dataflow. Pig programs are
compiled into sequences of MapReduce jobs, and executed in
the Hadoop MapReduce environment [43].

B. Loading data into HDFS

This is the first and most simple phase. This phase should
be performed once or multiple times, depending on how the
dataset is structured. The most common formats for datasets
are:

• CSV (comma separated values). This format is usually
used to store dense datasets.

• ARFF (Attribute-Relation File Format). Also used to
store dense datasets.

• EAV (Entity Attribute Value). Used to store sparse
matrices that have a lot of zeros and some non-zero
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elements.

If the dataset is only one file then it will be copied from
the Linux File System to HDFS using a simple command. This
means that for such cases during this step we cannot have
parallelism. However if the dataset is dispersed into multiple
files, then all of them can be copied simultaneously to HDFS.
Be that as it may, this step usually is very fast compared to
the following steps for machine learning, so its parallelization
may not be necessary at all.

C. Facilitating data parallelism with HBase

After the previous step IV-B is finished the dataset files
reside on HDFS. As it is extensively described in [37], each
file in HDFS is replicated across several nodes for reliability.
A typical file in HDFS is gigabytes to terabytes in size, splitted
in blocks of 128 MB by default. If the files are too small than
that could degrade the performance of the system and limit
the level of parallelism. Map tasks usually process a block of
input at a time. If the file is very small and there are a lot
of them, then each map task processes very little input, and
there are a lot more map tasks, each of which imposes extra
bookkeeping overhead. Ideally the dataset will be one large
file dispersed on multiple blocks on HDFS so when loaded,
transformed and stored into HBase, greater parallelism can be
achieved. Be that as it may, datasets are not always so large
that HDFS can distribute them on all nodes and get optimal
parallelization. One way to mitigate this is by splitting the
dataset in multiple smaller files and store them in one folder, so
later the Pig script can read from all files in the folder instead
of a specific file. Nevertheless, this step again is usually very
fast especially compared to the steps that comprise the actual
algorithm, so we do not recommend to spend too much time
on optimizing the file sizes for better parallelism.

Even though we can achieve parallelism while processing
files stored on HDFS, the control of degree of parallelism is
difficult, more involved and at very low-level. For instance, we
if we have a large file then HDFS will automatically partition it
and distribute it on different nodes. Be that as it may, we do not
have control of how HDFS will do this, on how many partitions
it will store it, where are they going to be distributed, etc. On
the opposite side, if we have a small dataset file, it will not be
partitioned at all. To have a better control on this one would
need to manually split the file in the desired number of chunks
and then let HDFS distribute them. Moreover, this process has
to be repeated again and again if we have continuous stream
of data.

On the other hand, HBase offers many other services built
on top of HDFS, among which is a much better control of
the degree of parallelism. This is due to the fact that the
data in HBase is stored in a structured manner, while having
various mechanisms that simplify random reads and writes
from rows and columns. Namely, HBase tables are divided
into potentially many regions, while one or more regions are
serviced by a region server. The tables can be horizontally
and vertically segmented while they are physically stored in
HBase. Because many machine learning applications access
the data by rows, in this paper we will continue to discuss
only horizontal segmentation. As HBase was designed with
very large tables in mind, a common use case is the following.

A table at creation has only one region, which is serviced by
one region server (a physical node in the Hadoop cluster).
When this table is loaded with data it gets bigger and at some
point it will become too big, so HBase will split its region
into two regions. Then the new region will be assigned to the
same region server or can be moved to another region server.
The default splitting threshold is 10 GB. There are numerous
reasons why HBase was designed that way, and we will not
go into details about that. From parallelization perspective,
this can pose a challenge, because for the automatic splits
there are no guarantees that every region will contain equal
amount of data, when are the splits going to occur exactly,
are the regions going to be served by different region servers
(nodes) etc. Further more, if one is using Hadoop for research
purposes only then the dataset may not be that large, thus
never overcoming the threshold for splitting. To overcome this
challenge we can pre-split the tables on creation. This in turn
means that the table can be configured at creation time to be
stored on as many-regions as needed. Usually the number of
regions is a multiple of the number of HBase region servers.
The logic for having more region servers than acutal nodes is
because the nodes are multi-core machines, so different threads
on the same node can service different regions.

Before loading the dataset in HBase, we need to define
the table structure and create it. Column names and data types
are provided when storing data in each row, so at creation
time we need to only specify a table name and a column
family. There are some advanced configuration features that
can be specified, but they are not topic of this discussion. Be
that as it may, there is one very important decision that we
need to make before loading data in the table. Because HBase
tables, unlike SQL tables, cannot have secondary indexes, the
primary key (row key) needs to be designed according to the
usage patterns of the table. There are many considerations
when designing the row key and they are very important for
production use of HBase tables. However, for scientific use
and for parallelizing machine learning algorithms, we need
a simple design that allows uniform data distribution across
nodes. In most scientific datasets the data instances (i.e. rows)
do not have ids for their instances, or if they do they are not
used for the actual machine learning. Nevertheless, in order
to store a row in a HBase table, it needs a row key. For flat
flies like CSV or ARFF the row key can be the line number
of the instance. However, sequential row keys are very bad
choice for HBase tables because the inserts will always be
on the last region, therefore having no parallelism during the
load, a problem called Region Server hotspotting. There are
multiple ways of overcoming this problem, and one of them
is a technique called salting [38]. With this technique each
sequential id is salted with a prefix. The prefix is usually the
modulo number of the original sequential id and the number
of regions. Even though, this is very important topic, the step
of loading the datasets in HBase is not the focus point of this
paper.

Once the dataset files are loaded into HDFS we need to
transform them if needed and store them in HBase. If we have
totally M rows in the dataset, and R regions, then we would
like to distribute the data uniformly so each region gets M/R
rows. This in turn means that we need to specify R − 1 split
points when creating the table. If we use sequential ids for
the row key (like the line number in the file), than these split
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points would be: M/R, 2M/R, 3M/R, ..., (R−1)M/R. If we
use a more sophisticated row key design, then the split points
should reflect that design. For instance, if we take the modulo
number of the id and the number of regions, then each region
would get almost the same number of rows. This design of the
row key allows fast random reads and writes, and additionally
it facilitates addition of new data to the table at a later time
without needing to redesign the table for equally dispersed load
across regions. The following example shows how a table can
be pre-splitted on creation. The row key design is described
with the function in listing 1. It returns a tuple in which the
first element is the padded modulo number and the second
part is the padded sequential id. The numbers are padded with
zeros so that they are lexicographically sorted.

1 (pad(seq_id % num_regions), pad(seq_id))

Listing 1. Row key design

Once the HBase table that should contain the dataset is
created with appropriate split points for even data distribution
across the cluster, we can start loading the data. One can write
pure MapReduce jobs in Java or Python. If we choose that
path, then we need to write a separate map and reduce function
for each task. However, by using the scripting language Pig
Latin [42, 43] we can write scripts from a higher-level per-
spective. These Pig scripts generate MapReduce tasks in the
background so the programming effort is simplified and the
development time is greatly reduced. The downside of using
Pig is that when Pig scripts are compiled into MapReduce jobs,
there is some overhead. Additionally one may write a more
optimal implementation of map and reduce functions manually
than the ones generated by the Pig compiler. Nevertheless,
these are corner cases and for longer running MapReduce tasks
the overhead is insignificant in the range of up to couple of
minutes in the worst case. When loading the data usually only
a map phase is required. It reads the data from the HDFS
files and stores it in HBase tables. In most cases when loading
the data there is no grouping of keys, so a reduce phase is
not needed. During this step we can add various methods for
data preprocessing like discretization, transformation and other
methods that rely only on the value in one row of the dataset.

D. Processing HBase tables

After the dataset is loaded in a HBase table we can continue
implementing machine learning algorithms. In general, this
phase can be comprised of several substeps or iterations of
data processing, depending on the nature of the algorithm
that is being implemented. For each of the intermediate steps
that we need to store some data we need a HBase table that
will also be pre-split at creation time, similar to what we
described in the previous subsection IV-C. What happens in the
background when a particular HBase table is being processed,
is very peculiar. Pig will determine the number of regions of
the table and it will start that number of map tasks. Then each
map task will process the data of a particular table region
on the node where the data resides, therefore leveraging data
locality. Note that, in order to benefit from the principle of data
locality, each node in the cluster should run HDFS, HBase and
YARN (MapReduce) services. The number of reduce tasks is
by default one, but this can be also manually specified and

Fig. 2. Data flow during the parallel computation of information gain

does not depend of the table structures. If we specify more
than one reduce tasks, then this will solicit a merge phase
which will combine the intermediate results from each reduce
task. Usually, for smaller datasets specifying more than one
reduce task does not improve performance, on the contrary, it
can degrade performance. However, being able to specify the
number of reduce tasks provides flexibility that can improve
the performance for larger datasets or some specific problems.

During this phase, depending on the type of algorithm that
is being parallelized, many tables can be used by multiple
MapReduce jobs. In the following section V we illustrate this
by when we parallelize the computation of information gain.

V. PARALLEL COMPUTATION OF INFORMATION GAIN

In this section we illustrate how we can use the framework
proposed in section IV for computing the information gain
of a dataset. Fig. 2 shows the data flow during the steps of
the framework. The first steps of loading the data to HDFS
and subsequently into HBase tables corresponds to what we
explained in subsections IV-B and IV-C. Then, after the dataset
is loaded in a HBase table, the processing takes place in
three phases explained in the following subsections and they
correspond to the specific properties of the current algorithm.
This is an illustration how the framework step described in
subsection IV-D can contain multiple phases consisted of
many different MapReduce tasks that read and store data from
several HBase tables.

A. Calculating entropy of a dataset

As explained in section III, the definition of information
gain requires calculation of the entropy of the whole dataset.
In order to calculate it, first we need to count the number of
instances per class, and afterwards to sum the class probabil-
ities. Notably this is a very simple step and does not require
parallelization because its complexity is O(N), where N is
the number of instances in the dataset. Moreover, if we are
interested in only sorting the features without having the actual
information gain for each of them, then we can eliminate
the entropy from equation (3). Be that as it may, for other
applications we need the actual information gain. If we decide
to parallelize this step, despite of its simplicity, then we need
two MapReduce jobs. The Pig Latin script shown in listing 2
performs this. Each parameter starting with $ can be passed
to Pig script when it is started. In line 2 we specify that we
only want to read the cell where the class is stored, denoted as
$label. The first MapReduce job that calculates the counts per
class and the class probabilities corresponds to the code from
line 2 to line 16. Then from line 17 till the end of the script the
second MapReduce job calculates the entropy of the dataset.
Notwithstanding, the peculiar thing that is demonstrated here is
how easy MapReduce jobs can be combined into a flow. In like
manner, one can combine many MapReduce jobs in one flow
without any need of manual synchronization between them.
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1 register ’$udf_path’ as paddingUDFs;
2 pfdata_tmp = LOAD ’$table_dataset’ USING

org.apache.pig.backend.hadoop.
3 hbase.HBaseStorage(’r:$label’,
4 ’-loadKey=true’
5 ) AS (rowkey:tuple(prefix_padded:chararray,

id_padded:chararray),
6 class:int);
7 pfdata_class_group = GROUP pfdata_tmp BY

class;
8 pfdata_class = FOREACH pfdata_class_group

GENERATE
9 flatten(group) as class,

10 COUNT(pfdata_tmp.class) as count;
11 pfdata_class_prob = FOREACH pfdata_class

GENERATE
12 class,
13 count,
14 (count/$num_instances) as prob:double,
15 ((-count/$num_instances)*
16 UDFs.log2(count/$num_instances)) as

entropy:double;
17 total_entropy_group = GROUP pfdata_class_prob

ALL;
18 total_entropy = FOREACH total_entropy_group

GENERATE
19 SUM(pfdata_class_prob.entropy) as

entropy:double;
20 STORE total_entropy INTO

’$hdfs_export_entropy’ USING
PigStorage(’\t’);

Listing 2. Pig script for calculating entropy of a dataset

B. Counting instances per feature index, feature value and
class

After the entropy is calculated, the definition of information
gain, as presented with (3), requires counts of instances per
feature index, feature value and class. This step is the most
computationally expensive step in the algorithm. The source
code of this step is shown in listing 3 and it is based on the
pseudo code we have reported in [32]. Parameters that are
passed to the script are the table names, number of features,
index of the class value, number of padding digits, etc. First
we need to load the dataset from a HBase table (lines 3
through 6). A row of the dataset is represented by the row
key, and the dictionary r in which keys are the column names
and values are the actual values. This representation allows
us to store only the non-zero values of a dataset. Then we
need to expand each row of the dataset (denoted as dictionary
r) to tuples: (feature index, feature value, class, 1). This is
performed in lines 7 through 8 with the user-defined function
decode sparse row. If the dataset has M rows (instances) and
N columns (features), then from each row we will generate N
tuples because now also the zero-valued cells are also included.
To summarize, when the whole dataset is processed M × N
tuples will be generated. These tuples are afterwards grouped
by the key (feature index, feature value, class) in lines 9
through 12, and finally the count is stored in another table
(lines 13 through 15). All of the code in listing 3 is compiled in
one MapReduce job. The number of generated map tasks will
be equal to the number of regions of the input table (denoted
by $table dataset in the script), and the number of reduce
tasks is set by the parameter $parallel.

1 register ’$udf_path’ using jython as UDFs;
2 set default_parallel $parallel;
3 pfdata_tmp = LOAD ’$table_dataset’ USING

org.apache.pig.backend.hadoop.hbase.
4 HBaseStorage(’r:*’, ’-loadKey=true’) AS
5 (rowkey:tuple(prefix_padded:chararray,

id_padded:chararray),
6 r:map[]);
7 pfdata_short = FOREACH pfdata_tmp GENERATE
8 FLATTEN(UDFs.decode_sparse_row(r,

$num_features,
9 $num_features_digits, ’$feature_data_type’,

’$label’));
10 feature_value_class_counts_group = GROUP

pfdata_short BY (feature_index,
feature_value, class);

11 feature_value_class_counts = FOREACH
feature_value_class_counts_group GENERATE

12 group as rowkey,
13 SUM(pfdata_short.instance_count) as

instance_count;
14 STORE feature_value_class_counts INTO

’$table_feature_index_tmp’ USING
15 org.apache.pig.backend.hadoop.hbase.
16 HBaseStorage(’r:instance_count’);

Listing 3. Counting number of instances per feature index, feature value and
class with Pig Latin

C. Calculating the information gain

Having the counts calculated in the previous step V-B, this
step only calculates the probabilities and entropies in (3) and
stores this result in HBase or HDFS. Nevertheless, it is usually
the second longest running step from this list. The code for
this is shown in listing 4. First in the lines 3 through 8 it reads
the tuples (feature index, feature value, class, instance count)
which were calculated in the previous step, and now are stored
in the table $table feature index tmp. This table was properly
pre-splitted on creation so the Pig script will be compiled in
one MapReduce job with multiple map tasks. In particular, if
the number of features is N and the desired number of regions
of the table is R, then we specify R−1 split points, and in that
way each region will contain the tuples for N/R features. We
acknowledge that this might not be ideal distribution because
some features might have significantly more distict values
then others, but nevertheless, it provides decent parallelism.
Given that this step is not as computationally intensive as the
previous, we did not consider it necessary to further optimize
this table. Then when the MapReduce job is compiled, it will
have R map tasks and each of them will work with the data
of the appropriate table region.

1 register ’$udf_path’ using jython as UDFs;
2 set default_parallel $parallel;
3 feature_value_class_counts_tmp = LOAD

’$table_feature_index_tmp’ USING
org.apache.pig.backend.hadoop.hbase.

4 HBaseStorage(’r:instanceCount’,
5 ’-loadKey=true’
6 ) AS (
7 id:tuple(feature_index:chararray,

feature_value:int, class:int),
8 instanceCount:double);
9
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10 feature_value_class_counts = FOREACH
feature_value_class_counts_tmp GENERATE

11 flatten(id) as (feature_index, feature_value,
class),

12 instanceCount;
13 feature_index_group = GROUP

feature_value_class_counts BY
14 (feature_index);
15 feature_index_info_gain = FOREACH

feature_index_group GENERATE
16 flatten(group) as feature_index_padded,
17 flatten(UDFs.
18 calc_feature_info_gain(($entropy), group,

feature_value_class_counts,
($num_instances))) as info_gain:double;

19 STORE feature_index_info_gain INTO
’$table_feature_index_info_gain’ USING
org.apache.pig.backend.hadoop.

20 hbase.HBaseStorage(’r:ig’);

Listing 4. Calculating information gain with Pig Latin

The most peculiar part in the script in listing 4 is at line
13. Here all tuples are grouped by feature index. When the
Pig Script is translated into a MapReduce job, the during the
map phase the feature index is emitted as a key, and during the
reduce phase all tuples that are for the same key (in this case
the feature index) are grouped together on the same node. The
Python UDF calc feature info gain utilizes this because for
each feature it has the count of instances of all its values per
class. Having that it is easy to compute the information gain
by (3). Finally, the results can be stored in a HDFS file or in
a HBase table. In this script we store them in the HBase table
$table feature index info gain, performed in the last line.

VI. EXPERIMENTS

With intention to monitor various aspects of the parallel
implementation, a relatively large dataset was essential. Fur-
thermore, we did not want to focus on significant preprocessing
like discretization or transformation of values so we can
easily compare our results with other research. The FedCSIS
AAIA’14 data mining competition dataset [44] has exactly
those properties. It is a sparse matrix with 50000 instances and
11852 numeric features, most of which are have the value 0
or 1. There are about 0.9% non-zero values in it. It represents
a multi-label problem that has 3 binary labels, that can be
merged with the powerset technique as used in [45] into one
one-label multi-class problem that has 8 (23) possible classes.

We have tested the same dataset on three completely
different Hadoop clusters. Each of them was running the same
version of Apache Hadoop 2.3.0 (integrated in Cloudera CDH
5.3.0). This is an extension to what we did in [32], where
we analyzed the speedup only on one on-premises cluster.
Additionally in this paper we analyze the effect of the number
of reduce tasks, while in [32] we have used only one reduce
task. Finally, the most important difference is that we have
evaluated the scalability of the approach by replicating the
dataset 80 times. We have performed this by replicating the
dataset horizontally so from each instance there are 80 exact
copies. This in turn results in a dataset that has 4 million
instances and almost 12 thousand features. It should be noted
that the computational complexity of the algorithm depends
only on the dataset size and not on its sparsity or feature types.

Keeping in mind that our goal is to evaluate the execution time
and speedup based on the cluster size, the expansion of the
dataset serves this purpose.

The first cluster (denoted by Amazon32 in the remaining
of the paper) was deployed on Amazon AWS. It contained
a total of 32 nodes, each of them a m1.xlarge instance with
15GB RAM and 8 compute units (4 cores with 2 compute
units each). From the 32 nodes, 8 were hosting HBase Region
Servers and HDFS Data Nodes, 3 were specifically dedicated
to HDFS Data Nodes and 19 were running only YARN. We
acknowledge that this configuration may not be optimal for
the current task, but we were given access to this cluster
without the ability to modify its configuration. Therefore we
have decided to run tests using up to 8 nodes at a time, because
when using more it would be difficult to estimate the speedup.

The second cluster (denoted by FCSE24 in the remaining
of the paper) was deployed on-premises at the Faculty of
Computer Science and Engineering (FCSE) at the Ss.Cyril
and Methodius University, Skopje, Macedonia. It had a total
of 24 nodes, each of them an Intel Xeon Processor E5640
with 12M Cache, 2.66 GHz, 24 GB RAM, 4 cores and 8
threads. From them 21 were configured to run the following
services: HBase Region Servers, HDFS DataNodes and YARN
MapReduce NodeManagers. The remaining nodes were used
for other Hadoop and Cloudera management services.

The third cluster (denoted by FCSE65 in the remaining
of the paper) was also deployed on-premises and it was an
extended version of the second, containing a total of 65 nodes,
of which 54 were running the following services: HBase
Region Servers, HDFS DataNodes and YARN MapReduce
NodeManagers. A variant of this cluster with 59 instead of
54 active nodes was also used for the experiments presented
in [32].

During our tests none of these clusters was executing other
tasks. On all of them we ran tests with different table structures
in order to simulate clusters with smaller sizes. By pre-splitting
the HBase tables to a specific number of regions we were able
to force Pig Latin to start the desired number of map tasks for
each job. For all these configurations we are computing the
speedup of the parallelization against a cluster with one node.
We are simulating the one-node cluster by configuring the
tables to have only one region, thus all MapReduce jobs that
read from those tables have only one map task. We have tested
using different number of reduce task by setting a configuration
property in the Pig scripts. The remaining of this section is
divided in two, VI-A containing summary information for all
steps that are fast and did not benefit significantly from the
parallelization, and VI-B containing detailed information about
the step described in V-B, which was the most computationally
expensive. Table I shows the information gain of the top 50
features which can be used for verification of the correctness of
our implementation. In the following subsections we describe
the results from our experiments.

A. Computationally cheap steps

The dataset was stored in two files: one containing the data
in EAV (entity attribute value) format, and one containing the
labels. The EAV format greatly reduces the file sizes to 72
MB compared to 1.1 GB when stored in full format as CSVs.
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TABLE I. TOP 50 FEATURES ORDERED BY INFORMATION GAIN

Rank Feature InfoGain Rank Feature InfoGain
1 11701 0.07422 26 7407 0.0256033
2 143 0.07000 27 11825 0.0249701
3 11832 0.06009 28 4505 0.0249698
4 1509 0.05154 29 11100 0.0249225
5 5909 0.04936 30 10331 0.0247915
6 8635 0.04539 31 7529 0.0247519
7 2182 0.04012 32 2274 0.0247061
8 865 0.03817 33 10261 0.0246147
9 6523 0.03817 34 7592 0.0245778

10 5827 0.03795 35 4319 0.0245677
11 5188 0.03467 36 1349 0.0245448
12 5513 0.03296 37 7405 0.0245288
13 6162 0.03294 38 11463 0.0245111
14 5967 0.03271 39 11000 0.0244753
15 2835 0.03223 40 6779 0.0240003
16 139 0.0318404 41 10428 0.0236240
17 9306 0.0318030 42 460 0.0235250
18 1772 0.0296594 43 7291 0.0233440
19 3257 0.0283169 44 8853 0.0232071
20 9848 0.0283169 45 2883 0.0232064
21 675 0.0282140 46 5925 0.0231852
22 73 0.0273487 47 8114 0.0225087
23 7275 0.0266788 48 5330 0.0223354
24 7419 0.0266100 49 1156 0.0219374
25 1244 0.0262854 50 2701 0.0218273

The effect is that copying them to HDFS is very fast (about
a second). The step described in subsection IV-C was actually
two MapReduce jobs. The first is for loading the labels which
took 58 to 70 seconds, and the second for loading the data
which took 130 to 145 seconds on the on-premises and 175 to
195 seconds on the Amazon cluster. Calculating the entropy
of the dataset, described in section V-A, took 118 to 152
seconds on both clusters. The step described in subsection V-B
is analyzed in more detail in the following subsection VI-B.
After it completed and stored the results in a pre-splitted table,
calculating the information gain of each feature, described in
subsection V-C, took 69 to 97 seconds on both clusters. The
final step, the export of the list of information gain of all
features, took 46 to 70 seconds. All of the MapReduce tasks
had an overhead of up to 60 seconds for compilation of the
Pig script, generating JAR files, distributing them on the cluster
and negotiating resources.

When preparing the 80 times replicated dataset we stored
it in a slightly different format so we can later process the
data and the labels at the same time. Namely, each line of
the enlarged file contains pairs of the column indexes and
values of all non-zero features. This representation takes 3
GB, whereas if we stored it in pure EAV format we would
need about 5.5 GB (80 × 72) owing to the redundancy of
line numbers. This does not have effect of any of the other
steps except of how is it stored in HDFS. This file when
copied on HDFS was automatically fragmented on 24 nodes
(not counting the nodes for replication). On Fig. 3 is shown
the data load time depending on the cluster configuration. It
should be noted that even though there are 54 active nodes in
the cluster in some cases we have intentionally created tables
with more table regions (108, 162 and 216) aiming to leverage
the multiple cores on each node.

Important to realize is that the 24 HDFS nodes on which
the file is dispersed is an upper bond to the maximum number
of map tasks when processing the file from HDFS and storing
it in HBase tables. As a result, even though some tables have
more than 24 regions during this phase it does not have an
effect of the parallelism. Nevertheless, in the next steps when

the data source is an HBase table, its number of regions
dictates the number of generated map tasks. Another important
thing to notice is that when using less nodes than 24 for the
HBase tables, the number of map tasks is still 24 because
this is dictated by the data source (HDFS file) and not by the
destination (HBase table). From Fig. 3 it is evident that the
load time is not reduced when more than 24 nodes HBase
table regions are used. Also we see that when using less
then 24 table regions the bottle neck is during the writes to
the HBase tables. Finally, we want to emphasize the HBase
table with only one region (the right-most case on Fig. 3).
Even tough it was configured to have only one region by not
specifying any split points for it at creation time, during the
load it got larger than some configurable threshold, so HBase
automatically splitted in two regions. Nevertheless, those two
regions are on the same node.

Fig. 3. Data load time for the 80 times replicated AAIA’14 dataset depending
on cluster configuration

B. Computationally expensive step - Calculating counts

The step described in subsection V-B was the most com-
plicated and the speedup for it varied significantly depending
on the cluster size and configuration. The remaining of this
subsection describes details of the impact of the parallelization
of this step and all listed speedups and durations are only for
it.

First, we conducted experiments using the original
AAIA’14 dataset on the FSCSE65 cluster. These results were
published in [32], so here we are only reviewing them. These
experiments were using only one reduce task, the default in
Pig Latin. Also here we used more map tasks than actual
nodes because each node is a multi-core machine. The results
confirmed that indeed using more map tasks is beneficial,
which is intuitively logical. Nevertheless, when we further
increase the number of map tasks, the performance gradually
degrades. The explanation for this is that as the number of
map tasks gets larger, the operating system on the nodes
needs to spend more time on task switching, swapping, while
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Fig. 4. Speedup depending on the number of active nodes, map and reduce tasks on the Amazon32 cluster

Fig. 5. Speedup depending on the number of active nodes, map and reduce tasks on the FCSE24 cluster

also needing to run many Hadoop and other services in the
background. The total duration of this step on the one-node
cluster was 3656 seconds, while the quickest solution obtained
when using 59 nodes and 177 map tasks took 129 seconds on
this cluster and the corresponding speedup was 28.34.

Then we continued our experiments on the Amazon32
cluster, trying to determine the impact of the number of nodes,
maps and reduces. We have tried three options when trying to
utilize the nodes of the cluster: use as much as possible nodes
to run map tasks and have only one reduce task; use as much
as possible nodes to run both map and reduce tasks; and use
only one node for one map task and use all available nodes for
reduce tasks. The speedup compared to the one-node cluster

depending on the available nodes using these three options are
shown on Fig. 4. It indicates that for this dataset it is best
to have only one reduce phase, but use as many nodes as
possible for the map tasks. This, in fact, makes sense because
the work is performed during the map phase and during the
reduce phase these results are only grouped together. Having
more than the default of one reduce task actually increases the
duration because the partial results in each reduce task need
to be merged together. The total duration of this step on the
one-node cluster was 4732 seconds, while the quickest solution
with speedup of 6.83 took 693 seconds.

Aiming to confirm these findings we continued testing on
the FCSE24 cluster, using the same approach. Additionally
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Fig. 6. Execution time for calculating counts of the 80x replicated AAIA’14
dataset depending on the cluster configuration

we have tried using 1,3,5,7 or 9 reduce tasks, depending on
the number of available nodes. Our intent was to confirm that
using only one reduce task (the default value in Pig Latin)
will be more appropriate for a dataset of this size. The charts
shown on Fig. 5 indeed confirm this assumption. The greatest
speedup was always achieved when using only one reduce task,
regardless of the number of available nodes. The total duration
of this step on the one-node cluster was 3637 seconds, while
the quickest solution with speedup of 13.72 took 265 seconds.

Finally, we have analyzed the execution time on the
FCSE65 cluster using the 80 times replicated dataset. We have
started experimenting using 54 nodes and gradually reducing
the number of nodes by 5. When using 54 nodes we have also
tried used 2, 3 and 4 times more table regions than actual
nodes. Fig. 6 shows the execution times depending on the
various configurations. In all cases the number of reduces was
1. Owing to the fact that this dataset is quite large, executing
this step on smaller clusters took a significant amount of
time. Additionally because HBase splitted the table on the
one node cluster to two regions, using that execution time
for calculating speedup would have been inconsistent with
the previous setups. Therefore, for this experiment on Fig.
6 we are reporting the execution time and not the speedup.
By performing this experiment we have confirmed that the
proposed parallel implementation is scalable to large datasets
for which the processing with a sequential implementation
would be quite difficult if not impossible.

VII. CONCLUSION AND FUTURE WORK

In this paper we have reviewed the applications of the met-
ric information gain for ranking individual features, discretiza-
tion of continuous valued features, improving decision tree
performance, localization, rough sets, etc. In a Big Data setting
those tasks become a significant challenge, and therefore the
need for its parallelization. In this paper we have proposed
a parallel implementation of it. In oder to facilitate this, we
have proposed a generic framework for data parallelization
and then all steps from the algorithm for computation of
information gain were parallelized using it. The benefits from
using the scripting language Pig Latin were evident by the

code listings which allowed fast development of MapReduce
jobs. We have also demonstrated how can we manually set
the degree of parallelism by pre-splitting the HBase tables so
they have optimal number of regions and even data distribution
across regions. The experiments confirmed that for this type of
algorithm it is best to use only one reduce task. We have also
validated that the multi-core nodes are providing increased per-
formance when they execute more map tasks simultaneously.
By deploying the implementation on Amazon AWS and on-
premises clusters we have demonstrated the portability of the
approach. The correctness of the implementation was verified
by comparing the ranked features with the results we obtained
from WEKA. Not to neglect were also the findings related to
the scalability of the approach to an even larger dataset with
millions of instances and dozens of thousands of features.

In our future work we plan to utilize the proposed im-
plementation for other task In that manner, we also need
to propose valid data transformation and normalization tech-
niques, so we can generalize the approach and make it avail-
able for datasets that contain non-discretized continuous or
nominal features. Additionally, we aim to apply the current
parallelization for building decision trees. Finally, we plan to
parallelize other more advanced feature selection algorithms
using a similar framework.
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Abstract—We investigate whether language models used
in automatic speech recognition (ASR) should be trained
on speech  transcripts  rather than on  written  texts.  By
calculating  log-likelihood  statistic  for  part-of-speech
(POS) n-grams, we show that there are significant differ-
ences between written texts and speech transcripts. We
also test the performance of language models trained on
speech transcripts  and written  texts  in  ASR and show
that using the former results in greater word error reduc-
tion rates (WERR), even if the model is trained on much
smaller corpora. For our experiments we used the manu-
ally labeled one million subcorpus of the National Corpus
of Polish and an HTK acoustic model.

Index  Terms—automatic  speech  recognition,  mor-
phosyntactic  language  model,  written  and  spoken  lan-
guage comparison

I. INTRODUCTION

TATISTICAL language models  (LM) are  employed in

various natural language processing applications, such as

machine translation, information retrieval, ASR [21], or part-

of-speech tagging [20]. Generally, they describe relations be-

tween words (or other tokens), thus enabling to choose most

probable sequences.  This proves to be especially useful in

speech recognition, where acoustical models usually produce

a number of hypotheses, and re-ranking them according to a

language model can substantially improve recognition rates

[20],[4],[6].

S

Despite extensive research into alternative techniques, n-

gram models remain a technology of choice for most modern

ASR systems. They are based on Markov assumption, which

states that probability of a certain word is dependent only on

its n-1 predecessors. It should be noted that efficiency of n-

gram  models  is  heavily  language  dependent.  They  corre-

spond well to grammatical structure of positional languages

(such as English), but in case of Polish and other highly in-

flected languages, words order is not a key indicator of rela-

tions  between  them  [8].  The  main  difficulty  in  language

modelling and learning problems in general is the curse of

dimensionality. Higher-order models are usually more accu-

rate, but with more dimensions the volume of space increases

so fast that  available data quickly become insufficient [2].

This problem is amplified in case of Polish due to complex

inflectional rules resulting in a variety of word-forms. 

    Several techniques were proposed to account for long-

span word dependencies and address the data sparsity prob-

lem. One of them are part-of-speech (POS) n-grams, which

cluster words into categories based on grammatical classes

[12], [14]. Such models are easy to build and allow the use

of higher order n-grams, since there are far fewer grammati-

cal categories than words. Furthermore, they can be trained

on much smaller corpora, which is especially important for

under-resourced languages. Written texts are usually easier to

obtain  than  speech  transcripts  and  consequently  language

models are commonly trained on the former [5] [18].

II. MOTIVATION

There has been a lot of studies in the humanities and so-

cial sciences dealing with the comparison of speech and text.

It  is  known that  there  are  fundamental  dissimilarities  be-

tween  oral  and  written  language  in  terms  of  grammatical

structures,  sentence  lengths,  choice  of  words  etc.  [3].

Whether those differences can be captured by means of sta-

tistical analysis, remains an open question.

The main motivation behind our study was to investigate

whether LM based on written texts are an appropriate source

of information about spoken language for automatic speech

recognition.  We conducted  a  comparative  analysis  of  two

corpora. One of them consisted of speech transcripts, while

the other contained only written texts. We were looking for

general  features allowing to distinguish between two chan-

nels of communication (speech vs. text) rather than stylistic

differences resulting from distinct language domains. That is

why traditional  methods  of  corpus  comparison  based  on

word frequencies were not applicable [15]. We therefore de-

cided to compare POS n-grams in order to find grammatical

patterns typical of either spoken or written language. Our ini-

tial  hypothesis  holds  that  there  are  statistically significant

differences between those two n-gram sets. If this assumption

is correct, it would imply that training LM solely on speech

transcripts could lead to greater WERR in ASR systems.

Comparison Of Language Models Trained On Written Texts
And Speech Transcripts In The Context

Of Automatic Speech Recognition

Sebastian Dziadzio 1, Aleksandra Nabożny1, Aleksander Smywiński-Pohl1,2,3, Bartosz Ziółko1,2

1  AGH University of Science and Technology, 
Faculty of Computer Science, Electronics and Telecommunications, Krakow, Poland

2 Techmo, Krakow, Poland, techmo.pl,
3 Jagiellonian University, Department of Computational Linguistics, Krakow, Poland

dziadzio@student.agh.edu.pl, aleksander.pohl@uj.edu.pl, bziolko@agh.edu.pl

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 193–197

DOI: 10.15439/2015F386
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 193



III. RELATED WORK

The idea of comparing speech and text corpora in terms of

POS tags was motivated by previous research concerning the

use  of  morphosyntactic  n-grams  in  speech  recognition  of

Polish. Until recently, there was little interest in using POS

tags in ASR. In [22] a POS tagger was tested as a possible

improvement  in  speech  recognition  of  Polish.  The  results

were negative, because the tagger frequently produced am-

biguous output. This issue was later addressed in [11] by re-

ducing  model  specificity  (only  grammatical  classes  were

taken into account).  It  was concluded that  simplified POS

tags can be very useful for building statistical models of Pol-

ish. 

In [12] an optimal set of grammatical categories was ex-

perimentally derived. Thirteen trigram language models were

built, each employing both grammatical classes and one se-

lected grammatical category. Then they were compared to a

model based only on grammatical classes (hereinafter called

POS-only model) in terms of WERR. Only three categories

(gender, number, and case) offered significant improvements

over the POS-only model. Surprisingly, combining those cat-

egories resulted in a model performing insignificantly better

than the POS-only model.  For  this reason, our research is

mostly based on the POS-only model, although we also take

into account three aforementioned categories. 

IV. DATA PREPARATION

The National Corpus of Polish (NKJP) is divided into two

parts:  manually annotated 1-million corpus (1MC)  and au-

tomatically annotated 1-billion corpus (1BC). Texts  are la-

beled on several lavels: word and sentence boundaries, mor-

phosyntactic tags, named entities, and syntactic groups. An-

notation in 1MC is conducted very strictly, as each element

was labeled by two independent researchers  and then cor-

rected by a super-annotator in case of a tie. The corpus in-

cludes diverse materials: classic literature, daily newspapers,

scientific journals, and a variety of short-lived and Internet

texts.  Most  importantly, it  also  includes speech transcripts

from parliament proceedings, real-life conversations, radio,

and television [13]. The proportion of speech transcripts to

text data in 1MC is 109 919 (speech) vs. 1 091 981 (text) to-

kens. 

Each segment in NKJP belongs to one of 35 grammatical

classes. They are far more detailed than traditional parts of

speech (for example there are 14 distinctive verb classes and

4 adjective classes). Obtaining information about grammati-

cal  classes was straightforward and required parsing XML

label files. Unfortunately each paragraph is described by sev-

eral label files stored in a separate directory, so they had to

be processed individually. Although rather inconvenient, this

design prompted us to take advantage of parallel processing,

which will later be useful in case of 1-billion corpus.

Extracting grammatical categories was a more demanding

task, mainly because category tags take a form of a single,

colon-delimited string. For example, the word objęcia has a

following tagging: ger:sg:gen:n:perf:aff. The first element is

the grammatical class (POS) tag, followed by a set of gram-

matical category tags. This notation is further complicated by

the fact that each grammatical class has a different set of cat-

egories. For example, adjectives have gender, number, case,

and degree, while verbs are described by their number, per-

son,  and aspect.  As it  has already been said,  only gender,

number, and case were taken into account, as they play pri-

mary role in agreement relation. 

It  should  be  noted  that  we  ignored  all  non-lexical

backchannels and other noise in the transcripts. We also dis-

carded all utterances containing incomprehensible words, as

we wanted to focus on grammatical properties of the spoken

language.

V. STATISTICAL COMPARISON

Selecting appropriate statistical tools was yet another chal-

lenge. We considered three methods: the Spearman's coeffi-

cient, χ2-test and log-likelihood statistic. We concluded that

the first method is not applicable to POS n-grams because of

its  tendency to overestimate differences for  rare  units.  We

also rejected the χ2-test  because its null hypothesis is that

compared corpora comprise words drawn randomly from a

larger population. Since words in texts are obviously not ran-

dom, the null hypothesis is defeated for almost all common

words  [9].  It  is  especially  problematic  for  POS  n-grams,

where there are typically several very common units (which

can be expected to give high χ2 values) and a lot of rare units

(for which the χ2 test  is not applicable). We decided to use

the third method, as it is applicable to corpora of different

sizes and has been reported to work well with POS n-grams

[15]. Given the frequency lists, we build a contingency table

for each POS n-gram:

TABLE I.
EXAMPLE CONTINGENCY TABLE.

Corpus A Corpus B

Count of unit: n
A

n
B

Count of other units: N
A
−n

A
N

B
−n

B

Total: N
A

N
B

Values n
A

 and n
B

 are called observed values (O). 

We then calculate expected values (E) according to the 
formula:

E
i
=

N
i∑

i

O
i

∑
i

N
i

(10

Using  the  data  from  Table  1,  we  obtain

E
A
=

N
A (nA

+n
B )

N
A
+N

B

 and  E
B
=

N
B (nA

+n
B )

N
A
+N

B

.  The

log-likelihood value is then calculated according to the fol-

lowing formula:

2∑
i

O
i
ln ( O

i

E
i
) (2)

In our case this equals:
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2n
A
ln( n

A

E
A
)+2n

B
ln ( n

B

E
B
) (3)

The higher this value, the more significant is the differ-

ence between two frequency scores. LL of 3.8 or higher is

significant at the 5% level. For the purpose of comparison,

we used  five corpora  of  written texts and five corpora  of

speech  transcripts  (full  corpus,  two  half-corpora  and  two

smaller samples). We then performed a round robin compari-

son: for each pair of corpora we calculated the number of

units for which the LL value was greater than 3.8. Averaged

results are presented below. S-S and T-T denote intra-corpus

comparisons (speech and text, respectively).  S-T denotes a

comparison between speech and text corpora.

TABLE II. 
AVERAGE NUMBER OF N-GRAMS WITH DIFFERENCES IN FREQUENCY

SIGNIFICANT AT 5% LEVEL. VALUES IN BRACKETS ARE STANDARD

DEVIATIONS.

n S-T S-S T-T

1 30.3 (2.0) 14.1 (5.1) 17.2 (3.6)

2 418.8 (42.6) 127.2 (28.2) 182.5 (49.0)

3
2281.4 
(482.7)

1205.1 
(215.8)

1628.4 
(274.3)

The  log-likelihood  analysis  reveals  large  differences  in

frequencies of POS-tags. The LL scores were significant at

5% level for more than 30 unigrams (out of 35). This number

is much lower in case of intra-corpus comparisons. The same

holds true for higher-order n-grams (bigrams and trigrams).

As stated before, we used five corpora for speech and text

(resulting in 10 intra-corpus comparisons and 25 inter-corpus

comparisons),  so observed differences are not an effect  of

differing corpus sizes. Qualitative analysis of POS tags with

highest LL score could reveal usage patterns characteristic

for written and spoken language.

Another test involved calculating the percentage of com-

mon n-grams in the set of k most popular units:

|K 1
∩K

2|
|K 1

∪K
2|
⋅100 (4)

In the above formula, K1 and K2 denote sets of k most

popular  n-grams in compared corpora.  We considered uni-

grams, bigrams, and trigrams. We decided to set k in relation

to the total number of units (5%, 10%, and 20% of all units).

Table 3 presents calculated values. “S-T” denotes a compari-

son  of  full  speech  corpus  vs.  full  text  corpus.  “S-S”  and

“T-T” denote a comparison between two halves of the same

corpora  (the  split  was  made  by  randomly assigning  each

paragraph into one of two subcorpora).

The test reveals significant differences in POS n-gram dis-

tributions. The values in the first column (speech vs. text) are

not only lower, but also decreasing with the model complex-

ity. The values in the second and third column (speech vs.

speech and text vs. text) are much higher and stay the same

as the order of n-grams increases. This shows that grammati-

cal  patterns typical  for  spoken or  written language can be

captured with morphosyntactic n-gram models. 

VI. PERFORMANCE IN ASR

The results of statistical analysis indicated that language

models trained on speech transcripts or written texts would

have different properties and therefore give different results

when applied to ASR. In order  to test  this hypothesis,  we

have built several language models and employed them in re-

scoring of  the hypotheses  produced by HTK (without any

LM or grammar) for several hundred Polish sentences. For

tagging we used Concraft-pl, a conditional random field tag-

ger for Polish which had proved to be particularly effective

in ASR applications [17],[12].  The rescoring was done by

TABLE III.
PERCENTAGES OF COMMON UNITS AMONG K MOST POPULAR N-GRAMS.

Unigrams

k S-T S-S T-T

2 100.0 100.0 100.0

5 100.0 100.0 100.0

10 90.0 100.0 100.0

Unigrams with categories

k S-T S-S T-T

20 85.0 100.0 100.0

40 87.5 95.0 98.0

80 85.0 97.5 98.8

Bigrams

k S-T S-S T-T

35 78.6 94.3 100.0

70 77.1 95.7 100.0

140 74.3 93.6 98.6

Bigrams with categories

k S-T S-S T-T

400 70.6 88.8 97.8

800 72.8 87.4 95.8

1600 70.5 85.9 94.6

Trigrams

k S-T S-S T-T

250 64.6 89.2 97.2

500 63.9 90.2 96.4

1000 64.6 89.2 95.8
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combining the probabilities of the acoustic and morphosyn-

tactic model

P (hi )=P (hi )LM

α

∙P (hi )AM

1−α
(5)

where

P (hi )  – the probability of the i-th hypothesis,

P (hi )LM
– the probability of the i-th hypothesis 

according to the language model,

P (hi )AM
– the probability of the i-th hypothesis 

according to the acoustic model,

α – the weight of the LM component.

The models were tested on several audio corpora. The first

one (K1) includes 107 sentences spoken by one male voice,

without  any  added  noise,  but  recorded  in  an  office  with

working computers. It consists of political speeches and spo-

ken  fragments  of  political  song lyrics.  The  second corpus

(K2) includes 23 samples spoken by a young female profes-

sional speaker. The third corpus (K3) consists of 221 short

utterances  recorded  during various tests  of  speech/speaker

recognition systems at AGH University of Science and Tech-

nology with addition of recordings from meetings of the De-

partment Council. This corpus includes many various voices

(one speaker says no more than six sentences) and recording

devices, often with a natural random noise due to bad acous-

tic conditions (reverberation, voices in the background, traf-

fic from outside etc.)  We also used some recordings from

LUNA, a corpus of telephone conversations from a call cen-

ter of Warsaw public transport [10]. 192 samples of various

female voices (K4) and 226 of male voices (K5) were used.

These are informal utterances with many questions. The cor-

pus  is  full  of  grammar  mistakes,  very common in natural

conversations.  The  last  test  corpus  (K6)  consists  of  86

recordings randomly chosen from Polish Global Phone cor-

pus [16]. It is a corpus of speech dictated from an everyday

journal.

The union of the corpora was divided into two subsets: a

tuning set containing 15% randomly chosen sentences, used

to estimate the alpha parameter, and a testing set, containing

the  remaining sentences.  The text  and  the speech  corpora

were used to build two language models (LMs): one contain-

ing only POS tags (POS-only) and the other containing POS

tags together with gender, number and case tags (POS-gnc).

In each case a trigram model was built, smoothed using Wit-

ten-Bell method [19], due to their small size.

The comparison of speech and text based LMs was con-

ducted  by  measuring  the  Word  Error  Rate  Reduction

(WERR) obtained with a given model. The results of the test

are given in Table 4. LMs with Speech prefix are based on

the Speech sub-corpus of 1MC, with Text prefix – on the

Text sub-corpus, and with Text-sample, on a text sub-corpus

of the same size as the Speech sub-corpus. The best result is

obtained for the LM based on the speech corpus using POS,

gender, number and case tags.  The difference between the

best result and the second result (Text-sample-POS-gnc) is

statistically significant  (paired  Student's  t-test,  n=724,  P <

0.028). Interestingly, although the Speech-POS-only LM per-

forms better than the Text-POS-only LM, the difference is

not statistically significant.

TABLE 4.
PERFORMANCE OF DIFFERENT LMS IN ASR.

LM WERR [percentage points]

Speech-POS-gnc 29.5

Text-sample-POS-gnc 28.0

Text-POS-gnc 27.8

Speech-POS-only 27.1

Text-POS-only 26.5

Text-sample-POS-only 25.9

VII. CONCLUSIONS

Building  language  models  based  on  POS  n-grams is  a

promising technique in ASR of highly inflected languages.

Benefits include simple structure, substantial dimensionality

reductions, and noticeable improvements in performance of

ASR systems [12]. Our analysis shows that it is possible to

discriminate between speech and text data using only POS n-

grams.  It  implies  that  morphosyntactic  models  trained  on

written texts do not accurately reflect the grammatical struc-

ture of spoken language. This hypothesis was confirmed by

the ASR experiments.  The Speech-POS-gnc model outper-

formed all text-based models, even those trained on ten times

more data. The experiment also show that grammatical cate-

gories (gender, number, and case) carry important informa-

tion about the structure of inflectional languages. Including

them improved recognition rates in all cases. 
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Abstract—This paper describes the design, implementation
and results of the image-based ego-motion estimation algorithm.
As a source data the images captured from the bike platform
are used. The device is supposed to be a part of a mobile
mapping system prototype. Firstly the feature detection and
matching is carried out providing the set of characteristic points
in all images in the sequence. The 5-point solution based on the
Gröbner basis is used to solve for essential matrices and to reject
outliers. Least-square relative pose model fitting is accomplished
using quaternion-based bundle adjustment. In the next step the
modified Horn formula is used to recover bike trajectory up
to the absolute orientation. Within this step the scene structure
recovery is provided in the form of a point cloud. Finally ground
control information is used to obtain data geo-referencing and the
accuracy analysis. Obtained results provide satisfying robustness
and accuracy. However some improvements and development
scenarios are suggested.

I. INTRODUCTION

CURRENTLY imaging sensors are extensively used as
components of mobile mapping systems (MMSs), mobile

robots and unmanned aerial vehicles. Each camera is a source
of usually large number of images, captured with the specified
frequency. Acquired image sequences may be processed to
provide automatically extracted mapping information using al-
gorithms refered as a dense point cloud generation or structure
from motion (SFM). Additionally images may be utilized to
estimate motion trajectory of the vehicles. Such application is
often called the visual odometry. The real-time trajectory esti-
mation is applied in the navigation. The visual navigation can
take place autonomously or together with the inertial/GNSS
sensors, completing a multi-sensor navigation system. Parallel
navigation and mapping are sometimes combined together in
the SLAM procedure.

Basically mapping applications do not require real time
computation of a trajectory. The accurate trajectory compu-
tation is conducted in the post processing and is a crucial step
in the mobile mapping workflow as it greatly influences the
accuracy of final products. Processing of the image sequences
can be divided into two main steps:

- feature detection and matching
- ego-motion estimation, based on the detected features

Researchers conducted within founds of Department of Mining Surveying
and Environmental Engineering (AGH University of Science and Technology)
no. 11.11.150.949

In the machine vision feature detectors try to imitate humane
vision to search for some characteristic points (keypoints), that
are suitable to be traced in subsequent images. The feature
correspondence is tested using descriptors and detectors that
try to simulate the mental process [1]. Corners are a typical
example of features suitable for tracing. The result of a feature
detection is a list of keypoints’ IDs and their coordinates
provided in the image 2D coordinate frame. Evaluation of
particular feature detectors are not within the scope of this
work, but generally a set of automatically measured keypoints
has a large number (sometimes over 50%) of outliers i.e.
missmatched features. The first approach to deal with outliers
is to prevent false matches using the external information about
image geometry. This information can come from positioning
sensors such as GPS/INS systems [2], [3]. If the orientation of
two images acquired with calibrated camera is approximately
known, location of corresponding features is held down to the
neighborhood of epipolar lines associated with those points
(Fig. A1). However more robust approach to prevent false
matches is to use multi-view camera configuration providing
multi-view image sequences [4], [5], [6]. Commonly two
cameras are applied. As a result of a system calibration the
accurate orientation of the second camera in the coordinate
frame of the first camera is known. This enables the accurate
epipolar line location for a certain keypoint (Appendix A).

In the case of single-view sequences, the keypoint match-
ing cannot really benefit from the epipolar constraint (Ap-
pendix A). If no GPS or IMU are available, only the ap-
proximate motion characteristic is known, constraining corre-
sponding keypoint searching to region of interests (ROI) rather
then lines. As a result a significant number of outliers may
occur. Approaches to the outlier rejection are based on the
epipolar constriant imposed on the fundamental matrix (F )
or the essential matrix (E) (Appendix A). Snavely, Seitz and
Szeliski [7] propose the estimation of the F matrix using the
8-point algorithm inside the RANSAC [8]. As a result a set
of 8 image points that best fit the fundamental matrix model
is found in each image pair. At the same time outliers can
be detected and rejected. Bartelsen and Mayer [9] prefer to
use the essential matrix instead of the fundamental matrix.
In contrast to the fundamental matrix, the essential matrix
estimation requires the knowledge about the camera calibration
but remains robust to the critical configurations met in the
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planar scenes. It also requires smaller number of coresponding
points. The 5-point algorithm developed by Nister [10] and the
locally optimized RANSAC [11] are proposed as a solution
method. Finally the E or F model fitting can by carried out
based on inliers only, using least-square approaches.

Applying the epipolar constraint cannot eliminate badly
matched points that are located near the corresponding epipo-
lar lines. A 3D information is necessary to detect the remain-
ing, relatively small number of outliers. To solve the problem,
the ray intersection (Appendix B) is carried out for each image
model to calculate the spatial coordinates of the tie points
(Fig. A.1). Sequential orientation of the subsequent images [2]
using for example the DLT approach [12] inside the RANSAC
procedure or formation of image triplets [9] allows to complete
the rejection of outliers. Overlapping triplets can be linked to
recover orientation of every image in the sequence. However
the recovered orientation suffers from the drift effect. Besides
it can be determined only up to the absolute scale, rotation
and translation. Aforementioned 7 parameters, if needed, can
be estimated based on ground control information such as
the GPS coordinates of the image projection centers [9] or
coordinates of the control points. Finally to estimate the
orientation of the images more accurately the least square
bundle adjustment can be applied. For the real time scenario
the good solution to the drift reduction is the detection of loop
closures [13].

A terrestrial mobile mapping can be carried out from almost
every vehicle. Cars are used commonly in case of commercial
systems. However data acquisition using cars is restricted to
streets and their surroundings only. To overcome those limi-
tations systems designed for smaller vehicles are developed,
among which bikes seem to fill the gap between hand-held
systems, mobile robots and cars. Bikes can access many more
location than cars and move faster then pedestrians and mobile
robots. Probably the most famous bike system for mobile
data acquisition was developed by Google in the Street View
project. Besides, students from Stuttgart University designed
the prototype of the bike mobile mapping system with the
laser scanner and two-antenna GNSS/INS unit [14].

Similarly to other mapping or visual odometry systems,
bike systems can be a source of image sequences. Automatic
processing of image data acquired from bike can be used to
determine trajcetory and finally to reconstruct the geometry of
objects. However it should be noticed that the bike movement
is different to the car movement. When cycling it is more
difficult to keep constant speed and direction than in case of
driving. The turn rate of bike is small when compared to car.
In case of single-view sequences with no information about
approximate image geo-referencing, motion estimation from
image data is supposed to be much more challenging task than
in case of the multi-view systems and the smoother movement.

Works addressed in this paper aim to provide the solution
to the problem of the automatic orientation of a single-view
image sequences. It is beyond the scope of this study to
examine the hardware potential as well as the achieved pro-
cessing time. However the study offers some important insight

into the analytical approaches and their practical aspects,
providing at the same a kind of overview of the existing
solutions. The following sections describe the consecutive
steps of the algorithm, starting from keypoint detection and
matching proceeding to the relative orientation and finally
to the absolute orientation. The fifth section describes the
experiments. Then the results and discussion are provided.

II. FEATURE DETECTION AND MATCHING

As this step of the algorithm is still under the develop-
ment, only the outline of the matching strategy is provided.
In the urban environment corner points are likely to occur
in almost every image and can be detected using one of
many available detectors. Proposed algorithm uses Kovesi’s
implementation [15] of Noble’s version [16] of Harris feature
detector [17]. After completing the detection, features are
matched using the monogenic phase approach [18], [19] with
the set of parameters proposed by Kovesi [15]. Assume a
certain corner is detected and matched in the initial pair in the
sequence. Matching algorithm searches for the corresponding
point in the third and subsequently in the next images. At the
same time new corners appear in consecutive images. As the
approximate image-to-image distance and the scene depth are
known, some simple geometric constrains like row and column
limits can be imposed on a searching area greatly reducing the
computation time.

Corner points are generally detected as the maxima in the
image that is the result of applying Harris operator. The
absolute maximum value (AMV) constraint can be set to
limit the number of keypoints. However applying this simple
constraint leads to nonuniform distribution of detected points.
This is the result of variations in the scene content. Some
parts of the scene like trees, windows, cars etc. are “rich” in
keypoints, while others like flat walls contain no keypoints at
all. To overcome this problem the image is divided into blocks
of equal sizes. In the addressed case study the 24 blocks (4
× 6) are used . Besides absolute value of Harris maxima, two
other parameters are set to provide more favorable distribution
of detected features: maximum number of points in each
block (PIB) and minimum distance between points (DBP).
Decreasing the AMV and the PIB and at the same time
increasing the DBP leads to the more uniform distribution
of points. Exemplary values of feature detection parameters,
applied in the refereed case study were as follows: AMV =
10 (Kovesi suggested 200 [15]), PIB = 60, DBP = 50.

As the result of matching procedure a list of points and
their pixel coordinates is provided, allowing computation of
the relative orientation of consecutive images.

III. RELATIVE ORIENTATION

A. Essential matrix computation

The relative orientation of two images acquired with cal-
ibrated camera is encoded in the 3 × 3 essential matrix E.
Derivation of the essential matrix from the relative orientation
parameters - translation and rotation (t,R) and the camera
matrix can be found e.g. in Krauss [20], or in the simpler
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form in the Appendix A. However the solution of the inverse
problem is not so trivial as there are 4 possible solutions
that have to be tested for cheirality [21]. The essential matrix
as well as the fundamental matrix satisfies the well known
complanarity constraint [20], [21]:

x′⊤Ex = 0 (1)

where x and x′ are the column vectors of homogenous image
coordinates. The rank deficiency of essential matrix implies
the following constraint:

det(E) = 0 (2)

The E matrix has two non-zero singular values that are equal.
This constraint can be expressed in the algebraic form as [22]:

2EE⊤E − tr(EE⊤)E = 0 (3)

It is advantageous to compute the essential matrix using
one of few available close-form solutions using minimal, i.e.
5, number of corresponding points [10], [23], [24], [25].
Using the close-form solution requires no prior approximation
and can be easily tested for outliers using the RANSAC
procedure. The algorithm developed by Stéwenius, Engels and
Nistér [25] was adopted within proposed solution because of
its relatively simple implementation. Using equation (1) and
finding its four-dimensional null-space, the essential matrix
can be parametrized with three unknowns x, y, z:

E = xE1 + yE2 + zE3 + E4 (4)

Inserting equation (4) into (2) and (3) produces the system of
10 3rd degree polynomial equations in three unknowns. This
system is solved using the Gröbner basis. Up to 10 solutions
for E exist but only the real ones are of the further interest.

B. Detection of outliers

In the proposed approach the essential matrix is estimated
inside the RANSAC procedure. This enables detection of
outliers. Assume that for the subsequent image pairs in the
sequence N samples are chosen, each consisting of 5 point
pairs. As there are up to 10 real solutions for E, in the
worst case there can be 10N possible solutions. According
to the typical RANSAC each point in the image pair is clas-
sified as inlier or outlier according to the specified threshold
value. In the addressed solution a kind of locally optimized
RANSAC [11] is used. All points in each sample get a score
that is inversely proportional to the distance from the model
value. If the distance is higher than the threshold, the score is
zero and the point is classified as outlier. The sample with the
highest total score wins.

The easiest way to score each point is to calculate distance
to the epipolar line using (1) (see Appendix A). However it
may happen that due to mismatching, a point that is projected
near the epipolar line lies behind the camera. To avoid treating
such points as inliers it was decided to recover the rotation
matrix (R) and the translation vector (t) of the second image
from each real E [21] and to calculate coordinates of keypoints
in three dimensional coordinate frame of the first image using

intersection of rays (Fig. A1, Appendix B). Now only the
keypoints with negative Z coordinates are going to be tested
further. Given R, t and estimated 3D coordinates of keypoints,
the projections to images are found so that the 2D euclidean
distances to the measured locations can be computed.

Assume three consecutive image pairs: [k,k+1], [k+1,k+2],
[k+2,k+3]. A certain feature is matched correctly in pair no.
1. Subsequently this feature is matched incorrectly in pair
no. 2. As a result it is classified as outlier. Nevertheless this
keypoint may not be rejected because it could happen that
incorrectly matched feature in image k+2 is correctly matched
with the feature in image k+3. As a consequence this keypoint
is recognized as two separate keypoints and gets separate id’s
in images forming pairs 1 and 3. It won’t be used in relative
orientation of pair no. 2.

C. Estimation by least square fitting

The sample with the best score provides good estimations
of R and t but it does not take into account all inliers. To
utilize all available information, the least square adjustment
can be carried out using all points classified as inliers. The
image coordinates of keypoints are treated as observations
and explicitly related to the parameters in the form of well
known colinearity equations (see e.g. [20]). As a consequence
the system of nonlinear equation is formed. The elements of
R are not treated as parameters directly. To avoid possible
singularities resulting from parametrization in terms of Euler
angles [26], the entries of the R matrix are expressed as
functions of the elements [27] of a quaternion. Both quaternion
and t are assumed to have unit norms that leads to the
additional constrains imposed on the parameters. Finally the
3D coordinates of all tie points complete the set unknowns.
The R, t and 3D coordinates of tie points resulting from the
RANSAC should be accurate enough to linearize the equation
system and subsequently solve it in only one iteration.

IV. SEQUENCE ORIENTATION

A. Model-to-model transformation

As a result of the relative orientation the R and t are
provided for each image pair in the sequence. Such relatively
oriented image pair is called a model. Assume image k
forming the model with image k+1.The consecutive model is
formed by images k+1 and k+2. Common points are now used
to stitch both models. In this way the orientation of a short,
3 image, sequence is recovered. Subsequently the algorithm
proceeds to the transformation of the third model based on the
reference points that appear in the previously created block.
Model stitching is carried out further, until all images are
oriented.

Each model is oriented according to the Horn algorithm [26]
and involves estimation of 7 parameters: 3 for the rotation, 3
for the translation and finally the scale. The Horn approach
consists of the following steps. At first the centroids in both
point sets are calculated. Coordinates of all points are reduced
to respective centroids. Secondly the rotation that maximizes
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the dot product of vectors pointing from centroids to corre-
sponding points is found. The rotation is parametrized in terms
of four elements of the unit quaternion. Once the quaternion
is known, it is possible to align vectors in both frames to
make them nearly parallel. Vectors won’t never be exactly
parallel due to outliers. Finally the scale is recovered using
translated and rotated vectors. Three different approaches to
scale computation are proposed depending on which point
set is assumed to have better accuracy. The approach of
Horn deals with minimal 3-point case as well as with greater
number of points. It fulfills the condition of the least sum of
squared residuals. Finally no approximation of the parameters
is needed.

It should be mentioned that in addition to the terrain points
(keypoints), adjacent models have one additional common
point, namely the projection center of the common image -
k+1 in the later example. This point lies far away from the
rest of points and certainly has a worse reliability. Applying a
standard Horn solution would cause that even a small errors in
3D coordinates of the tie points can result in large residual of
projection center locations incorporating relatively large errors
to the estimated motion. Therefore during the minimization of
the dot product the utilization of the model frame coordinates
is preferred to the usage of coordinates reduced to their
centroids. In fact such modification means that the translation
is simply calculated, not estimated, hence the estimation of
remaining four parameters is more reliable i.e. less sensitive
to the influence of erroneous tie point locations.

During the model-to-model transformation the sparse point
cloud of keypoints is being formed. Besides points used inside
the Horn algorithm, each stitched model incorporates a set
of new points. If this points appear also in the next model,
they are used as the reference. However some points exist
that appear only in one model. The correctness of the location
of such points cannot be fully checked. As a result some
erroneous points in the sparse point cloud appear.

B. Absolute orientation

Until now the image sequence was oriented up to the
scale, absolute rotation and absolute translation. If the missing
parameters are to be recovered, the external information need
to be utilized. Basically there are two approaches to provide
the external orientation to images: direct measurement and
geo-referencing through ground control points (GCPs) referred
as the indirect approach. To measure the external orientation
directly one can use GPS and inertial sensors. If the GPS is
used alone, the estimation of absolute orientation parameters
takes place using the coordinates of projection the centers
recovered in the previous step and the reference trajectory line
recorded by a receiver [9]. Geo-referencing through control
points usually requires the manual measurement of terrain fea-
tures, the coordinates of which are known from other survey.
In case the terrain coordinates of control points are known
from a geodetic survey the indirect approach is assumed to
be more accurate. In the presented study the second approach
was utilized as no GPS measurements were available. After

completing the absolute orientation it is possible to smooth
the results and increase accuracy by performing the bundle
adjustment. In such a case the loop closures, if only present,
can be taken into account for the further accuracy increase.

V. EXPERIMENTS

A. Preparatory works

The accuracy of the motion recovery from single view
sequences strongly depends on the imaging geometry. In
case of corridor sequences, when camera looks forwards or
backwards, the intersection angles between correspondent rays
are narrow, leading to the large errors of tie point locations.
As a result the recovered camera orientation tends to drift
quickly. In contrast to the corridor sequences a sequences
with camera looking perpendicular to the moving direction
(aside-looking sequences) should allow to achieve a better
accuracy. In the following tests only the motion recovery from
the aside looking sequences is covered, however the algorithm
is supposed to deal with the geometry of any kind.

To test the proposed approach the decision was made to
acquire the image sequence of the test-field area located at the
AGH University Campus (Fig. 1). This test field is equipped
with the number of natural GCPs, that are to be used to
evaluate the accuracy. GCPs are located mostly at the building
fac̨ades. It was decided to use the wide angle camera to be
able to capture the fac̨ades from top to bottom. In addition
to the large overlap, even in case of wide baseline, the wide
angle lens provides increased accuracy of depth component
of the tie point location in space. This is of the fundamental
importance for the process of model stitching as the drift is
supposed to accumulate slower. Besides, the obtained sparse
point cloud would have better accuracy than in case of using
the narrow angle lenses. In addition to better accuracy the
wide angle lens performs better when imaging in motion. It
guarantees a large depth of field allowing imaging with small
aperture and short exposure time. Taking all the above into
consideration the Nikon D5200 camera with the Sigma 10-20
mm f/3.5 rectilinear lens was chosen as the imaging sensor. In
addition to the acquisition of a high resolution 24 megapixel
(4000 × 6000) images the sensor of the camera allows HD
video recording. The focal length was set to 12 mm providing
the horizontal viewing angle about 90 ◦. The principal distance
was fixed by blocking the focusing ring. The camera was
calibrated to determine the interior orientation parameters and
the distortion.

B. Data acquisition

Initially the tests involving acquisition of HD videos were
made, but because of low quality of extracted frames it was
decided to switch the camera to the time-lapse mode, choosing
the highest possible frequency of 1 Hz. However it came out
quickly that capturing images with the 1 Hz frequency makes
the camera buffer stuck - the shutter is not released until
the last image is saved. Lowering the frequency would either
lengthen the imaging base, possibly leading to the problems
with feature matching or force decreasing the cycling speed
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Fig. 1. Planned trajectory line imposed on the image of the test-field

resulting in extension of the overall acquisition time. The
reasonable solution to avoid the above mentioned effects was
to switch to the lower resolution of 13.488 megapixel.

The camera was fastened to the bike using a specially
constructed device consisting of the 3 DOF head, allowing
sequence acquisition from freely selectable viewing angle.
The camera was inclined to look slightly upwards and per-
pendicular to the cycling direction. The test sequence was
acquired in the aperture priority mode. The aperture value
was set to 5 resulting in the exposure time between 1/2000
and 1/1000 second. The planned trajectory line is shown in
the Fig 1. The test sequence was to have the shape of a
loop. With the aim of comparison a part of the loop was
to be cycled twice. The decision had to be made which
side the camera should look at. Choosing the right direction
provides convergent image configurations within all the turns
and a good overlap. However in the case of the test-field
the test were carried out in (Fig. 1) it was better to look
left as to capture the fac̨ades lying closely to the trajectory
line, providing advantageous distribution of keypoins. The
disadvantages of such configurations are the occurrence of the
divergent images within the turns leading to decrease in the
overlap and occurrence of the narrow angles of intersecting
rays.

After applying all the above mentioned settings the sequence
of 195 images was acquired.

C. Data processing

After collecting the data, the keypoint detection and match-
ing algorithm was tested. The rough motion characteristic was
known allowing to restrict the location of possible matches to
the ROIs of a fixed size. The imposed constraint was supposed
to reduce the number of possible outliers. The keypoint match-
ing is followed by the relative pose estimation of consecutive
image pairs. The least square relative orientation was tested but
due to a very long computation time it was not applied in the
final solution. Four image pairs, each located within the turns
were not oriented properly due to the very high outlier rate

and improper keypoint distribution. In this case the problem
was fixed by adding some tie points manually.

Having the relative pose of the subsequent models es-
timated, the sequence formation was carried out. The first
model in the sequence was chosen as a starting model. As the
relative pose estimation constrains the base vector to equal
1, all the linear quantities calculated within this stage such
as translations, residuals, errors are expressed in the unit of
the length of the first base. The threshold parameter of the
RANSAC procedure, i.e. the linear residual of the tie point,
was set to 0.1.

For now the orientation of all of the images in the sequence
was estimated up to the absolute quantities (translation, rota-
tion, scale). To solve for the missing parameters and provide
the accuracy analysis the 26 natural control points were used.
Each control point was measured in the selected model (image
pair). The accuracy assessment was provided by the residuals
of the control point coordinates. Finally the sparse point cloud
provided in the global coordinate frame was examined visually
to look for previously undetected mismatches. The extent of
the inconsistencies observed as a result of cycling the same
part of the loop twice were to be analysed deeply.

VI. RESULTS

Despite applying the ROI-restricted matching a large num-
ber of outliers was observed in almost all image pairs (Fig. 2).
During the RANSAC-based estimation of the relative pose it
came out that the number of outliers considerably exceeds
50%. Besides the limitations of the monogenic phase matcher
the reason of such a high outlier rate could be simply the
content of the scene. For instance a number of corners appear-
ing on the similar windows’ frames are hard to be matched
correctly. In addition the epiploar lines are nearly parallel to
the horizontal edges of windows’ elements so that even solving
for relative pose cannot eliminate some outliers. It can also
be noticed that there are quite a lot of trees in front of the
fac̨ades (Fig. 1, Fig. 2, Fig. 3). As a results a number of a
false keypoints is detected at the intersections of branches and
twigs. Some of them are also incorrectly matched. The similar
happens for keypoints detected in the reflections appearing in
the window panes (Fig. 2). Also a lot of corner points detected
at the grainy structure of the asphalt are matched incorrectly.
Using the 5-point algorithm inside the RANSAC allows to
eliminate most of the outliers. Fig. 2 and Fig. 3 are provided
as an example.

It was decided to examine the influence of the drift (accumu-
lation of the errors within the sequence formation stage) on the
accuracy of the absolute orientation. The results are provided
in the table 1. At the beginning the sequence of 10 images was
oriented using four GCPs. The centimeter-level errors were
obtained. Afterwards the number of images was increased until
the appearance of a next group of available control points.
Finally the sequence of 158 images was oriented. As no GCPs
were measured in the further images, the last row of the
table 1 represents the accuracy of the absolute orientation of
the whole sequence. Performed analysis shows that generally
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Fig. 2. One of the images from the southern part of the sequence and the
vectors showing the displacement of the keypoints to the the next image.
Results before applying the 5-point relative pose estimation algorithm inside
RANSAC.

Fig. 3. One of the images from the southern part of the sequence and the
vectors showing the displacement of the keypoints to the the next image after
automatic rejection of outliers

while increasing the length of the sequence errors tend to
increase, however not in the regular way. The worst results
were obtained for the Y coordinate and the best for the Z.

Fig. 4 shows the sparse cloud of tie points obtained as a
result of the sequence formation. The colour of points changes
from blue to red as to show the inconsistencies in the point
cloud resulting from the orientation drift. The first matched
keypoint in the first image pair is coloured in blue. The last
matched keypoint in the last model is coloured in red. The
black spots represent the location of projection centres. The
black line represents the trajectory. The total length of the
trajectory is 232.58 m. The arrows show the cycling direction

The fac̨ades are clearly visible in the cloud as well as
the kerbs and the trees. During the data acquisition there
was not as many cars parked as it can be seen in the Fig.
1. Few of them can also be visible in the cloud. There are
also quite a lot of points that seem to be located inside the
buildings. This tie points may represent mismatched keypoints
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Fig. 4. The trajectory line and the point cloud. The arrows point the cycling
direction. Green rectangles A and B mark the areas that will be referenced
further. Orientation: north, units: meters.

located only in two images, occupying consistent epipolar
lines. Such points pass the RANSAC testing, carried out
within the model formation, but cannot be tested in the model
stitching procedure. As a result of capturing certain parts of
the scene twice, the inconsistencies in the resultant point cloud
appear. To show them in details two parts of the cloud bounded
by green rectangles are shown in the greater scale in the Fig. 5
and Fig. 6.

The thickest strip of points in the Fig. 5 represents the front
edge of the hedge, part of which is visible at the bottom of the
Fig. 1. Points forming four segments parallel to the hedge are
likely to be located at the crowns of the trees and the items
used to shape them in the espalier-like form - see the very
bottom of the Fig.1. In front of the hedge there are some points
at the pavement. Some of them form a linear features that
may represent kerbsides. Two linear features that lie behind
the trees represent the railings of the ramp that belongs to the
building the image in the Fig. 1 was captured from. Looking
at the points located at the hedge it can be noticed that the red
points are shifted with respect to the blue ones. The shift is
about 40 cm in the south-north direction. When looking at the
trees and railings and finally at the fac̨ade (Fig. 4) this shift
seem to decrease.
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TABLE I
ACCURACY OF THE ABSOLUTE ORIENTATION OF THE SEQUENCES OF A DIFFERENT LENGTH. THE LAST COLUMN PROVIDES THE RMS ERRORS OF THE

3D CONTROL POINT LOCATION.

Num. of images Distance [m] Num. of points RMSEX [mm] RMSEY [mm] RMSEZ [mm] RMSEP [mm]
10 15.31 4 6 16 12 21

34 42.94 7 63 33 30 77

55 75.82 9 87 71 60 127

73 95.48 12 99 111 60 160

89 107.46 16 212 224 83 320

107 126.83 16 290 265 103 406

141 177.39 23 272 403 126 502

158 193.56 26 267 405 240 542
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Fig. 5. Inconsistency of the point cloud within the area A
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Fig. 6. Inconsistency of the point cloud within the area B

In the Fig. 6 the points located at the car body can be
observed as well as linear features representing kerbs. There
are groups of points representing trees that grow in the front
of the building the fac̨ade of which can be seen in the bottom

right corner of the figure. Looking at the points representing
the car one can notice a considerable inconsistency in the point
cloud. The red points are shifted about 2 meters with respect to
blue points. The reason why the shift increased to such a high
value can be the unfavourable imaging geometry (divergent
camera axes, decreased overlap) at the north-east turn. Finally
it can be found quite unexpected that no drift in the heading
component of the angular orientation can be noticed - the blue
and red linear features visible in Fig. 5 and Fig. 6 stay almost
exactly parallel.

VII. DISCUSSION

In this paper the new solution to the automatic orientation
of single-view image sequences is proposed and the results of
the tests conducted based on the data acquired from bike are
presented. The solution assumes the calibrated camera case
to achieve more robust performance in outlier detection and
better accuracy. Modifications to the model-to-model stitching
procedure are proposed as to achieve better reliability of the
sequence formation, which result in more robust trajectory
estimation.

The conducted tests allow the examination of certain steps
of the proposed solution. The first step i.e. the feature detection
and matching seem to perform quite well for images with a
similar angular orientation. However it tends to fail for images
captured within turns so that even the manual point measure-
ment was to be carried out to fix the problem. To improve
the keypoint matching firstly a more robust feature descriptors
and matcher can be applied. Secondly the matching should be
integrated with the relative pose solution. The E matrix is
quite accurately estimated using the proposed method, even in
the presence of outliers, so that the equations of epipolar lines
can be used to impose a stronger constraints for the feature
re-matching (Appendix A). Afterwards features can be re-
matched after solving for the essential matrix. Then the refined
essential matrix is to be estimated and the solution can proceed
in the iterative manner. Having the robustness improved one
can think about improving the accuracy by using the sub-pixel
corner measurement. Additionally the motion recovered within
the process of model stitching can be smoothed using the
bundle adjustment, however this approach may take quite a
lot of computation time.
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Assuming no real time application it is also better to select a
different starting model for the sequence formation. Probably
choosing the model near to the middle of the sequence would
reduce the error as the drift is to accumulate on distances of
about the half distance of the sequence.

The improvement of the orientation procedure is going to be
followed by integration of other sensors like GPS or IMU. It
would demand changing the imaging sensor from SLR to the
industrial camera. Besides providing the time synchronization
interface the industrial camera allows imaging at the higher
frequency and at the same moment allowing real-time image
data processing. Generally at this stage of the research the
obtained results can be found satisfactory and consist a good
starting point for developing a bike MMS equipped with
the visual orientation unit. There exists a field to improve
the robustness, accuracy and operational performance of the
solution by improving both algorithms, implementation and a
hardware.

APPENDIX

A. Essential matrix the and epipolar constraint for a cali-
brated camera

Assume that the two images of approximately the same
scene were taken with calibrated camera (Fig. A.1). Assume
this two images form photogrammetric model. Relative ori-
entation of the second image with respect to the first image
can be parametrized by the orthonormal rotation matrix (R)
of the second camera frame and translation vector (t) of the
second camera projection center (O’). The translation vector
simply equals the base vector (b). The relative orientation can
be estimated up to scale factor. Usually b is assumed to be the
unit vector.

Fig. A.1. Two metric images forming the model

Point P is located in the scene and projected into images
to form points p and p′. Assume two vectors x and x′ that
originate in projection centers O and O′ and point at points p
and p′. Cooridinates of those vectors are given in the reference
frame of respective cameras so that the third coordinate is
equal to the principal distance of camera with the minus sing
and for metric images is assumed to be the same, i.e.:

x =




ξ
η
−c


 , x′ =




ξ′

η′

−c


 (A.1)

Now the coplanarity constraint reads as follows:

x⊤(b×Rx′) = 0 (A.2)

Coordinates of b fill the elements of skew-symmetric matrix
B:

B =




0 −bz by
bz 0 −bx
−by bx 0


 (A.3)

so that:
x⊤BRx′ = 0 (A.4)

and consequently:
x′⊤Ex = 0 (A.5)

where E is the essential matrix. The projection center O and
point P define a ray that is projected into second image as
the line l′ (Fig. A1). The equation of this line is obtained
by inserting the coordinates of x into equation (A.5). In the
similar way the equation of the epipolar line l can be derived.

B. Intersection

Assuming the R and t are known, it is now possible to
estimate the coordinates of point P in the model coordinate
frame, i.e. the coordinate frame of the first camera (Fig. A.1).
If points p and p′ represent two correctly matched keypoints,
theoretically both rays should meet in point P . However due to
measurement errors rays are not going to intersect. Knowing
the x and x′ vectors (A.1) the location of point P can be
determined by least square solution. Collinearity equations for
two corresponding keypoints are as follows:




X
Y
Z



P

= λ1




ξ
η
−c


 (B.1)




X
Y
Z



P

=




bx
by
bz


+ λ2R




ξ′

η′

−c


 (B.2)

where λ1 and λ2 are unknown scale coefficients. After elimi-
nation of λ1 and λ2 from (B.1) and (B.2) followed by term’s
rearrangement the observed 2D coordinates of the keypoint can
be written using explicitly elements of the relative orientation
as the functions of unknowns:



ξ
η
ξ′

η′


 =




−cXP

ZP

−c YP

ZP

−c
R1,1(XP−bx)+R2,1(YP−by)+R3,1(ZP−bz)
R1,3(XP−bx)+R2,3(YP−by)+R3,3(ZP−bz)

−c
R1,2(XP−bx)+R2,2(YP−by)+R3,2(ZP−bz)
R1,3(XP−bx)+R2,3(YP−by)+R3,3(ZP−bz)


 (B.3)

This system of equations can be rewritten in the linear form.
The solution provides coordinates of point P . In case of erro-
neous measurements in x and x′ the projection of estimated
P point into images won’t coincide with points p and p′ so
that the residual vectors will appear.
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Abstract—Nowadays the big challenge in simultaneous local-
ization and mapping (SLAM) of mobile robots is the creation
of efficient and robust algorithms. Significant Number of SLAM
algorithms rely on unique features or or use artificial landmarks
received from camera images. Feature points and landmarks
extraction from images have two significant drawbacks: CPU
consumption and weak robustness depending on environment
conditions. In this paper we consider performance issues for
landmark detection, introduce a new artificial landmark design
and fast algorithm for detecting and tracking them in arbitrary
images. Also we provide results of performance optimization for
different hardware platforms.

I. INTRODUCTION

LANDMARKS are generally defined as passive objects in
the environment that provide a high degree of localization

accuracy when they are within the robot’s field of view [1]. Ar-
tificial landmarks may carry additional information about the
environment and may be used to assist a robot in localization
and navigation. Although this approach requires environment
preprocessing, it makes developers free to choose a type of
landmark and information it holds. Furthermore, a developer
could use any design for the landmark that can be sensed
in small (with respect to an entire environment) location, but
since artificial landmarks are supposed to simplify extraction
of location features, appropriate landmark should satisfy the
following requirements:

• can be reliably detected in a given environment. Detection
should be robust for bad lighting conditions, glares, wide
spectrum detection angles;

• can be identified;
• can be easily created and fixed in a given environment.

It this paper we analyze existing approaches for landmark-
ing and introduce new kind of color landmark for fast and
robust detection. The paper is organized as follows. In the
next section quick response codes [2] and detection methods
for them are discussed. In Section III. new design for color
landmark is introduced and detection algorithm is suggested.
In Section IV. tracking approach is introduced. In Section
V. algorithm performance and detection rate are discussed.
Finally, in Section VI. a summary of this paper and some
issues for further development are listed.

II. ARTIFICIAL LANDMARKS

One possible option for artificial landmark is a visual printed
landmark, e.g. QR codes. This kind of landmarks has several
advantages comparing to RFID and other technologies: it
doesn’t consume power, requires only camera which most mo-
bile robots are already equipped, cheap and easy to produce.

There are several ways to detect QR codes in an image. In
[3] the Viola-Jones framework based on Haar features is used
to detect QR finder patterns (FIPs). Found FIPs are aggregated
into a graph by their size and distance between them. The
graph is searched for 3-cycles that satisfy the orientation
criterion and represent QR codes. Unfortunately, the QR code
plane must be almost orthogonal to the camera axis to reach
the claimed 90% detection rate. In addition, this algorithm
gives no information about the QR code position in the space.

Another approach that is described in [4] utilizes a special
line parametrization called PClines which is a variant of
the Hough transform. This parametrization uses a parallel
coordinate system and allows faster accumulation than the
basic Hough-transform method. The image is searched for
the specific parallel lines pattern that is declared as QR code.
The algorithm can handle various orientations of QR codes in
images, tolerant to uneven illumination and allows real-time
processing but is unable to detect QRs from far away or in
blurred images. It’s also unclear whether the algorithm can
detect several QRs on the same image.

Some other algorithms (e.g. [5], [6]) assume that there is
only one QR code in the image, so they are not suitable
for our problem as the robot may see several landmarks
simultaneously.

In order to estimate performance and resource requirements
a variant of the QR detection algorithm described in [3]
have been implemented. It uses cascade classifier to find both
the finder and alignment patterns in the detected QR code.
The last is necessary since 4 points are needed in order to
compute position of the landmark in the space, but the existing
algorithm gives only 3 points. Experiments have shown that
the usage of bare QR codes as landmarks has following
significant drawbacks:

• it’s rather difficult to detect and extract bare QR code
when it is far enough (more than 1 meter, which is quite
often condition for indoor mobile robots);
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Fig. 1. Landmark design

• detection quality turns out to be very sensitive to the angle
between camera and QR code plane.

So it was decided to create a new type of landmark that
can be easily and reliably detected (i.e. chance of detection
doesn’t depend much on the camera position) and allows to
carry extra information (like position or point identifier in the
environment, or even instructions for mobile robots).

Various types of such visual landmarks are discussed in [7].
Besides good discussion of existent landmark types, this work
introduces a landmark design based on QR code. According to
it QR code is placed into blue rectangle that has three colored
circles around it. Landmark of proposed design is scalable,
special algorithm is introduced to extract inner area from
outer circle for further QR code detection. Provided evaluation
claims that landmark with diameter of outer circle equal to 20
cm can be reliably detected from 2 meters while its horizontal
angle lies in range [−60◦; 60◦].

The aim of our work is to propose a landmark that can
be detected in broader horizontal angle range and has smaller
size at the same time. The novel design was inspired by QR
code detection algorithm described in [3] and [8]. The last one
introduces artificial striped landmark. Two colors are used for
stripes, each stripe has neighbours of different color.

III. LANDMARK DESIGN AND DETECTION

In this section the new artificial landmark design and
detection algorithm are described.

A. Landmark layout

A general idea for a new landmark is based on QR code
layout extended with color markup. The suggested layout
consists of 3 blue squares called finder patterns (FIP) and
one red square – alignment pattern (AP) – on the white

background (in fact, any 2 easily distinguishable colors may
be used). They are located on the landmark like FIPs and
APs in QR codes (see Fig. 1). The significant feature of such
layout is that the landmark looks like 4 light squares on a dark
background in the saturation channel of the HSV color space
in daylight (Fig. 3b). This allows to run some edge detection
algorithm on the saturation channel to find contours in the
image (Fig. 3c) and some of the detected contours are chosen
to be FIP or AP candidates for the landmark.

B. Detection algorithm

The full algorithm pipeline is shown in Fig. 2. Below we
discuss each stage of the algorithm.

To select FIP candidates consider bounding rectangles of
the detected contours in the RGB color space. For each
candidate all pixel values within the bounding rectangles are
accumulated separately for each channel. Then the following
conditions should be checked:

∑
blue > a ·

∑
red and

∑
blue > b ·

∑
green

If these conditions are satisfied then the contour is pushed
into the list of FIP candidates. If the similar conditions
are met for the red channel then the contour is stored as
an AP candidate. The coefficients a and b in the formula
above are called a color ratio and determine significance of
the color component within the contour bounding rectangle:
higher coefficient values discard more candidate contours at
this stage. On the other hand, the farther from the camera
the landmark is the lower the coefficient values should be to
detect a FIP. The coefficient values from the range [1.2; 1.6]
are reasonable to use in practice. The output of this stage is
shown in Fig. 3d.

Note that the found contour is not checked to be rectangular:
due to optical or perspective distortions the specific shape of
a FIP might be hardly recognizable. So there is no constraints

Fig. 2. Detection algorithm pipeline
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(a) Detected label (b) Saturation channel

(c) Edge detector output (d) Detected FIPs and APs

Fig. 3. Detector output

on the landmark shape at all. In our case, discarding contours
by color is more robust than by geometric features, though
this method is very sensitive to the external lightning and
FIP selector parameters should be adjusted depending on the
environment conditions.

After obtaining the lists of FIPs and APs quadruples (3
FIPs and 1 AP) are formed from candidates using landmark
geometric features. At first, the graph is constructed in the
following way: vertices are FIPs and an edge connects FIPs
if they satisfy two types of constraints:

1) the minimum and maximum distance between FIPs:




Dmin · width < |XFIP1 −XFIP2|
Dmin · height < |YFIP1 − YFIP2|
|XFIP1 −XFIP2| < Dmax · width
|YFIP1 − YFIP2| < Dmax · height

(1)

where width and height are the size of a FIP pair; X ,
Y – FIP position; Dmin, Dmax – constraint coefficients;

2) the difference in height and width:
{
Wmin < widthFIP1/widthFIP2 < Wmax

Hmin < heightFIP1/heightFIP2 < Hmax

(2)

where width and height – FIP size; H , W – size ratio
coefficients.

Parameters in these constraints may vary and their actual
values depend on the layout of the landmark. In our case a
distance constraint is from 1 to 3 FIP sizes and a FIP size ratio
is from the range [0.5; 1.5]. The resulting graph is searched for
3-cycles that are considered to be landmark candidates.

Finally, the last component of the landmark is added – AP.
From all of the AP candidates we choose one that meets

the constraints on the location (the top-left corner or center
must be inside the bounding rect of the three selected FIPs)
and which size is closest to the selected FIPs. Note that
the constraint on the top-left corner doesn’t allow detecting
upside down landmarks. If an appropriate AP is found then
the landmark candidate is accepted.

The output on each stage of detection is shown on the Fig. 3.
Note that a small saturation threshold is used on Fig. 3b. It
amplifies the difference in intensity of light and dark regions
on an image and slightly improves the edge detection quality.
Fig. 4 shows detection with weak constraints – it results in
many false positive FIP detections, but the landmark still can
be accurately detected.

There are several parameters that can be adjusted in the
detection algorithm, but the exact set of parameters depends
on the filtering that is applied to the input image:

• geometric constraints – the distance between FIPs and
APs and their size ratio;

• color constraints – the color ratio used in FIP detection;
• filter parameters – for example, Canny’s threshold, satu-

ration threshold, blur kernel size, etc.
Given the location of FIPs and APs the perspective transfor-

mation can be computed in order to get orthogonal projection
of the landmark and its position in the space. A QR code
located in the center of the landmark can be extracted using
that orthogonal projection and can be decoded using any QR
code decoding algorithm (e.g. [3], [4]). It’s clear that it still
can’t be done from far away, but the robot can always drive up
to the landmark if it knows where the landmark is. An example
of QR code extraction is shown in Fig. 5. Some postprocessing
has been applied to the extracted QR code to get the image
in Fig. 5b and most bar-code readers can decode the resulting
QR, though the additional rectification may be applied.

IV. LANDMARK TRACKING

Landmark tracking is the next step for increasing detection
robustness and quality. A robot can change the physical posi-

Fig. 4. Detection with weak constraints. The landmark in the center of the
image still can be detected
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(a) Detected label (b) Extracted QR code

Fig. 5. QR code extraction

tion of observation relatively smooth so the detected landmarks
in the camera video stream will be relatively close on the two
consecutive frames and therefore the detected landmarks may
be tracked in a sequence of images. This can be done in the
following way:

1) Initially there is an empty object (landmark) pool. Life-
time is assigned to every landmark and allows to keep
the landmark in the pool for some time even if it isn’t
detected in several frames. The landmark is kept in the
pool while its lifetime is less than the fixed maximum
value.

2) Processing the next frame obtains a new set of land-
marks. There are 3 different cases possible:

a) If the object pool is empty then all new landmarks
are stored in the pool and assigned ids.

b) If the new set of landmarks is empty and the pool is
not then the lifetime of all landmarks is increased
and obsolete landmarks are removed.

c) If both the pool and new landmark set are non-
empty then it’s required to solve the assignment
problem where the pool landmarks are agents and
the new landmarks are tasks (or vice versa), and
the cost is the distance between a pool landmark
and new one. So the total distance between old and
new landmarks is minimized.

3) The obtained solution is checked to meet certain restric-
tions:

Fig. 6. Tracking example

• mapped landmarks are of similar sizes;
• distance between them doesn’t exceed the maximum

value.
If the mapped landmarks meet these restrictions then the
position of the pool landmark is updated and its lifetime
is reseted. Otherwise the lifetime of the pool landmark
is increased and the new landmark is added to the pool.

4) All new landmarks that don’t map to the pool landmarks
are added to the pool.

Landmark tracking example is shown in Fig. 6. This al-
gorithm is pretty standard and has 3 parameters that can be
adjusted:

1) the landmark maximum lifetime depends on camera
frame rate, but total time of 1 second looks appropriate;

2) the maximum distance between landmarks;
3) the landmark size ratio.

Specific settings of these parameters depend on robot physical
features: maximum speed, camera frame rate, etc.

V. EVALUATION

In this section the detection algorithm performance and
robustness as well as some algorithm drawbacks are discussed.

A. Performance

The detection algorithm is supposed to be used on simple
mobile robots with limited resources, so the testing environ-
ment based on popular low cost, credit-card sized computer
Raspberry Pi [12] and Robotic Operation System (ROS) has
been created.

ROS (Robot Operating System) [11] is a framework for
robot software development that provides various system ser-
vices such as hardware abstraction, low-level device control,
implementation of commonly used functionality and message-
passing between processes. Set of ROS processes is repre-
sented in a graph architecture where processing takes place in
nodes that may receive and post sensor, control, planning and
other messages. Simplified structure of the developed robot is
shown in Fig. 7. The detector node works as a service that
is polled by the main controller from time to time. Note that

Fig. 7. Simplified robot structure
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TABLE I
DETECTION ALGORITHM PERFORMANCE (FILTERS)

640× 480 (0.3 MP) 1280× 720 (0.9 MP) 1920× 1080 (2.1 MP)
Blur HSV Canny Total Blur HSV Canny Total Blur HSV Canny Total

Intel Core i5 3.462 5.136 2.167 12.784 10.262 15.656 7.216 43.730 22.961 34.997 17.879 197.032

GeForce 650M 1.893 0.418 1.776 10.046 4.845 0.798 4.058 23.855 6.143 1.326 5.932 45.910
+2.258 +5.714 +11.976

HD Graphics 4000 2.153 0.501 1.874 25.661 7.098 0.895 4.777 72.584 10.876 1.643 8.480 191.327
+17.791 +55.751 +128.117

Raspberry Pi CPU 310.192 66.863 69.340 509.667 1123.2 191.653 213.537 1639.81 2737 441 493 3955

Raspberry Pi GPU 13.430 2.600 11.921 116.330 28.901 6.093 29.974 258.378 – – – –
+8.744 +46.417

the ROS itself is not a real-time OS and message passing
introduces some overhead.

In the initial implementation of the detection algorithm
all image processing operations have been performed by
OpenCV framework [10]. The performance of this algorithm
implementation on the Raspberry Pi that utilizes 700 MHz
CPU is around 1-2 FPS and when the detector is integrated
in the whole robot-control system it handles only 0.5 frames
per second. Profiling has shown that the most computationally
expensive parts of the algorithm are denoising, HSV color
space conversion and tresholding and edge detection. All these
operations can be easily performed by GPU, so it was decided
to transfer some parts of the algorithm to GPU.

There are several options for GPU computations:

• GPU-specific tools and technologies (e.g. nVidia CUDA)
allow achieving high performance but only on the limited
set of devices;

• OpenGL shaders are cross-platform but it’s hard to per-
form non-image processing on shaders;

• using GPU assembler it’s possible to achieve the maxi-
mum performance on the specific device but the devel-
opment process is very effortful.

The second option has been chosen because it allows paral-
lel development and testing on desktop computer and mobile
robot. Currently only Gaussian blur, saturation extraction and
Canny edge detector are ported to OpenGL. Algorithm testing
has been performed on the following set of hardware:

• OpenCV implementation:
– Intel Core i5 3210M, 2.5 GHz;
– ARM1176JZF-S, 700 MHz (Raspberry Pi CPU);

• OpenGL implementation:
– Intel HD Graphics 4000 (integrated);
– nVidia GeForce 650M (discrete);
– VideoCore IV (Raspberry Pi GPU).

Testing results for filter stages are shown in the Table I
and for geometric stages – in the Table II. All timings are
in milliseconds. In the Table I in column “Total” for GPU
implementations the image transferring overhead is indicated.

The results show that for desktop systems the image trans-
ferring overhead is greater than the speed gain in filters

especially for the integrated GPU, but as expected, on the big
images GPUs are still more efficient than CPU.

On Raspberry Pi the usage of GPU gives 4.5x gain in
overall performance that increase to 6x gain when increasing
the image size. Unfortunately, the algorithm cannot process
big images due to RPi limitations. Thereby the detector with
GPU optimization can process 8-10 frames per second which
is sufficient for simple mobile robots, but further optimizations
may be investigated.

B. Robustness

To estimate detection rate we use two landmarks with 9
and 15 cm side and determine the maximum angle between
landmark and camera planes at which 95% landmark detection
rate can be reached. Results are shown in Fig. 8. Detec-
tor parameters have been tuned for every measurement so
the graph shows the maximum reachable angle for reliable
detection. In practice, static detector parameters adjusted to
the environmental conditions allow to detect 9 cm landmark
in [−60◦; 60◦] horizontal angle range from 1.5 meters and
15 cm landmark in [−75◦; 75◦] horizontal angle range from
2.5 meters.

The maximum distance at which landmark can be detected
is determined by camera resolution. We used 0.3 MP webcam
for testing and 9 cm landmark is indistinguishable in the image
from approximately 2.5 meters and 15 cm landmark – from 4.5
meter. Thereby the landmark size is determined by the used
camera and working environment features. In relatively small
rooms with good lightning a 10-12 cm landmark is sufficient.

TABLE II
TOTAL DETECTION ALGORITHM PERFORMANCE (640X480)

Filter Geometry Total FPS

Intel Core i5 13.546 0.057 13.633 73

GeForce 650M 10.623 0.042 10.686 93

HD Graphics 4000 26.545 0.043 26.616 37

Raspberry Pi CPU 516.773 0.685 517.627 2

Raspberry Pi GPU 115.427 0.705 116.43 9
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Fig. 8. Maximum angle for reliable detection

C. Drawbacks

The proposed landmark detection algorithm suffers from
image noise like any other algorithm based on edge detection.
Various denoising algorithms can be applied (Gaussian blur in
our case), but there is a trade-off between overall performance
and image quality. For example, large blur kernels can affect
edge detection quality, but good denoising algorithms like non-
local means [9] run extremely slow.

Another disadvantage of the algorithm is that it relies on
color features that depend on external lighting. The landmark
looks like light squares on a dark background in daylight
and completely different in dim light. So detection algorithm
parameters should be adjusted depending on the ambient
conditions.

VI. CONCLUSION

The proposed landmark fits good landmark criteria: it is easy
to create, set up, detect and identify. Although identification
often requires approaching the landmark to read QR code,
the fact of landmark(s) presence narrows amount of potential
positions during localization process.

Described design and detection algorithm have various
opportunities for enhancement:

• adaptive filters that can adjust their own parameters
depending on environmental conditions;

• video stream for image stabilization, noise reduction and
label tracking;

• experiments with colored FIPs and APs width can be
performed to increase reliable angle range.

All programs and algorithm implementations are published
as Open Sources Software and can be accessed by the follow-
ing link: http://github.com/OSLL/landmark-detection.
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Abstract—This document presents a method of a logical links
structure recognition between elements on diagrams. The applied
approach intuitively mimics a human way of recognition that
relies on merging already found connectors into more complex
ones. This procedure is modeled by our method where simple
and obvious connectors and gradually extended to more complex
structures. Each iteration may lead to modification of connectors
set obtained so far. The modifications are managed by a rules
set describing logical and graphical constraints that should be
satisfied by the connectors structure. If the extension leads to
violation of constraints defined by the rules then the modification
is not carried out. In this way, the recognized diagram structure
is consistent with the assumed principles. The method was
experimentally validated using the set of diagrams from three
domains. In conclusions, method’s advantages and drawbacks
are discussed.

I. INTRODUCTION

IN the last years there is a big interest in similar content
image retrieval. There is plenty of research in this area.

A deep survey is presented in [1]. The similar content image
retrieval can be very helpful in automatic image annotation,
in story illustration, copy detection, web image search and art
image analysis.

It can be also helpful in searching similar text documents if
they contain images. Usually, images illustrate the content of
document. They contain information included in document in
condensed form and there is less problems with unambiguous
comparison of expressed idea. This explains a strong interest
in its application to similar patents search in order to speed up
the procedure of patenting and to protect intellectual property
rights. For automatic querying it is necessary to convert
the information in the images into a high-level description.
Usually, in the case of technical documents, images repre-
sent engineering drawings, diagrams, algorithms, operations
and processes shown as charts. Images of this kind present
the structure consisting of certain elements and connections
between them. Automatic recognition of the connections struc-
ture is the first step towards further automatic analysis or even
machine understanding of images. The problem is important
and challenging, because the documents have highly-complex
structure, tabular and graphical information is embedded and
they contain conflicting technical jargon. Processing embedded
images can aid to solve the problem.

Typically, to apply such approach it is necessary to find
images in the whole document. Then, images are processed
in order to classify them to various classes: charts, diagrams,

schemes, flowcharts, plots and photos. Next, a method dedi-
cated to a given class of images is applied in order to recognize
particular elements and their interconnections.

It is worth noting that such image interpretation allows to
write the content of an image in the electronic form, which
facilitates its storage and further processing and comparison.

In our research we focus on connectivity of elements in
diagrams and flowcharts. The methods dedicated to this kind
of graphics have to find: a) types of elements shown (various
depicted shapes), b) segments of lines not belonging to found
shapes, and c) connections created by these segments. Because
diagrams usually contain texts embedded in diagram elements,
it is also necessary to detect text areas, recognize it by
applying OCR techniques and finally assign recognized texts
to graphical diagram elements.

The aim of the research described in this paper was to
find a method that is able to retrieve logical links between
elements depicted in the diagram. This logical structure is then
expressed in an XML file. It is a difficult task especially when
we consider that one connection may exist between more than
two elements and the line segments constituting connectors
can intersect.

The paper consists of six sections. The next section de-
scribes related works. Section III formulates problem to solve.
The subsequent section presents the developed method. Sec-
tion V experimentally validates our approach. Finally, some
conclusions and recommendations related to further works are
presented.

II. RELATED WORKS

Early survey of works in this area is described in [2]. The
author writes that diagram recognition faces many challenges,
including the great diversity in diagrammatic notations, and the
presence of noise and ambiguity during the recognition pro-
cess. Despite the flow of time from the year of this publication,
all mentioned above features characterizing diagram interpre-
tation constantly cause problems in chart recognition now.

The paper [3] reviews research from the last decade. The
authors present the whole process of chart recognition: chart
segmentation, chart classification, chart interpretation and dis-
cuss existing solutions.

Relatively many works are devoted to online flowcharts
recognition. In [4], the analysis to label each stroke of the
flowchart and to group the strokes depending on the symbol
they belong to is presented. The same area of research is
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represented in the paper [5]. In this paper the search for a
suitable interpretation of the input is formulated as a combina-
torial optimization task containing the max-sum problem. The
recognition pipeline consists of two main stages. First, groups
of strokes possibly representing symbols of a sketch (symbol
candidates) are segmented and relations between them are de-
tected. Second, a combination of symbol candidates best fitting
the input is chosen by solving the optimization problem. The
work [6] also concerns online charts but is focused on hand-
drawn electric circuit diagram recognition using 2D dynamic
programming. The paper [7] presents another approach to
hand drawn organizational diagrams that is based on Bayesian
conditional random fields (BCRFs) that jointly analyzes all
drawing elements in order to incorporate contextual cues. The
classification of each object affects the classification of its
neighbors. BCRFs allow flexible and correlated features. The
online recognition of diagram is mainly applied in order to
automatically check student tests.

Currently there is a great interest in flowchart recognition
in the context of patent search. The paper [8] describes mea-
sures for assessing the effectiveness of flowchart recognition
methods in the context of patent-related use cases. A survey of
approaches can be found in [9]. A system for semi-automatic
chart ground truth generation is introduced in the paper [10].
Using the system, the user is able to extract multiple levels of
ground truth data.

Some works are devoted to chart recognition in documents.
They apply various classification methods. In [11] spiking
neural networks are used. The paper [12] presents a system
for recognizing a large class of engineering drawings char-
acterized by alternating instances of symbols and connection
lines. The class of considered images includes domains such
as: flowcharts, logic and electrical circuits, and chemical plant
diagrams. The output of the system includes a list identifying
the symbol types and interconnections. It may be used for
design simulation or as a compact portable representation
of the drawing. The method consists of two steps. First,
domain independent rules are used to segment symbols from
connection lines in the drawing image that has been thinned,
vectorized, and preprocessed in routine ways. Then a drawing
understanding subsystem works together with a set of domain-
specific matchers to classify symbols and correct errors auto-
matically. They also proposed an interface to correct residual
errors interactively.

Another important problem in diagram recognition and its
automatic interpretation is recognition of texts appearing on
diagrams. Separation of textual and graphical layers simplifies
the further diagram structure analysis by reducing a number of
involved graphical elements. It also makes it possible to attach
textual information attributes to detected graphical elements
of the diagram. In our approach we used the text separation
method described in [13]. The method consists of three stages.
In the first stage the text region candidates are elicited based on
connected components analysis and some simple geometrical
properties of connected components clusters. At the second
stage, pattern recognition methods are applied to the set

of candidates to discriminate between true text areas and
other "false" candidates. Finally, OCR is applied to candidate
regions and the final text region set is refined based on the
analysis of the contents of the OCR-recognized strings.

III. PROBLEM FORMULATION

In the further part of this article by a diagram we will mean
a drawing that shows a set of entities - diagram elements (DEs)
and connections between them. In the literature, the term
"diagram" is used interchangeably with "chart", but diagram
seems to be more general. We will be considering diagram
images created with appropriate software or precisely drawn
manually using drawing tools (rulers, drafting templates) and
then converted into raster images by scanning. Hand-sketched
diagrams are out of the scope of this article due to big
inaccuracies appearing in this type of drawings. Our aim
is to retrieve the logical structure of the diagram, so that
it corresponds to intents of the diagram author. Informally,
by the logical structure of the diagram we mean here the
links between diagram elements. Diagram elements represent
various items appearing in the real world modeled by the
diagram. Their meaning depends on the domain of application.
In the case of program flowcharts they can represent: state-
ments, code blocks, conditions, data sources etc. In a logical
circuit diagram they represent gates and functional blocks
like: registers, multiplexers, flip-flops, etc. In organizational
charts their elements are usually officials or departments.
Although the method described here can be applied to any kind
of diagrams, we mainly focus on organizational charts and
program flowcharts. The element of the diagram is depicted
by a simple 2D geometric shape like: rectangle, circle ellipse,
rhombus, diamond. There are some attributes assigned to
diagram elements. The basic attributes of an element are the
kind of 2D shape and the textual description (the text usually
inscribed into the element shape). Additional attributes that
can be easily retrieved from the diagram image are: the shape
interior color, shape line color and the shape border line width.
They can be meaningful in certain types of diagrams, in other
types of diagrams they may be ignored. The methods used to
recognize shapes appearing in diagrams and to evaluate their
attributes will be shortly described in the section IV-I.

The link in the diagram represents a logical relation or an
association between DEs. Links are graphically represented by
polylines or sets of intersecting or connected polylines, which
endpoints are in the close vicinity of DEs being connected.
Depending on an application domain, various types of links
can be distinguished. The simplest links are one-to-one links
which represent the association between a pair of DEs. The
many-to-many link is the more complex case that associates
the larger set of DEs. The links can be undirected or directed.
In directed links some polyline endpoints are arrows. The
directed link usually indicates the information flow or organi-
zational subordination. If directed links are used the many-to-
many association may turn into one-to-many association where
only the single endpoint of the link is not arrowed, while all
remaining endpoints are arrows. The graphical representation
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of the link will be further called connector. The connector
is therefore the set of polylines that intersect each other or
constitute T-style junctions. Finding connectors that are known
to represent one-to-one links is a simple technical problem.
Also in the case where it is known that the connection of
polylines belonging to a common connector is indicated by
dots (or other graphical marks) placed at connection points,
the problem only lies in reliable connection marks recognition.
It is however much more complicated if we cannot assume
that connections of polylines belonging to a connector are
graphically marked by connection marks. In such case the
recognition of diagram structure must be based on the trial
to "guess" the diagram author intention. In the further part of
the paper, we will describe the method that deals with this
kind of diagrams.

We are considering here the method which starts with vec-
torized diagram image on its input. The vector representation
of the original (raster) image is obtained by applying the
sequence of image processing operations followed by the vec-
torization procedure that converts a binary image into the set
of line segments (vectors). Let us also assume that DEs have
been already successfully found. In our approach we used the
shapes recognition method based on vector sequence matching
to basic shapes defined either by rules or algebraically, as de-
scribed shortly in section IV-I. The vectors constituting found
DEs were identified and extracted from further considerations.
Let E = {e1, e2, ..., eN} denote the set of found DEs and let L
denote the set of line segments (called later edges) not assigned
to any detected DE. The edge is a pair of 2D points being its
ends on the plane lj = (p0j , p1j), pi = (xi, yi). Line segments
in L possibly belong to connectors. Formally, a connector is
a subset of connected edges from L. Our aim at this stage
is to gather as many as possible edges into disjoint subsets
Ci ⊆ L corresponding to connectors, while leaving as little as
possible lines unassigned, i.e. belonging to the unassigned set
U . The result is the family of subsets {C1, C2, ..., CM}. The
construction of connector sets can be considered as a rule-
based process, where rules define some constraints that must
be satisfied in order to put a certain subset of edges into a
connector, as well as principles that force inclusion of some
edges in a single connector. Rules determining principles of
reasonable construction of connectors were derived from the
analysis of diagram structures appearing on typical diagram
images. The analysis has been carried out using the set of
diagram images from various domains, that we used for
testing of our diagram analysis methods. The rules defining
the construction of a connector Ci of L are as follows:

• the elements of Ci are coherent (i.e. for each pair of edges
in Ci there is a sequence of other edges in Ci, possibly
empty, that connects them);

• if there is an edge in Ci that has a vertex not shared
with other lines in Ci (i.e. it is the endpoint of a polyline
which elements are within Ci) then it must be close to
one of detected DEs from the set E, such a vertex is a
terminal vertex;

• there are no two vertices of edges in Ci that are terminal
vertices and are close to the same DE (the connector
consisting just of a single edge cannot link the DE with
itself);

• there are no cycles in the graph defined by the set Ci, i.e.
there are no polylines in Ci that intersect with themselves;

• if there is an edge la in Ci that has a common vertex
with another edge lb in L and lb is not assigned to any
other connector Cj then lb must also belong to Ci (no
connectors ending in the middle of polylines);

• if p is an internal vertex shared by two edges belonging
to Ci then it cannot be closer than ǫ to an internal vertex
shared by two edges belonging to another connector Cj

(connectors cannot touch each other, except of the case
that the terminal edge endpoint touches a terminal edge
endpoint of another connector);

• each edge is uniquely assigned to one of subsets Ci or
to U (edges are not shared by connectors);

• the longest path connecting two terminal vertices in
Ci cannot be longer than assumed threshold i.e. 8 (no
connectors of very complicated shape);

• the angle between two adjacent edges in Ci which do not
share the common vertex with any other edge within the
same connector is not smaller than the right angle (no
acute angles in the polyline segments of connectors);

• width of each edge within Ci does not differ by more
than 30% from the weighted average line width in the
connector;

• two elements ei, ej ∈ E cannot be connected along more
than one path within the single connector (they can be
however connected by many paths, provided that they
belong to different connectors).

Because it seems reasonable to merge connectors into more
complex ones, as far as it does not lead to violation of rules
presented above, then the ultimate aim is to partition the set
L into the family of subsets {U,Ci : i = 1, ...,M)} so as
to minimize the number of subsets Ci with the additional
constraint that the set U does not contain any subset of edges
that constitutes a valid connector.

For practical purposes related to automatic analysis of the
diagrams it is essential not just to find connectors (being the
sets of edges) but rather to determine the sets of connected DEs
which are connected by individual connectors. Therefore, the
final result of the structure recognition procedure is the family
of sets of DEs, where each set defines elements connected
by the single connector. Additionally, because each connector
endpoint can be marked with an arrow, this information should
be also retrieved and included in the data structure being the
output of the recognition procedure. Each endpoint of the
connector is described by a pair (e, t) where e ∈ E and
t ∈ {true, false} indicates whether or not the endpoint of
the connector linked to e is an arrow. The elements connected
by the single connector C can be specified by the multiset
VC = {(ei, ti) : ei ∈ E, ti ∈ {true, false}}. The expression
t = true denotes the arrow appearance and t = false
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Fig. 1. Exemplary diagram consisting of two connectors sharing a common
element e2.

denotes arrow-less connector endpoint. Multisets are applied
here instead of simple sets because the diagram element can be
connected with itself. In such case there exist two connector
endpoints associated with the same element. It leads to the
appearance of the pair containing this element twice in VC .
Finally, the product of the diagram structure recognition is the
set of connectors and the family of corresponding multisets of
connected diagram elements:

(Ĉ, Û) = ({Ci : i = 1, ...,M}, {VCi : i = 1, ...,M}), (1)

where M is the number of detected connectors. A DE may
belong to more than one multiset VCi if it is connected with
other DEs by various connectors. The case where the central
element is shared by two connectors is shown in Fig.1. The
elements of the diagram are connected by two connectors: C1

and C2. In this case, the structure recognition procedure builds
the following diagram description:

(Ĉ, Û) = ({C1, C2},
{{(e1, false), (e2, false), (e4, false), (e6, false)}, (2)
{(e2, false), (e3, false), (e5, false)}}).

IV. DESCRIPTION OF THE METHOD

Unfortunately, the formulation of the diagram structure
recognition problem does not lead to an efficient solution,
other that "brute force" approach based on exhaustive search of
all subsets of L, which is obviously infeasible in most practical
cases. Therefore, we propose simplified suboptimal solution
that leads to construction of a connector set {C1, C2, ..., CM},
which however does not guarantee that the minimal number of
connectors are found. On the other hand however, it applies
some intuitive principles that humans typically apply when
trying to read a structure on a diagram presented on an
image. Experiments described in section V show that diagram
structure recognized with the proposed algorithm is close to
the human interpretation of test diagram images.

The approach taken consists in the observation that when
a human tries to find connectors in a diagram by sight, it

intuitively starts with long edges and tries to interpret them
as "simple connectors" connecting pairs of DEs. Then a
human tries to find "branches" that connect other DEs to
previously found simple connectors. Next, one tries to find
inter-connectors, i.e. polylines that connect previously found
connectors. Finally, we (humans) try to merge already found
connectors into more complex ones by finding intersecting
lines belonging to various connectors that are candidates for
merging. It is a process that starts with simple and obvious
connectors and gradually extend them to more complex struc-
tures. This process can be modeled as a procedure imple-
mented in a computer. Each stage outlined above is in fact
an iterative operation that processes successive items (edges,
polylines, simpler connectors - depending on the stage), where
each iteration may lead to modification of the connector set
obtained so far. The modification is however conditioned on
the rules set presented in the previous section. If it leads
to violation of constraints defined by the rules then the
modification is not carried out. In this way, at each stage of
the procedure we have the diagram structure that is consistent
with the assumed principles.

Now the procedure will be described in more details. The
input to the procedure is the set of diagram elements E and the
set of line segments (vectors) obtained from the raster image
vectorization procedure (vectorizer). The applied vectorization
procedure is based on the algorithm described in [14]. We will
not deal here with the details of methods of shape recognition
used to obtain the set E. They are briefly described in the
subsection IV-I. In the proposed algorithm, the set of constants
usually applied as thresholds are utilized. Values of these
thresholds were estimated experimentally by analyzing a set of
typical diagram images from the validation set. The selected
validation set is disjoint from the testing set used in order to
evaluate the method performance.

The connectors finding method consists of the following
steps:

A. Edge detection

The aim of this step is to create the set of edges L from
the set of line segments fetched by the vectorizer. We use
the term "edge" to emphasize the difference in relation to
the notion of simple line segment which is the direct product
of vectorization. The line segments created by the vectorizer
should not be used directly in further steps of the procedure.
Our experiments showed that there are some troublesome
artifacts, especially at intersections of relatively thick lines
or at vertices of polylines. They are short line segments of
the length of single pixels that connect longer line segments.
Such geometrical structures need a kind of smoothing in
order to obtain longer and straight line segments, most likely
being "true" lines in the original diagram. Here we call such
smoothed and merged line segments "edges". An example of
an erroneous line segment structure created by the vectorizer
is presented in Fig.2. The unwanted artifacts are indicated by
blue circles.
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Fig. 2. Examples of inaccuracy artifacts introduced at the stage of image
vectorization

The procedure takes the line segment that is not yet assigned
to any element in E nor to any edge in L and tries to
extend it to a longer edge by building a polyline being a
sequence of interconnected line segments. In each iteration the
algorithm tries to attach the next line segment that is adjacent
to one of end points of the already created polyline. This
segment is selected that is most collinear with the straight
line approximating already created polyline. The attachment
criterion is used to select candidates for extension. It takes
into account the angle between the candidate segment and
already approximated line and the length of the candidate.
Short segments (being probably artifacts of the vectorization
procedure) can be connected even if the angle is relatively
big. The logical predicate used as the extension criterion is as
follows:

∠(e, c) < αmax ∨ len(lt) ≤ lmin ∨ len(c) ≤ 1.5 ∗ w, (3)

where e is the edge (single line segment) approximating the
polyline created so far, c is the line segment - the candidate for
extension, lt is the terminal line segment in the polyline that
is adjacent to c and len(•) is the length of the line segment.
w is the average width of the line segments already attached
to the polyline. αmax was experimentally set to 10◦.

According to the criterion (3), the angle between connected
segments must be small enough or at least one of adjacent
segments (the candidate one or the terminal segment) is short
enough. This alternative makes it possible to use residual
vectors of the length of 1-2 pixels that are artifacts of the vec-
torization procedure. Such residual vectors often are oriented
at big angles with the relation to its (longer) neighbors. The
procedure iteratively tries to extend the polyline until no new
segments can be attached. After each extension the new linear
approximation of the polyline (denoted by e in the formula 3)
is evaluated by least square fitting of points on the polyline to
the approximating line.

B. Preparation to processing

The aim of this stage is to identify DEs that are close enough
to endpoints of edges created in the previous stage. In this way
it is possible to identify edges that are candidates for terminal
edges of connectors. The terminal edge of the connector is

the edge directly attached to the element connected by a
connector. Then for all edge vertices the closest DE is found
that is within assumed maximal allowed distance from the
vertex. The tolerance is estimated depending of the shape
and edge line widths. By analyzing the set of exemplary
diagrams we assumed that the tolerance should be evaluated
as min(3 ∗max(we, ws), 0.25 ∗ sBB) where we is the width
of the edge line, ws is the width of the line of the DE shape
and sBB is the smaller of x and y sizes of the bounding box
enclosing the element. The angle between the closest element
edge and the connector edge is also taken into account to avoid
considering as very close an edge that is almost parallel to an
edge of DE. As the result of this stage, each edge endpoint is
annotated either with the index of the close diagram element or
with "dummy" index, denoting that there is no close element to
the edge endpoint. Additionally, the "edge structure" is created,
that makes it possible to quickly find all edges in L adjacent
to a given vertex.

C. Finding simple connectors

At this stage simple connectors are being found, where
two DEs are directly connected by a single edge. It lies in
finding edges with two endpoints marked with various diagram
elements. Cases where the edge connects the shape with itself
and is completely within this shape bounding box are excluded
by applying one of constraints defined in Section III.

D. Finding polyline connectors

This stage consists in finding edge sequences (a polyline
consisting of edges) that connect two shapes. The procedure
used here starts with a polyline consisting of a single edge
that is not yet assigned to any connector. It iteratively tries
to extend the polyline by attaching its left/right endpoint
neighbors until no further extension is possible or the attached
edge is connected to an element. Backtracking is applied in
cases where there are many neighboring edges adjacent to the
terminal edge in the polyline and extending edge selection in
certain iteration leads to the polyline that neither can be further
extended nor it terminates with the edge adjacent to any DE.

The procedure is being repeated, each time starting with an
edge that is not yet assigned to any connector. If it leads to the
polyline connecting two diagram elements then it is assumed
to be the polyline connector. The new connector is then created
and all edges are labeled as assigned to this connector.

E. Finding inter-connectors

In the previous stages only such connectors (or fragments
of connectors) were recognized which link pairs of DEs.
In the next phase, new polyline connectors are tried that
connect already found connectors with other connectors or
diagram elements. The interconnector appears for instance in
the diagram in Fig.1. At the first stage, the simple connector
between elements e1 and e2 is found. The polyline connector
linking elements e4 and e6 is detected in the second stage.
In the current stage the interconnector that links this two
simpler connectors will be recognized. The case of "branch"
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Fig. 3. Pine-like connector structures

Fig. 4. Comb-like connector structures

that extends simpler connectors appears in Fig.1 in the case of
the single connector that links elements e2 and e3. The branch
consisting of the vertical edge in the right part of the diagram
links the simple connector with the element e5.

The procedure iterates until a single iteration does not result
in any extension of the obtained connector sets. The single
iteration in turn, consists of subiterations that iterate over all
unassigned line segments, where each unassigned segment is
tried to be extended into a polyline connecting two earlier
detected connectors or a connector and a diagram element.
Typically, this stage creates T-connections. T-connection is the
connection of edges, where one edge perpendicular to another
one touches them in the middle. The connection between the
edge linking e2 with e3 and the vertical edge adjacent to e5
is a typical T-connection.

The next two stages are aimed on merging connectors found
earlier into more complex ones. Pairs of connectors that are
candidates to merging must have intersecting edges. Merging
all connectors having intersecting edges in many cases would
lead to a structure not intended by the diagram author. Actu-
ally, the problem of simpler connector merging seems to be the
hardest one in the process of diagram structure recognition. We
distinguished two specific graphical configurations of edges
that are typically used when composing diagrams and we
perform connector merging only if the merged connector
conforms to the one of these specific configurations. We called
these configurations pine-like and comb-like structures. The
structures are shown in Fig.3 and Fig.4

F. Constructing pine-like connectors

In this step, the specific type of connector is detected
which consists of a simple single edge that intersects other
connectors. It is assumed that in such case the diagram creator
intention was to depict the situation where elements connected
by such a connector are connected each to another.

In order to find pine-like connectors, the simple connectors
(being just single edges) are tested against intersection with
edges of other connectors, let us call it trunk. All other simple
connectors that intersect the trunk are merged to the group
containing the trunk.

G. Constructing comb-like connectors

The comb-like structure is presented in Fig.4. It consists
of the vertical trunk connector intersected by one or more
"combs". Comb is a connector with the principal horizontal
edge to which a series of simple vertical edges (branches)
are T-connected. Additionally, it is required that comb teeth
are approximately of to the same length in the interval
< 0.1 ∗ lpr, 0.7 ∗ lpr > where lpr is the length of the principal
comb edge. The comb-like structure must also have trunk - the
vertical line being a connector that have a single DE at its top
and the trunk length must be at least 2 ∗ ltmin , where ltmin is
the shortest tooth length of the comb. The procedure of comb-
like connector construction consists in finding connectors that
satisfy aforementioned conditions. The set of connectors that
satisfies it is replaced in the set {C1, C@, ..., CM} by the
product of the merge operation.

H. Merging connectors by dot-markers

Finally, all these pairs of connectors are merged that contain
lines that cross one with another, where there is a dot-marker
at the intersection of lines belonging to various connectors. In
order to consider two line segments as marked for merging,
the following conditions must be satisfied:

• intersecting lines are approximately of the same width
(0.5 ≤ w1/w2 ≤ 2.0), where w1, w2 are widths of lines;

• lines are approximately of the same color, the color
tolerance is defined for the components of 24-bit RGB
color space;

Rmax −Rmin < 30,

Gmax −Gmin < 30, (4)
Bmax −Bmin < 30,

• the angle between intersecting lines is approximately the
right angle (with the tolerance range from 80◦ to 100◦);

• the four diagonal pixels at the distance
√
(2) ∗

max(w1, w2) from the lines intersection point are closer
in colors to the average lines color than to the background
color.

The last condition is responsible for detecting the dot
intersection marker at the lines intersection point.
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I. Diagram elements recognition

Because this paper is mainly focused on the recognition of
connections between diagram elements, we will only briefly
describe methods used in order to recognize diagram elements.
We assume that diagram elements are: a) polygons, b) circles,
ellipses or arches of ellipses and c) shapes being combination
of a) and b), e.g. the symbol of a drum often used in flowcharts
to denote mass storage. Methods used to recognize polygonal
shapes are based on rules that define the mutual geometrical
relations between line segments constituting polygon edges.
For example, the parallelogram not being just a rectangle is
defined as the sequence of 4 edges (l0, l1, l2, l3) defined by
their endpoints (p(B)

i , e
(E)
i ), i = 0, ..., 3) that satisfy the set of

constraints:
• | p(E)

i − p
(B)
i⊕1 |≤ ǫ for i = 0, ..., 3;

• either p
(E)
i = p

(B)
i⊕1 or p

(E)
i is connected with p

(B)
i⊕1 by

a chain of short line segments that are entirely included
inside the bounding box defined by p

(E)
i and p

(B)
i⊕1;

• l0 ‖ l2 and l1 ‖ l3;
• ∠(l0, l1) ≤ 90◦ − αtoll or ∠(l0, l1) ≥ 90◦ + αtoll,

where i⊕ 1 = (i+1) mod 4 and αtoll denotes the tolerance
for right angles. The last constraint makes it possible to
distinguish between rectangles and other parallelograms.

The procedure of shape recognition starts with a line seg-
ment from the vector set created by the vectorization procedure
and successively tries to extend it to a sequence of segments,
so that the constraints defined for allowed shapes are satisfied.
It may happen that certain sequence of line segments satisfies
constraints for more that single shape. For example, due to
drawing inaccuracies, a quadrilateral found in the diagram
may satisfy both constraints for the rectangle, the trapezoid as
well as for the rounded vertices rectangle. In such a case, the
measure of inaccuracy for all candidate shapes is computed
and this shape is finally selected for which the inaccuracy
measure is lowest. The procedure is repeated, each time
starting with a next line segments that is not already assigned
to any shape, until all unassigned line segments are tried.

In the case of ellipses and arches the procedure starts with
a candidate edge and tries to extend it to a polyline that best
approximates the ellipse fragment. Only axis-aligned ellipses
are considered. Let S = (l1, l2, ..., ln) be a sequence of line
segments that approximate an ellipse arch. At each stage the
procedure tries to extend it with one of line segments that
is adjacent to l1 or ln. Such extending segment is selected
for which the ellipse approximation error is the lowest. The
approximation error is the average distance of pixels consti-
tuting the polyline S to the best fitting ellipse. The pixel set
used for approximation is created by applying Bresenham line
drawing algorithm to all lines in the set S. The axis-aligned
ellipse is defined by four parameters: coordinates of the ellipse
center (xc, yc), the length of x-axis dx and the shape factor
a - the ratio of x and y axes lengths a = dx/dy. The best
fitting ellipse is found using the method described in [15]. The
parameters of the optimal ellipse as assumed to be within the
reasonable ranges determined in relation to the image size, e.g.

the ellipse (xc, yc) center must be within the range defined by
the image resolution and both ellipse axes must be not longer
than the corresponding image size along x or y axes. If the
parameters computed by the optimization procedure are out
of these ranges then the approximation is assumed to fail and
another extending line is tried. The extension is continued until
the closed ellipse is obtained or no more lines can be attached.
The final ellipse arch is accepted if it constitutes at least
50% of the complete ellipse. This acceptance threshold may
seem to be high, but shapes that we consider here as diagram
elements never consist of shorter ellipse fragments. On the
other hand, setting too low value of the threshold may lead to
false recognition of other shape elements as ellipse fragments.

V. EXPERIMENTS

A. Evaluation of diagram structure recognition accuracy

The accuracy of diagram structure recognition can be as-
sessed by the complexity of operations necessary to convert
the recognized structure into the correct one (ground truth).
This complexity can be measured by the summed cost of
elementary operations that can be used in order to turn the
recognized structure into the correct one. We focus here on the
evaluation of the multiset Û as defined in (1). Let us assume
that the recognized structure described by Û is to be converted
into the correct structure Û∗ by applying the sequence of
elementary operations. In the result, the sequence of structures
is created: (Û = Û1, Û2, ..., ÛK = Û∗) where Ûk is converted
into Ûk+1 by applying one of the following elementary op-
erations from the set O = {oC , oS , oM , oC , oE , oR, oA, oD}
defined as follows:

• oC - creating a new connector that links two DEs;
• oS - splitting the multiset Ui ∈ Ûk into two multisets

U1
i , U

2
i ∈ Ûk+1 - it corresponds to dividing the com-

pound connector into two simpler ones;
• oM - merging two multiset Ui, Uj ∈ Ûk into the single

multiset Ul ∈ Ûk+1 - it corresponds to merging two
connectors;

• oE - adding a branch to a diagram element to a connector,
i.e. replacing Ui,∈ Ûk by the new multiset U ′

i = (Ui ∪
(e, t)) ∈ Ûk+1;

• oR - removing a branch to a diagram element from a
connector, i.e. replacing Ui,∈ Ûk by the new multiset
U ′
i = (Ui \ (e, t)) ∈ Ûk+1;

• oA - changing the arrow status of the connector endpoint
for a certain element descriptor (e, t) in a certain multiset
Ui,∈ Ûk.

• oD - discarding of the whole result of recognition, i.e.
replacing of Û1 by the empty set.

The last operation is only allowed as the first one in the
conversion sequence and can be applied if the recognition
result is extremely different from the ground truth diagram
structure. Each operation has its cost. The accuracy of the
recognized diagram structure can be assessed by the total cost
of the least costly operation sequence that converts Û into Û∗.
This concept is similar to the edit distance widely used e.g. in
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automatic speech recognition accuracy evaluation or spelling
errors correction ([16]). The value computed in this way is
however the absolute measure of labor amount necessary to
make a correction to the recognized structure. Certain value of
the edit distance may indicate quite good accuracy in the case
of very complex diagram, while it may correspond to a poor
accuracy in the case where the diagram consists just of few
elements and connector edges. Therefore the relative measure
related to the actual diagram complexity seems to be more
appropriate. The diagram complexity can be measured by the
cost of operations necessary to build the set Û∗ from very
beginning, i.e. from the empty family of multisets, using only
elementary operations. Let po denote the cost of the operation
o, and n

(Û1)
o and n

(∅)
o denote the counts of the operation o that

must be applied to obtain the correct diagram description Û∗

from the actual recognition result Û1 and from the empty set
correspondingly. The total costs of corrections and building
from the very beginning are:

Pcorr =
∑

o∈O

po ∗ n(Û1)
o ,

Pbuild = pD +
∑

o∈O

po ∗ n(∅)
o . (5)

and the final recognition accuracy can be computed as:

Q =
Pbuild − Pcorr

Pbuild
∈< 0, 1 > . (6)

The value of Q is normalized into < 0, 1 > interval. If the
diagram is perfectly recognized then Pcorr = 0 and Q = 1.
On the other hand, if the recognition procedure totally misses
then the cost of correction is not higher that discarding all
recognition results (operation oD) and building the structure
from the very beginning. In this case Pcorr = Pbuild and in
result Q = 0.

B. Hardware environment and efficiency issues

The described algorithm was implemented in C++ language.
Tests were carried out using the PC equipped with Intel i7
3610QM CPU and 16GB of RAM. The execution time of the
algorithm varies depending on the image contents. For simple
diagrams consisting of just a few DEs connected by simple
connectors the algorithm is executed in less than a single
second. The longest execution time (17.6 sec.) was observed
in the case of the complex diagram consisting of 58 DEs.
The average processing time (including image vectorization)
of a single diagram was 2.4 sec. Currently the algorithm
implementation is fully sequential.

C. Results

The accuracy of diagram structure recognition was tested
using three types of diagrams that differ in the complexity of
intersecting connectors: a) flowcharts, b) organizational charts
and c) digital circuit block diagrams. The test set consisted of
11 digital circuit diagrams, 15 flowcharts and 17 organizational
charts. Flowcharts seem to have simplest connector structures,

while in the case of digital circuits the intersecting connectors
appear very often. Hence, the later type of diagrams is the
most difficult to recognize. Because in this article we are
dealing merely with the problem of connectors recognition,
we selected for the tests only such diagrams, where there
were no mistakes in diagram elements recognition. For each
recognized diagram structure the counts of operations from
the set O that are necessary to correct the structure were
determined as well as the number of operations necessary
to build the diagram from the very beginning. We assumed
that in the process of construction of the diagram only the
operations of new connector creation (oC ) and extension of
the existing connector with an additional branch (oE) were
used. Finally the recognition quality Q was computed for
each diagram. We assumed that the unit cost po of each
operation o is equal to 1.0. The results are presented in Table
I. Columns in the left part of the table include numbers of
individual correcting operations from the set O, summed by
types of diagrams. The meaning of operation symbols used in
Table I were explained in the previous section. The column
containing costs of correction/creation contain average costs
for individual types of diagrams. The bottom row presents the
results analogous to described for individual types of diagrams,
but now they are prepared for the whole set containing all types
of diagrams.

The small number of diagrams used in the tests do not give
rights to create very general conclusions, although the average
result for all diagrams equal to 92% is very promising. From
the perspective of diagram classes, the worst average result
(88% - which seems to be pretty good) was obtained for the
class of digital block diagrams. This set contains the most
difficult intersecting connections. Our subjective evaluation
of the obtained results is very optimistic. Most errors were
caused by low image quality and inaccuracies in drawing.
It can be observed that there were no errors consisting in
detecting neither "false" (i.e. actually not existing) connectors
nor branches. The most typical error consisted in omitting
connector branches to some DEs. Detailed analysis of missing
branches revealed that in most cases errors of this kind were
caused by too wide gaps between a diagram element and a
terminal endpoint of the connector branch.

Table II presents the results of diagram structure recognition
of the exemplary organizational diagram. Fig. II.1 shows the
original image. All detected connectors are drawn in Fig. II.2.
The connectors are drawn with thick blue lines. Remaining
figures show selected individual connectors detected in this
diagram. Some simple connectors were omitted and only
more complex ones are presented. It is clear that intersecting
connectors were properly separated and complex connectors
with "branches" were constructed as intended by the diagram
author. In the case of this diagram all connectors were recog-
nized correctly.

VI. CONCLUSION

The subjective and objective evaluation of the method gives
us good perspective for further development of the method,
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TABLE I
STRUCTURE RECOGNITION ACCURACY EVALUATION ON THREE TYPES OF DIAGRAMS

Diagram type Correction (number of correcting operations) Construction (number
of constructing

opeartions)

Q

oC oS oM oE oR Correction cost oC oE Construction cost
Digital circuits 3 0 8 0 19 30 191 22 224 0.88
Flowcharts 2 0 1 0 10 13 178 12 205 0.94
Organizational diagrams 2 0 1 0 12 15 308 14 339 0.96
Total: 7 0 10 0 41 58 677 48 768 0.92

although we realize that the set of diagrams used in order
to asses the quality of structure recognition is quite small
and conclusions drawn from described experiments may be
disturbed by the random factor. In future, significantly bigger
set of diagrams will be manually annotated and used for
reliable accuracy estimation.

The main weakness of the proposed method seems that it
utilizes the set of constants-thresholds, in most cases defining
tolerances of various graphical attributes (lengths, angles,
widths, distances etc.). It makes possible to correctly recognize
some structures that are drawn inaccurately but, on the other
hand, it may also lead to recognition errors. In our experiments
we tuned these constants intuitively, so as to obtain best
recognition results on the validation image set (which is
disjoint from the test set). We cannot however assure that
these parameter values are selected optimally. In future works,
other method of parameter tuning should be applied that will
make it possible to find suboptimal parameter values without
the engagement of a human. Image processing methods used
at the stage of diagram image binarization and vectorization
should also be improved, so that low quality images as well
as images with background patters or containing "decorated"
shapes can be more reliably analyzed.

Some problems encountered in determining connections
between diagram elements are caused merely by low quality of
scanned images, while others follow from complicated shapes
of connectors that intersect each other. In future, an experiment
will be carried out which will compare the average accuracy
achieved in a set of scanned images with the accuracy achieved
in a set of images directly converted to the raster format, e.g.
by saving the image created in a graphic diagram editor.
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TABLE II
EXAMPLE OF RECOGNIZED DIAGRAM STRUCTURE

Fig.II.1. Original diagram Fig.II.2. All detected connectors Fig.II.3. Example of simple connector

Fig.II.4. Example of compound connector Fig.II.5. Example of compound connector Fig.II.6. Example of compound connector

Fig.II.7. Example of compound connector Fig.II.8. Example of compound connector Fig.II.9. Example of compound connector
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Liveness detection in remote biometrics based on
gaze direction estimation

Krzysztof Adamiak, Dominik Żurek, Krzysztof Ślot
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Abstract—The following paper presents a simple and fast live-
ness detection method based on gaze direction estimation under
a challenge-response user authentication scenario. To estimate a
line of sight, a procedure composed of several steps, including
face and eye detection, derivation of gaze direction representation
and subsequent classification, has been proposed. The proposed,
novel gaze orientation descriptor is easy to compute and it
provides sufficiently accurate estimates for the considered task.
To assess a probability of genuine biometric trait presentation,
recorded gaze direction responses induced by presentation of
a randomly generated on-screen object, are matched against
expected patterns.

I. INTRODUCTION

ONE OF the main threats that exist for unattended bio-
metric authentication systems are so called ’presentation

attacks’, where a system is presented with a biometric artefact.
The problem becomes especially severe when easy-to-spoof
biometric traits are considered, such as e.g. fingerprints, face
or iris images. To enable unattended (including remote, by
means of popular mobile devices) user verification, biomet-
ric systems must cope with the stated problem. For this
purpose, a methodology aimed at verification of biometric
trait authenticity, referred to as liveness detection, has been
developed.

Existing liveness detection approaches can be broadly cat-
egorized into two main groups: methods that exploit phys-
iological properties of tissues and organs subject to analysis
and various challenge-response schemes. Liveness detection is
therefore trait-specific and many diverse ways for its assess-
ment have been proposed so far. For example, several different
tests are available for iris image authenticity verification,
such as application of varying intensity illumination levels
to check for iris physiological responses (this approach com-
bines challenge-response scheme and physiology), analyzing
presence of saccades or analyzing spectra of reflected light.
Approaches considered for liveness testing in case of face-
based recognition include blink detection [1], detection of
eye-movements [2] detection of presence of facial expressions
[3] or lip motion detection [4]. A natural means against
presentation of photos provides 3D face recognition (how-
ever, it clearly becomes vulnerable if 3D masks are used).
Fingerprint validity can be assessed by analyzing perspiration

This work was supported by the Polish National Science Center under the
research grant 2012/05/B/ST6/03647

processes. For some biometric traits, such as vein pattern
structure, liveness detection is an intrinsic component of the
adopted recognition methodology, as vein imaging (blood-flow
imaging) is possible only for living tissues.

Widespread availability of mobile devices equipped with
cameras and microphones brought up an interest in exploiting
face images and voice in remote biometric authentication,
despite their well-known limitations. One of the main prob-
lems that needs to be addressed in this scenario is clearly
liveness detection. One of the most natural liveness detection
schemes used in case of speaker recognition is a challenge-
response procedure, where a speaker is prompted to utter some
randomly generated text, and only after positive verification
of the response, a biometric system proceeds with user-
verification procedure. An application of a similar challenge-
response scheme in video based face analysis have been
proposed in [5], where a challenge requires a user to make
voluntary blinks and mouth movements (opening and closing).
Another interesting example of challenge-response scheme
that utilizes gaze tracking and that is intended as a secure
method for logging to computer systems has been proposed
in [6]. A set of icons, which includes a randomly scattered
subset of previously memorized ones, is displayed to a user,
who is supposed to trace (with her/his eyes) a path, that defines
a convex hull built upon known icons.

The presented paper proposes a simple liveness detection
method that is based on verification of line-of-sight trajec-
tory compliance (a response) with some expected pattern (a
challenge). The pattern is defined by subsequent locations of a
marker that gets displayed at random locations of a screen. The
main element of the proposed method is a novel gaze direction
estimation algorithm, which is computationally inexpensive,
enabling its real-time application even on machines with
limited computing power, such as mobile devices. Simplicity
of the proposed gaze detection method results from its specific
context: horizontal line-of-sight displacement evaluation is
sufficient for execution of liveness detection procedure.

The proposed gaze detection method conforms to a
general framework of the domain and includes two phases:
derivation of eye-image representation that correlates well
with gaze direction, followed by gaze direction evaluation.
As widely available devices are considered for the method
implementation, gaze tracking is performed using regular
visible light cameras (the best performing gaze tracking
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Fig. 1. Block diagram of gaze estimation procedure

methods exploit near infrared range and typically use infrared
light sources [7]).

Several different eye image representations have been pro-
posed for the purpose of gaze tracking applications. They
belong to two broad categories: representations based on
mutual locations of salient geometric eye features, such as
inner and outer eye corners, iris/pupil centers, and appearance
based representations (a broad review of relevant methods can
be found e.g. in [8]). Gaze direction assessment exploiting
features from the former group is basically a regression prob-
lem that can be solved using e.g. Support Vector Regression
(SVR) [9] or neural networks [10]. For appearance-based de-
scriptors, gaze direction assessment is made e.g. by computing
between-region correlation coefficients [11] or using mean-
shift algorithm [12]. The proposed algorithm for line-of-sight
direction estimation is based both on salient feature detection
and appearance-based eye modeling, and it is followed by
regression based analysis, so it combines both of the presented
general methodologies.

A structure of the presented paper is the following. The
proposed gaze detection algorithm has been introduced in
Section 2. Section 3 presents a background used for challenge-
response liveness detection. Finally, experimental evaluation of
the proposed method has been presented in Section 4.

II. GAZE ESTIMATION ALGORITHM

Block diagram of the proposed algorithm has been depicted
in Fig. 1. A general idea of the proposed line-of-sight direction
estimation is to confront information extracted from two eye
images, where one of them is mirrored, so that deviations from
a central fixation point (determined during a calibration phase
of the procedure) get amplified.

The procedure begins with face detection, followed by eye-
region detection, both performed using a well-known Viola-
Jones algorithm [13]. The detected regions (containing the
left and the right eye) are further refined by vertical and
horizontal cropping, performed to increase processing speed
and to facilitate subsequent analyses by eliminating complex
yet unrelated structures, such as eyebrows. The resulting

Fig. 2. Determination of vertical bounds for a rectangular image analysis
window: an initial eye region produced by Viola-Jones algorithm (a), sample
plot of horizontal intensity variance with the selected row interval (b) and the
resulting analysis window (c)

regions of interest (ROI) become a domain for gaze direction
assessment, which uses a quantitative descriptor that estimates
eye disks horizontal offset from their ’neutral’ position (for-
ward gaze). The descriptor is derived from Fourier spectra
of marginal distributions of vertical projections of eye image
intensities and gaze direction is represented by a value of a
phase shift between fundamental frequencies that approximate
the considered functions. The presented approach is detailed
in the following subsections.

A. ROI Derivation

An objective of vertical cropping of initial eye regions is
elimination of irrelevant upper and lower image structures,
such as e.g. eyebrows. To adjust initial eye regions vertically,
we propose to analyze horizontal image variability. As eye
images always contains regions of extreme intensities (white
cornea versus black pupil), variability of image intensities
along these rows is expected to dominate over the remaining
regions. A criterion for selection of vertical bounds of a
rectangular window that will be used for gaze analysis is based
on analysis of horizontal variance projection function. We
propose to extract from an initial eye region only the widest
strip, composed of rows with gray-level variability above the
average level, computed for the whole region (see Fig. 2).

An objective of horizontal cropping is to produce a normal-
ized image analysis domain, where two landmarks: inner and
outer eye-corners determine a system of reference. A use of
eye corners as landmarks has important advantages (they are
distinctive and separated by a fixed distance from each other,
which offers a basis for pose estimation).

The proposed eye-corner detection method operates on
vertically-cropped image eye-regions. To compensate for il-
lumination variations, prior to further processing, eye region
images are normalized in intensity. The algorithm begins with
corner detection procedure, which seeks for image points with
large contents variability. Two well-known methods that differ
in the adopted decision criterion were examined to do the
task: Harris [14] and Shi-Tomasi [15] detectors. Both methods
were able to correctly detect all salient image points, including
eye corners (see Fig. 3). However, as the Shi-Tomasi method
favors features that are easier to track (this is an important
aspect from the standpoint of computational efficiency of the
algorithm), it has been selected in further analyses.
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Fig. 3. Corner detection results in input images produced using Harris
detector (left column) and Shi-Tomasi detector (right column).

Fig. 4. Eye corner search domains (IC - inner corner search region, OC -
outer corner search region).

As it can be seen from Fig. 3, corner detection procedure
results in identification of a large set of salient points. To find
eye corners, elements of this set are subject to subsequent
analysis. Firstly, its domain gets restricted, so that inner and
outer eye corners are sought only in feasible eye subregions,
defined as boundary vertical bands of width set to 25% of eye
image (Fig. 4).

To identify eye corners among a set of available salient
points, a descriptor that summarizes image appearance within
a square, 15×15 neighborhood around a salient point, has
been generated. The neighborhood is divided into quadrants
of size r × r, r =8 (with overlapping boundaries), and mean
image intensity gradients are evaluated within each quadrant.
A descriptor of a salient point Pi,j , located in i−th row and
j−th column of an image, is thus a collection of four vectors:

Si,j =
[
gijTL, gijTR, gijBL, gijBR

]
(1)

where subscripts T,B,L,R label quadrants (top, bottom, left and
right) and the mean gradient of pixel intensities I(k, l) in a
quadrant XY (gijXY) is given by:

gijXY =
1

r2

∑

k,l∈XY

∇I(k, l) (2)

Descriptor gradient vectors were finally normalized in
length, so that they sum up to unity. Salient points are matched
against eye-corner models. Four separate eye-corner models
(inner and outer for the left and for the right eye), of the
same structure as given by (1), were generated from a set
of manually labeled images (five images per each corner -
see Fig. 5). Descriptors derived for training images for par-
ticular eye corners were averaged, forming the corresponding
eye-corner models CIL,COL,CIR,COR, where I,O,L,R denote
inner, outer, left eye and right eye respectively. As it was
the case for salient point descriptors, also eye-corner model
gradients were analogously normalized in length. The derived
models were matched against salient points that are present in

Fig. 5. Generation of eye-corner model: manually selected instances of
inner left eye corner (left column), gradient magnitudes derived for quadrants
(middle) and the resulting gradients (right).

Fig. 6. Sample eye corner detection results performed for three different
persons using the presented algorithm.

the corresponding eye-image bands (i.e. inner left eye-corner
model was applied to salient points present in the ’IC’ region
of the left eye image etc.). A matching score was defined
as a sum of dot products between components of a corner’s
α, β model descriptor and some considered salient point’s
descriptor:

F ij
α,β =

3∑

k=0

〈Si,j [k],Cα,β [k]〉 (3)

The score (3) gets maximized for salient point neighbor-
hoods that match a particular eye-corner model. Sample results
of eye-corner detection have been presented in Fig. 6.
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Fig. 7. Plots of image intensity distribution accumulated along a vertical
axis for three different gaze directions: forward (top), left (middle) and right
(bottom), for left (red) and right (blue) eyes.

B. Line-of-sight Direction Assessment

Regions of interest, derived for both eyes, provide domains
that comprise information relevant for gaze direction assess-
ment. To provide fast and accurate estimation of gaze direc-
tion, an appropriate descriptor that can be easily computed
and that is robust against possible image artifacts, needs to be
derived.

To meet the formulated goals, we decided to generate gaze
direction descriptor based on differences in general appearance
of left and right eye strips in horizontal direction. The appear-
ance of a strip can be summarized using marginal distribution
of strip pixel intensities accumulated in vertical direction. One
can observe that a general shape of the resulting function is
line-of-sight direction specific (see Fig. 7). Such a general
shape can be easily quantified by using leading components of
any of possible signal orthogonal transformations, such as e.g.
Discrete Fourier Transform (DFT). DFT has been chosen as a
basis for eye appearance representation and spectra of marginal
distributions of vertically accumulated intensities, derived for
different images (see Fig. 8), were analyzed. We found that
the first periodic component appears to be an attractive means
for summarizing eye appearance, as its phase shows good
correlation with a gaze direction. Examples of approximation
of marginal gray-level distributions by means of a fundamental
component of its DFT decomposition have been shown in
Fig. 9.

To amplify sensitivity of the representation, we decided to
confront the approximation produced for marginal distribution
derived for one of the eyes with an approximation produced for
the mirrored marginal distribution of the other eye (see Fig. 9).
Thus, a final descriptor of gaze direction is a phase difference
between two first harmonics, where the first one approximates
the marginal intensity distribution derived for the left eye and
the second one approximates a mirrored distribution derived
for the right eye.

Fig. 8. Magnitude (left column) and phase (right column) spectra derived for
marginal distributions of vertical image intensities for three gaze directions:
forward (top), left (middle) and right (bottom) (magnitudes and phases of the
two first periodic components have been enlarged for illustration clarity).

Fig. 9. Marginal distribution approximations using the first DFT harmonic
component for three different line-of-sight directions: forward (top), left
(middle) and right (bottom).

III. LIVENESS DETECTION PROCEDURE

Challenge-response scheme has been used as a framework
for liveness detection, where the challenge is an on-screen
presentation of a marker (a circle) in time-varying locations
and the expected response is a corresponding line-of-sight di-
rection adjustment. Objects are presented at random locations
and the system is attempting to determine the induced gaze
direction, thus verifying a required reaction. If probability
of correct gaze detection exceeds 0.5, one can expect that
successive repetitions of the procedure will eventually provide
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a required level of confidence that a user actually responds to a
challenge. To derive a quantitative estimate of number of trials
that are required for getting some predefined confidence level,
we assume that the considered liveness detection scheme can
be expressed in terms of a Bernoulli process. The main error
in gaze direction estimation results from erroneous detection
of eye corners, that can happen equally likely for any viewing
angle, we assume that probabilities of correct gaze detection
are the same, regardless of this angle. This justifies adoption of
the Bernoulli scheme and allows to define the two outcomes
required by the process in the following manner. A success
occurs if a response (estimated line of sight) falls within an
expected angular interval around actual position of a marker
(we assume that an angular range of on-screen locations is
evenly split into an even number of intervals). Otherwise, we
consider that an outcome of an experiment is a failure. Given
this framework, and given success and failure probabilities, we
can estimate a number of challenge repetitions that is required
to meet some predefined confidence level (or equivalently,
liveness detection error probability). It can be shown [16] that
probability of correct classification of at least n+1

2 elements
of n-element sequence Q, given probability of correct entry
classification p > 0.5 :

p(Q,n) =

(n+1)/2∑

i=1

(
n

n−1
2 + i

)
p

n−1
2 +i(1− p)

n+1
2 −i (4)

converges to unity as n → ∞. Therefore, it is always possible
to find such n that provides some desired confidence level T
of an affirmative decision.

IV. EXPERIMENTAL EVALUATION OF THE PROCEDURE

The experimental setup used for proposed algorithm eval-
uation was the following. An application for generating a
challenge draws a single marker at time-varying, seventeen
equidistant discrete locations (a marker is a circle of a fixed
size). Locations of the marker change every 2 seconds. During
gaze direction detection accuracy tests marker locations were
periodically updated in an oscillating manner. During liveness
detection tests, marker locations were randomly selected. A
user was situated in front of a screen at a fixed distance,
so that marker is observed within a range of angles starting
from -30 degrees to +30 degrees. A simple web camera, posi-
tioned centrally atop a screen was monitoring user’s responses
(challenge generation and image acquisition processes were
synchronized). Each recorded frame was subject to a separate
analysis (no object tracking mode was used, to provide more
data for evaluation of all procedure steps).

Two databases were used throughout the experiments. The
first one was prepared by the Authors and comprises 415 low
resolution (640 × 480) test images of three subjects with
manually labeled four eye corners and with labeled line-of-
sight orientations. The second source of experimental material
was a CAVE database [17]. 1176 high resolution (5,184 ×
3,456 pixels) images of 56 different persons, with known gaze
directions, were used.

TABLE I
EYE CORNER DETECTION ACCURACY EVALUATION (COLUMN LABELS

IDENTIFY A CORNER: OL - OUTER LEFT EYE CORNER, IL - INNER LEFT
EYE CORNER, IR - INNER RIGHT EYE CORNER, OR - OUTER RIGHT EYE

CORNER).

All OL IL IR OR
Detected 96% 99% 100% 96% 96%

Identified 79.4% 86% 94% 93% 84%

Fig. 10. Plots of estimated gaze directions with respect to actual ones for
three different sets of experimental data.

The first phase of the evaluation was aimed at estimating
accuracy of ROI derivation procedure. Results of eye-corner
detection have been summarized in Table I. The first row
shows performance of Shi-Tomasi algorithm - eye corner
detection has been considered successful if any of produced
salient points was sufficiently close to the considered landmark
(within its 5x5 neighborhood). The second row of the table
specifies performance of correct salient point identification.
The first column of Table I indicates percentage of correct
detection for all corners, whereas the remaining ones show
scores for individual eye-corners.

The second set of experiments was concerned with evalua-
tion of gaze detection accuracy. A set of three video sequences
of a user asked to eye-track the oscillating marker were
recorded and a functional relation between actual marker
angular positions and positions calculated using the pre-
sented algorithm was derived. The sequences were differing
in adopted illumination conditions: the first two sequences
were taken under uniform illumination of different intensity,
whereas in the third case a face was lit from aside. For every
sequence a total of 510 frames were analyzed (an average of
30 frames per marker location). The results are summarized
in Fig. 10, where plots show the computed marker locations
against their actual locations. As it can be seen, there exist
significant variations in gaze direction estimation, however one
can identify angular intervals that can be exploited for liveness
detection.
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Given gaze-estimation results, it has been assumed that a
marker will be displayed randomly at three different locations
of a screen: two extreme positions and in the middle. An
average probability of successful detection of gaze direction
was evaluated to be p ≈ 0.66. It follows from eqn. (4) that
a number of required presentations of a marker necessary for
obtaining a T = 95% level of confidence that a subject is
actually following the marker equals 23.

The last part of experiments was concerned with evaluation
of computational complexity of the proposed algorithm. The
method was implemented in C++ programming language and
executed on a desktop computer with i7, quad core processor,
running at 2.4 GHz. The presented algorithm, excluding an
initial phase of face detection and preliminary eye-region de-
tection (both performed using Viola-Jones algorithm) took on
average only 3 milliseconds to execute (the result was averaged
for processing of 721 images). Although the aforementioned,
initial preprocessing can be time consuming, one needs to note
that it can be significantly accelerated if face tracking mode
will be used for analysis of frames that follow the first one.

V. CONCLUSION

The proposed algorithm proves that liveness detection can
be performed using line-of-sight estimation, by using a simple
camera for image acquisition. Computational complexity of
the procedure is low and we believe that it can be implemented
on popular mobile device platforms. There exist several ele-
ments of the procedure that need to be explored to increase
gaze-direction assessment accuracy, which is important to
reduce a required duration of liveness detection procedure.
The main directions of further exploration will be concerned
with improving eye-corner identification performance (e.g.
by applying multi-resolution analysis) and with modifying
the adopted eye-image representation (e.g. by including more
components of DFT decomposition of eye images).
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Abstract—The head movement based control methods in the 

3D graphic applications requires the real-time face position 

estimation. Therefore, the tracking method at the high speed 

and with the minimal latency is needed. This is especially hard 

to achieve when the face is tracked with the use of the high 

resolution video image on mobile devices. In the article, we 

present several methods for an acceleration of the face position 

estimation method based on the fuzzy skin color classifier and 

other color-based face tracking methods. The acceleration is 

achieved through a highly parallel GPU computation, the 

precalculation of the classifier weights and through the 

combined computations on the GPU and the CPU. The achieved 

computation time is independent of the used skin color 

classification method, allowing for use of very complex 

classifiers. The presented methods provides the robust head 

position tracking on the high resolution video image of 

1920x1080 pixels, at 300 frames per second, on the mobile 

device with a low computing power. 

I. INTRODUCTION 

HE head position tracking can be used as 

a multiplatform control method on desktop computers, 

laptops, game consoles and hand-held mobile devices. In the 

latter case it is especially important as the available 

touch-based control methods are not suitable for many 

interactive applications, due to the low precision and the 

fingers obscuring the screen. Moreover, when we are using 

the hand-held mobile device, the change of a relative head 

position does not require the actual movement of the head 

and can be changed by the rotation of the device.  

The face tracking can be used, inter alia, for three-

dimensional imaging technique called the Head-Coupled 

Perspective (HCP abbreviated) [1][2][3][9] which gives the 

impression of the depth of the presented 3D scene by 

dynamically linking the perspective of the rendered scene 

with the current head position. The rough head tracking in 

three degrees of freedom is sufficient for this imaging 

technique. For the depth sensation more important than the 

face tracking accuracy are its smoothness (i.e. the lack of the 

jittering and the unnoticeable difference between two 

consecutive estimated head positions), a high frequency of 

tracking and its low latency (i.e. short time between the 

actual head movement and the application response). These 

requirements are difficult to achieve in the case of the face 

tracking on the high resolution video image. Also it must be 

taken into account, that the head tracking is just one of the 

costly calculations that the interactive application needs to 

perform in a real time. On the mobile devices the additional 

limitation is their low computing power. 

 

On the mobile devices it is possible to estimate the 

relative position of the user’s face on the basis of other 

internal device sensors like the accelerometer or the 

gyroscope [6][7]. The rotation and the orientation of the 

device can be determined based on the readings from these 

sensors and therefore the head position relative to the screen 

can be estimated. The information from these sensors is 

delivered quickly (with frequency of 200 Hz on Android 

devices) and do not require time consuming computations 

[19]. Moreover, the tracking range of the sensors is not 

limited by the camera field of view. The drawback of the 

sensor based tracking is that their readings are noisy, what is 

especially noticeable in the HCP technique where a slight 

head movement results in the big displacement of the far 

background of the scene. Filtering of the sensor signals takes 

into account earlier sensor readings and generates the 

additional delay in the application response to the head 

movement. Yet, it may be unnoticeable with use of the 

Extended Kalman Filter [19]. Still, sensors like 

accelerometer or gyroscope are not able to notice the actual 

movement of the head itself, omission of which can destroy 

the 3D impression. Therefore, the additional use of the video 

based head tracking can highly improve the quality of the 

sensor based tracking [6][7]. Unfortunately, the face tracking 

methods chosen in these articles, are too slow. The tracking 

is several times slower than the sensors input, so its usage is 

limited to the occasional sensor reading correction. The use 

of a very rapid head tracking method may provide the actual 

head movement tracking, as well as the signal noise 

reduction without the delay generation. 

The article presents the face tracking method that is able 

to find face coordinates in a few milliseconds and is based 

on the fuzzy skin color classifier first proposed in [1]. The 

low computational time is achieved through the parallel 

calculations on the GPU and the CPU and through the 

precalculation of all possible color weights assigned by the 

fuzzy classifier.   

In the next section the existing rapid head tracking method 

are discussed. The third section presents the face position 
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estimation method with use of the fuzzy skin color 

segmentation. In the fourth section we describe precisely the 

methods for accelerating the color-based head position 

tracking. The fifth section presents the test results of the 

proposed solutions and the sixth section contains the 

conclusions and considered future work. 

II. RELATED WORKS 

Fast head position finding in the camera image is possible 

with various head tracking and detection methods. They can 

be based, among others, on the background subtraction 

[1][2][4], template matching [2], Haar-like feature based 

learning [16][17][18] or the Local Binary Pattern based 

learning [9][15]. 

In [2], for the head tracking the template matching method 

is used, which compares the low resolution face image with 

the input frame fragments. To reduce the search space, the 

background subtraction is performed to reject still, 

unchanged pixels. This method of the face tracking proved to 

be rapid, but the used subtraction is sensitive to the 

illumination changes, which is frequent in the natural light. It  

is not applicable on the mobile devices in which camera is 

not still and moves with the device. Additionally, the 

template matching method is sensitive to the head tilting, a 

natural movement when controlling the application with head 

movement. 

For the fast head detection in the camera image, the most 

popular method is based on the Haar-like features, proposed 

by Viola and Jones [18]. Method is based on the detection of 

simple rectangular features, used then for the AdaBoost 

learning algorithm. With the use of the Integral Image, 

wherein each pixel represents the sum of values of all pixels 

from the input image above and to the left of it, it is possible 

to quickly evaluate the features on the given position and 

scale. Unfortunately the calculation of the Integral Image is 

time consuming and requires 2*N operations for  the image 

of N pixels. The complexity of the feature calculations is of 

O(M*N) for features of M scales. In [16] the acceleration of 

this method is proposed, with use of the GPU, but still it 

reaches only 19 fps for an image of 1280x960 pixels. In [17] 

a head tracking method based on Haar-like feature detection 

is proposed, working at theoretical 500 fps. The search of the 

entire frame of 512x512 pixels can be executed at 200 fps, 

on a rather powerful GPU (934 GFLOPS). The search 

frequency of the high-resolution image of 1920x1080 pixels, 

on the hand-held device would not exceed 20fps. 

A faster tracking method, also based on the AdaBoost 

learning, but using the Local Binary Pattern is proposed in 

[9]. The LBP method considers the surroundings of the 

pixels. Thanks to the calculation on GPU and CPU [15], for 

a picture of 1024x1024 pixels, method can process at 10fps, 

but on the mobile device of very low computational power. 

On current hand-held devices even high-resolution image 

could be processed at about 25 fps. 

Due to the low computational complexity and the 

possibility of use on the mobile devices, the face tracking 

methods based on the skin color classification are 

important[1][4][5][14]. Such a classifiers extract from the 

RGB space (or other color space) a subspace containing the 

RGB values corresponding to the possible shades of the skin 

color. Fuzzy classifiers that determines the pixel degree of 

membership may provide a smoother tracking with the same 

resolution image [1]. Multiplatform version of the method 

described in [1] is presented in Section III. 

Despite the linear complexity of the skin color based 

tracking method, analysis of high resolution images still can 

be very time consuming, especially on hand-held mobile 

devices. In this article, we proposed accelerating methods, 

enabling face tracking on frame of 1920x1080 pixels at 

about 300 fps, even on the devices with a low processing 

power. 

III. THE FUZZY SKIN-COLOR CLASSIFIER 

To maintain the multiplatform usability of the fuzzy head 

tracking method, first proposed in [1], and to allow its usage 

on hand-held mobile devices, the omission of the 

background subtraction is necessary. It is impossible to use 

due to the continuous motion of the hand-held device and 

hence its camera.  

In the proposed multiplatform head tracking method, the 

user’s head position is determined based on the degree of 

membership μS(p) of all the pixels to the fuzzy skin-color 

pixels multiset S:  

 { }RGBS XpppS ∈= :)(,µ  (1) 

 ( )( )DBBGGRRS ffpfpfpp +⋅+⋅+⋅= ,1min,0max)(µ (2)  

Where:  

XRGB = {<r,g,b>:r,g,b∈ [0,255]} – the multiset of all the 

image pixels. 

p=<pR ,pG ,pB>  –  the components  R, G, B of the pixel p. 

f=<fR ,fG ,fB, fD> – the vector of the color filter. 

The vector of the color filter, specified in the classifier 

calibration, defines a plane in the RGB space. This plane 

separates most of the skin color pixels from the background 

pixels that we are trying to discard. The filter vector 

specifies also the “positive” side of that plane and tells us 

which of the two subspaces contains skin-color pixels. The 

fuzziness of the multiset S provides a gradient boundary 

between the subspaces. The further the pixel color resides 

from the plane on its “positive” side, the higher is its degree 

of membership. 

The usage of the RGB space instead of other color model, 

in which the skin colors are easier to distinguish and isolate, 

is motivated by the additional computation time needed to 

perform the transformation from the original RGB image 

provided by the camera to the more preferable color model. 

232 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

The usage of just two components (e. g. H and S in HSV 

model) does not compensate this time in the processing. As 

the skin tone is separable in the RGB space, the 

computational complexity remains the major factor in 

choosing the color model.  

To determine the position of the face on the image and its 

distance from the camera, it is necessary to calculate the 

cardinality of the S multiset, defined as the sum of the 

degrees of membership of all N image pixels: 

 ∑ =
=

N

i iS pS
1

)(µ  (3) 

We are using all the N pixels of the image as the 

skin-color face pixels, because the background pixels with 

the degrees of membership equal 0 does not affect the 

results. This degrees (Eq. 2) are also the weights of the 

pixels used to determine the coordinates CX and CY of the 

centroid C of all the skin-color pixels, calculated as the ratio 

of the weighted sum of the image pixel coordinates to the 

cardinality of multiset S:  

 ∑ =
⋅=

N

i iiSX xp
S

C
1

)(
1 µ  (4a) 

 ∑ =
⋅=

N

i iiSY yp
S

C
1

)(
1 µ  (4b) 

Where: 

 ii yx ,  – coordinates of pixel pi 

The found centroid coordinates are considered the 

coordinates of the head center in the image and are used to 

determine face position in the plane parallel to the screen 

and the camera. The ratio of the cardinality of the S multiset 

to the cardinality of multiset of all the image pixels can be 

used as the A measure of the face area in the image and used 

to calculate the head distance from the screen:  

 

RGBX

S
A =  (5) 

What is, according to (Eq. 3): 

 ∑ =
=

N

i iS p
N

A
1

)(
1 µ  (6) 

The algorithm of finding the face position on the camera 

image is shown in the Fig. 1. The non-modified algorithm is 

later referred to as “Version CPU 1” in comparison with the 

accelerated variants of the algorithm.  

The filter f (Eq. 2), in contrast to most of the skin-color 

classifier methods, is not designed to match all colors that 

may belong to the skin of any person, of any race, skin tone, 

in all possible lightning condition. The primary objective of 

the filter f is to extract the user face from the current 

environment visible in the camera. It requires determining 

the optimal values of the filter parameters for each 

application usage. 

 

Fig.  1 The algorithm of finding the face position on the camera image 

(pseudocode). 

 

Manual finding of the optimal values may be hard task for 

the user, and certainly it is uncomfortable and time-

consuming. Therefore, in [8] we proposed the automatic 

method of finding the optimal values of skin-color filter. The 

method of automatic parameters calculation is based on the 

analysis of the image with arbitrarily marked area of the face. 

The user moves the head to place it in the oval-shaped mask 

visible in the preview of the camera. Once approved, several 

consecutive frames of the video image are capture for the 

analysis. Pixels of the obtained images are then use as factors 

in the objective functions G(f) which maximum is searched. 

To accelerate the computation of the optimum parameters 

the clustering of the input data transformed to the RGB space 

is performed with fast grid-based clustering method 

proposed in [8] where the entire process is described in 

detail. 

The automatic parameters calculation allows for extracting 

most of the face pixels even from a difficult background with 

colors close to the skin tone or in the poor lightning. The 

automatically calculated parameters provide the method 

stability, ensuring that the |S| value in the Equations (4a) and 

(4b) does not tend to zero. Still, in some particularly difficult 

conditions the method does not filter out all of the 

background pixels, assigning a small part of these pixels with 

high weights. In practice, the tracking is then still effective. 

Although the unfiltered pixels “attract” the found centroid to 

their center of gravity, reducing the amplitude of the 

estimated head movement determined by the tracking, still 

the direction of the motion is preserved and its speed is 

proportional to the actual speed of the head movement. As a 

result, the perspective of the virtual scene can still be 

coupled with the head movements, resulting in an immersive 

sense of depth in the Head-Coupled Perspective technique or 

effective control in other applications. Therefore, although 

the method is error-prone in cases when additional 

skin-colored body parts (e.g. neck or chest) or other faces are 

visible to the camera, the method still provides sufficient 

results for proposed applications. Especially on the 

hand-held mobile devices, the user head is always the biggest 

skin-colored object visible to the camera and cannot be 

dominated by other objects. When the head leaves the field 

of view, due to the device rotation, it may be also recorded 

by other internal sensors which can then substitute the head 

tracking.  

sumOfWeights = 0; CX = 0; CY = 0; 

For each p in XRGB 

{ 

  weight = max(0, min(1, pR · fR + pG · fG + pB · fB + fD)); 

  CX += weight * p.xCoordinate; 

  CY += weight * p.yCoordinate; 

  sumOfWeights += weight; 

}  

CX = CX / sumOfWeights; 

CY = CY / sumOfWeights; 

A = sumOfWeights / N; 
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To minimalize the resulting errors of classification in the 

particularly difficult conditions, we can utilize more 

computationally complex skin-color models, like described 

in [14] Gaussian model or used in [10] elliptical Gaussian 

chrominance probability density function. We can also 

transform pixel colors to another color space, e.g. HSV, 

normalized RGB or CIE-XYZ (with all components divided 

by the sum of all components), or proposed in [10] the STV 

space. The possible skin colors in these spaces are easier to 

separate [10] and the impact of the lightning on the 

classification is reduced. Unfortunately, both methods of 

improvement increase the computational cost of calculating 

the pixels weights, almost proportionally increasing the 

computation time, which actually need to be reduced. 

Therefore, besides the direct computation time reduction, it 

is desirable to decouple the head tracking cost from the 

complexity of the used skin color classifier. 

IV. ACCELERATING THE HEAD POSITION TRACKING 

The computational cost of the presented above head 

tracking method is of the order O(N), where N is the number 

of image pixels. The method requires a few operations per 

pixel, and each is processed once and individually. Although 

the linear computation cost seems to be low, for high 

resolution video image of 1920 x 1080 pixels the processing 

of the full frame in the real time is hard to achieve, even 

without the additional CPU load.  

The accelerating methods that decrease the problem size, 

reduce at the same the tracking quality. The downscaling of 

the input image [15][16] requires additional computation, 

decreases the number of input data and reduces the angular 

resolution of the tracking. Searching for the face only in the 

neighborhood of the previously found head position 

[9][16][17] makes the tracking sensitive to the fast motion of 

the head, providing just a slight acceleration, due to the large 

area occupied by the face on the image of the narrow-angle 

camera. 

The described below accelerating methods reduce the 

computational cost of the head tracking without decreasing 

the number of the analyzed pixels, to maintain high quality 

of the tracking. When the lower quality of the tracking is 

allowed, these methods can be successfully combined with 

the problem size reduction for the further tracking 

acceleration.  

A. The Head Tracking Acceleration on the GPU 

The acceleration of the head tracking can be achieved by 

transferring the calculations to the graphics processor unit, 

which allow for the parallel analysis of many pixels. Besides 

the possible computation time reduction, this approach may 

additionally decrease the energy usage of the mobile devices 

during the frame processing [9]. The use of the Nvidia® 

CUDA® framework allow for using the full capabilities of 

graphics processors compatible with this architecture. Such 

GPUs are widely installed on the laptop computers and they 

are recently available on the hand-held mobile devices. The 

tests of the methods described below are performed on the 

laptop computer equipped with the Intel® Core™ i5-2450M 

mobile processor and the Nvidia® GeForce® GT 630M 

mobile GPU. 

As the classification of the pixel colors in our method is 

performed for each pixel individually, the acceleration is  

seemingly easy to achieve by performing the computations 

on the graphics card. The parallelization of the calculation of 

the pixels degrees of membership to the skin-color multiset S 

is trivial on GPU. Each thread must calculate the weight of 

one pixel, according to Equation 2. A part of the kernel (i.e. 

a function in CUDA executed in parallel by multiple threads 

on GPU) responsible for the pixels weights calculation is as 

follows: 

 
A constant delay is generated by the transfer of the image 

to the GPU memory. For an image of 1920x1080 pixels, the 

transfer takes about 2 milliseconds. 

For the further analysis, the calculation of the head 

position is split into two parts: 

1) Calculating the degrees of membership from Eq. 2. 

2) Finding the centroid coordinates (Eq. 4) and the sum of 

all the pixel weights need in Eq. 6. 

On the CPU, the second part of the calculation represents 

only a small fraction of all the computations. Conversely, on 

the GPU the computation of the second part can be several 

times longer than the first part. The time of 2) on the 

graphics processor depends largely on the used algorithm. 

Below, different methods of accelerating computation on 

GPU are compared. 

1) Version GPU 1 – Atomic adding to one global value 

In the naive approach to calculate the coordinates of the 

centroid, all the threads can add its calculated values directly 

to the output sums, using the atomic add function: 

 
Atomic functions in CUDA allows multiple threads to 

modify common data, with the guarantee of receiving the 

correct result, which means that every thread perform the 

operation exactly once, without data loss from the 

simultaneous access to the output value. 

Unfortunately, in this approach the summing is performed 

sequentially, as only one thread at a time increases the output 

sum. Moreover this variant requires a very frequent access to 

the very slow global memory. It is very inefficient approach, 

which do not use the full power of the GPU and  prolongs 

the calculation compared to the CPU computing.   

[…] 

atomicAdd(x,weight*(index%width));   

atomicAdd(y,weight*(index/width));  

atomicAdd(w,weight);  

 

uint index=threadIdx.x + blockIdx.x*blockDim.x; 

Pixel p=frame[index];  

float weight=f[0]*p.r + f[1]*p.g + f[2]*p.b+ f[3]; 

if(weight>0.0f){ if(weight>1.0f)weight=1.0f; } 

else weight=0.0f; 

[…] 
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2) Version GPU 2 – Atomic adding to the shared memory 

The acceleration can be obtained when first the thread 

values are atomically added to local sums of the blocks in the 

faster shared memory, and then only this local sums are 

atomically added to the global output values, by one thread 

per block: 

 
In this approach a part of the internal aggregations is 

executed in parallel between several thread blocks. 

Therefore this variant is more than three times faster than the 

Version GPU 1. 

3) Version GPU 3 –  Parallel aggregation with divide and 

conquer  

Although in Version GPU 2 part of the summation is 

performed in parallel between blocks, still only one thread 

per block can add its value to the local sum at the same time. 

To execute more parallel addition inside a thread block it is 

possible to use the divide and conquer method, decreasing 

the complexity order of the summation for each N-thread 

block from O(N) to O(logN). In this case, half of the block 

threads must sum up pairs of values calculated by the 

consecutive threads. In the next steps, the sums from 

previous step are summed in pairs until there is only one 

final sum of all the block values (Fig. 2). 

 

Fig.  2 The parallel aggregation in block 

The kernel realizing directly this approach is as follows: 

 
This approach decrease the computational time by 40% 

compared with the Version GPU 2. The acceleration is less 

than expected due to the highly divergent branching of the 

code in the condition (0==threadIdx.x%(s<<1)), what is 

discussed by Harris [11] on an analogous example.  

4) Version GPU 4 –  Without divergent branching  

Further acceleration can then be obtain by alternatively 

engaged threads, as shown in Fig. 3. 

 

Fig.  3 The parallel aggregation without the divergent branching and 

bank conflicts 

This approach omits the problem of divergent branching, 

without additional shared memory bank conflicts. Analogous 

solution for similar problem was used in [13]. 

The internal aggregation in this version looks as follows: 

__shared__ float tempX[THREADS_PER_BLOCK]; 

__shared__ float tempY[THREADS_PER_BLOCK]; 

__shared__ float tempW[THREADS_PER_BLOCK]; 

[…] 

uint s,temp; 

for(s=1;s<THREADS_PER_BLOCK;s<<=1) 

{ 

 if(0==threadIdx.x%(s<<1)) 

 { 

  __syncthreads(); 

  temp=threadIdx.x+s; 

  tempX[threadIdx.x]+=tempX[temp]; 

  tempY[threadIdx.x]+=tempY[temp]; 

  tempW[threadIdx.x]+=tempW[temp]; 

 } 

}  

if( 0 == threadIdx.x )  

{ 

 atomicAdd(x,tempX[0]); 

 atomicAdd(y,tempY[0]); 

 atomicAdd(w,tempW[0]); 

} 

 

__shared__ float sX,sY,sW; 

sX=0.0f; 

sY=0.0f; 

sW=0.0f; 

[…]  

atomicAdd(&sX,weight*(index%width)); 

atomicAdd(&sY,weight*(index/width)); 

atomicAdd(&sW,weight); 

  

__syncthreads(); 

  

if( 0 == threadIdx.x )  

{ 

 atomicAdd(x,sX); 

 atomicAdd(y,sY); 

 atomicAdd(w,sW); 

} 
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This variant is 2.5 times faster than Version GPU 3. 

5) Version GPU 5 – Multiple aggregation per thread 

In the Version GPU 4 during the iterative aggregation an 

average of ¾ of the block threads is idle, from the half in the 

first iteration, to all but one in the final aggregation. At the 

same time, due to the limit of thread number per block, we 

receive a large number of blocks. The possible solution, 

proposed by Harris for similar problem [11], is to use 

threads to iteratively add up a greater number of values. In 

our case it requires also the calculation of more pixel weights 

(i. e. degrees of membership to skin color multiset) per 

thread. Such a solution can significantly better harness the 

GPU computational power. Before we get to the inter-thread 

aggregation, all the threads are engaged in a long non-

synchronized work. 

After this modification, kernel is as follows: 

 
Due to the reduced number of blocks, this variant is 2.5 

times faster than Version GPU 4.  

6) Version GPU 6 – Double memory access 

Further acceleration by about 10% can be obtained by 

adding two values per iteration and grouping operations. It is 

the result of the GPU’s memory access, where reading two 

consecutive 4-bytes words has a similar cost to reading just 

one word [12]. The number of blocks is halved: 

__shared__ float tempX[THREADS_PER_BLOCK]; 

__shared__ float tempY[THREADS_PER_BLOCK]; 

__shared__ float tempW[THREADS_PER_BLOCK]; 

uint ti = threadIdx.x; 

uint index = ti+blockIdx.x * THREADS_PER_BLOCK; 

uint gridSize = THREADS_PER_BLOCK * gridDim.x;  

Pixel p; 

float weight;  

tempX[ti]=0;  tempY[ti]=0;  tempW[ti]=0; 

while(index<N) 

{ 

p=frame[index];  

weight=f[0]*(p.r)+ f[1]*(p.g)+ f[2]*(p.b)+ f[3]; 

if (weight>0){if(weight>1.0f) weight=1.0f;} 

 else weight=0.0f; 

tempX[ti]+=weight*(index%width); 

tempY[ti]+=weight*(index/width); 

tempW[ti]+=weight; 

index+=gridSize; 

} 

uint s,temp; 

for(s= THREADS_PER_BLOCK>>1;s>0;s>>=1) 

{    

 if(ti<s) 

 { 

  __syncthreads(); 

  temp=ti+s; 

  tempX[ti]+=tempX[temp]; 

  tempY[ti]+=tempY[temp]; 

  tempW[ti]+=tempW[temp]; 

 } 

} 

if( 0 == ti )  

{ 

 atomicAdd(x,tempX[0]); 

 atomicAdd(y,tempY[0]); 

 atomicAdd(w,tempW[0]); 

} 

 

[…] 

uint s,temp; 

for(s = THREADS_PER_BLOCK>>1; s>0; s>>=1) 

{    

  if(threadIdx.x<s) 

  { 

   __syncthreads(); 

   temp=threadIdx.x+s; 

   tempX[threadIdx.x]+=tempX[temp]; 

   tempY[threadIdx.x]+=tempY[temp]; 

   tempW[threadIdx.x]+=tempW[temp]; 

  } 

} 

if( 0 == threadIdx.x )  

{ 

 atomicAdd(x,tempX[0]);  

 atomicAdd(y,tempY[0]); 

 atomicAdd(w,tempW[0]); 

} 
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7) Version GPU 7 – Aggregation in local memory 

In versions GPU 5 and GPU 6 designed on the basis of 

[11], highly ineffective is the iterative aggregation of all the 

values calculated by the thread to the shared memory. During 

this aggregation other threads do not need any access to this 

temporary sum. Our proposed solution is to aggregate the 

thread values in its local memory, as it is faster than the 

shared memory. Only the final thread sum should be copied 

to the shared memory for access of other threads. 

 
This approach decrease the computational time by 10% 

compared with the Version GPU 6. 

8) Version GPU 8 – Multiple pixels per thread with 

atomic adding to shared memory 

The divide and conquer parallelization in the Version 

GPU 4 leads to a four times faster computing, compared to 

Version GPU 2, where the tread values are atomically added 

to the block sum. But since each thread aggregates weights 

of hundreds of pixels, the synchronization of threads before 

each iteration of inter-thread summing is very time 

consuming. It appears that the atomic summation to one 

value is more effective in that case. Even though the 

acceleration of such approach is only about 3%, the 

additional profit is the reduction of the shared memory 

occupancy and a slight kernel code simplification: 

 
The final version of the kernel is almost 45 times faster 

than the Version GPU 1. 

B. The Head Tracking Acceleration on the CPU 

Although the computation of head position on the GPU 

can be very fast (with frame computation below 5 ms), it can 

be insufficient in the 3D graphic applications like video 

games, where the 3D rendering loads the GPU to its limits. 

To maintain the performance of the application, we may 

need to limit the GPU computations. 

Unfortunately, the head position estimation on the CPU is 

time consuming, as its computational cost is of the order 

O(N). Even with an effective implementation of the 

algorithm (Fig. 1), on the testing platform the 30 fps  is not 

achieved (see Table 1). Therefore it is desirable to accelerate 

also the CPU computing. 

1) Version CPU 2 – The weights precalculation 

The acceleration on the CPU can be obtain with the 

precalculation of all the possible values of μS(p) (Eq. 2) and 

referring to them instead of calculating this value for every 

input pixel individually. The number of all the RGB colors 

with 8-bits channels is limited and amounts to 256
3
. It is 8 

__shared__ float tempX,tempY,tempW; 

if(0==threadIdx.x) 

{ 

 tempX=0; tempY=0; tempW=0; 

} 

uint ti=threadIdx.x; 

uint index=ti+blockIdx.x* THREADS_PER_BLOCK *2; 

uint gridSize = THREADS_PER_BLOCK *2*gridDim.x; 

Pixel p; 

float weight,weight2; 

unsigned int index2; 

float tX,tY,tW; 

tX=0; tY=0; tW=0; 

while(index<N) 

{ 

 index2=index + THREADS_PER_BLOCK; 

 p=frame[index];   

 p2=frame[index2]; 

 weight=f[0]*(p.r)+ f[1]*(p.g)+ f[2]*(p.b)+ f[3]; 

 weight2=f[0]*(p2.r)+f[1]*(p2.g)+f[2]*(p2.b)+f[3]; 

 if(weight>0) { if(weight>1.0f)  weight=1.0f;} 

  else weight=0.0f;   

 if(weight2>0){if(weight2>1.0f) weight2=1.0f;} 

 else weight2=0.0f; 

 tX+=weight*(index % width)  

+weight2*(index2 % width); 

 tY+=weight*(index / width) 

+ weight2*(index2 / width); 

 tW+=weight + weight2; 

 index+=gridSize; 

} 

atomicAdd(&tempX,tX);   

atomicAdd(&tempY,tY); 

atomicAdd(&tempW,tW); 

__syncthreads(); 

if( 0 == ti )  

{ 

 atomicAdd(x,tempX[0]); 

 atomicAdd(y,tempY[0]); 

 atomicAdd(w,tempW[0]); 

} 

[…] 

float tX,tY,tW; 

tX=0; tY=0; tW=0; 

while(index<N) 

{ 

 […] 

 tX+=weight*(index%width)+weight2*(index2%width); 

 tY+=weight*(index/width)+weight2*(index2/width); 

 tW+=weight + weight2; 

index+=gridSize; 

} 

tempX[ti]=tX; 

tempY[ti]=tY; 

tempW[ti]=tW; 

[…] 

uint index = ti+blockIdx.x*THREADS_PER_BLOCK * 2; 

uint gridSize = gridDim.x*THREADS_PER_BLOCK * 2; 

[…] 

while(index<N) 

{ 

 index2=index + THREADS_PER_BLOCK; 

 p=frame[index];   

 p2=frame[index2]; 

 weight=f[0]*(p.r)+ f[1]*(p.g)+ f[2]*(p.b)+ f[3]; 

 weight2=f[0]*(p2.r)+f[1]*(p2.g)+f[2]*(p2.b)+f[3]; 

 if (weight>0){ if(weight>1.0f) weight=1.0f; } 

  else  weight=0.0f;   

 if(weight2>0){if(weight2>1.0f) weight2=1.0f;} 

 else weight2=0.0f; 

 tempX[ti]+=weight*(index%width) 

+weight2*(index2%width); 

 tempY[ti]+=weight*(index/width) 

+weight2*(index2/width); 

 tempW[ti]+=weight + weight2; 

 index+=gridSize; 

} 
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times more values than in a frame of 1920x1080 pixels, but 

the precalculation can be performed only once before the 

start of the application, as the colors weights change only 

when the filter f values change. 

The precalculated  weights assigned by the classifier to all 

the RGB values, can be stored in an array W[], in which the 

pixel p weight is located at the given position:  

 [ ] )(2562562 ppppW SBGR µ=+⋅+⋅  (7) 

With the indexing relevant to the input pixel format (i. e. 

its byte order), the integer value written on the four bytes of 

the pixel is also the position in the array W, at which the 

pixel weight is stored. 

With the use of the precalculated weights, the CPU 

computations are faster only by 35%. Even though this 

solution is interesting for other reason. As was mentioned in 

the previous section, it is desirable to decouple the 

computing time from the color classification method, for the 

possible classification improvement without the reduce of 

the tracking speed. With this solution, the usage of more 

complex color model or the transformation to the other color 

space, increases only the once performed precalculation time 

and the tracking time remain unchanged, so that aim is fully 

achieved.  

Applying this concept for the GPU is not recommended, 

as it results in prolonged, twice as long calculation time. This 

is caused by the “random”, irregular access to the array W,  

as the adjacent pixels can have different colors, distant in the 

RGB space. As a result the global memory access time is 

increased, slowing the entire computing. Moreover, on the 

GPU computation cost is already almost independent of the 

used color model. A slight gain from the precalculation may 

be achieved only with use of a very complex color 

classifiers.  

2) Version CPU 3 – The precalculation and multicore 

processing 

The parallelization of the calculations is not limited to the 

GPU computing. Most modern CPUs have at least two 

independent processing units (called cores). Therefore, the 

equal distribution of the calculations to more threads may 

results in almost direct proportional time reduction. 

By dividing the problem, i.e. the input frame, between 

multiple CPU cores, we can compute pixel weights from 

each part of the image, and the centroid of these pixels. The 

centroid of all the partial centroids is also the centroid of the 

whole image.  

3) Version GPU 8 + CPU 3– The joint GPU and CPU 

calculations. 

As in the above example, the problem can be divided into 

two parts, one of which is implemented on the CPU, and the 

second on the GPU. Such division may be dictated by the 

GPU limitation, or by the need for utilizing all the available 

computing power for the further tracking acceleration. 

In the second case, in order to achieve the greatest 

acceleration, the division of the problem between the CPU 

and the GPU should not be symmetrical as in multicore 

processing. For the highest resulting speed, the two 

processors should complete their computations at the rather 

same time. If average times of the full frame computation on 

CPU and GPU are respectively TC and TG, and they analyze 

sub-images IC and IG of the image I (I= IC +IG), than the sizes 

of the sub-images should be:  

 I
TT
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Hence, in our case, at the testing laptop, the highest speed 

is achieved when 70% of the image pixels is processed on 

the GPU (with Version GPU 8) and 30% on the CPU (with 

Version CPU 3). The comparison of the computation times 

of all the methods is presented in the next section.  

4) Other possible acceleration methods 

The possible further acceleration of the computation may 

be achieved by the replacement of the floating point 

operations with the fixed point calculations and especially 

integer operations. In order to do this, we must upscale filter 

f values by u to the integer values. The maximum weight 

assigned by the classifier (1 in the Equation 2) must also be 

upscaled by the same u value. This way the S multiset would 

no longer meets the definition of the fuzzy set, but the results 

of head position estimation would not change if we only 

divide the A (Eq. 5 and 6) by the u. The problem of this 

solution is that we may must restrict the maximum resolution 

of the image or the resolution of the classifier (i.e. number of 

different weights it may assign) to ensure that we do not 

exceed the maximum of the 32 bits variables. Yet, it may be 

acceptable in some applications and the resulting 

acceleration may be significant. 

Another way to accelerate CPU computation may be the 

usage of Streaming SIMD  Extensions which allow for 

parallel processing of up to four values. However the usage 

of SSE may be restricted and may depends on the target 

platform. Altough this solution was not applied it is worth 

consideration. 

V. RESULTS 

The fast head position tracking methods proposed in the 

Section IV were compared with the original algorithm of 

Version CPU 1 shown in Fig. 1. The tests was performed on 

the laptop computer equipped with the mobile processor 

Intel® Core™ i5-2450M (2x2,5GHz) with processing 

performance of 34,5 GFLOPS and the mobile GPU Nvidia® 

GeForce® GT 630M with 307,2 GFLOPS processing 

performance. 

The comparison of the average computation times for 

frames of 1920x1080 pixels is shown in the Fig. 4 and in the 
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Table 1. Although the times of CPU and GPU should not be 

compared due to the different architectures, the scale of the 

possible acceleration of the head tracking can be seen in the 

Fig. 4. The computations on the GPU (Version GPU 8) are 

over seven times faster, including the time of transfer to the 

GPU memory, and it allows for tracking at 200 frames per 

second. In an architecture where the camera image is saved 

directly in the GPU memory, without need for additional 

copying,  over 300 fps can be achieved.  

The acceleration methods basing on the CPU also give 

good results and over three times faster computing compared 

to the original algorithm. Using CPU with more processing 

cores, the further acceleration is possible. 

When the processing powers of GPU and CPU are not 

restricted, the method combining the calculations on both 

units may result in the greatest tracking speed. On the testing 

platform the analysis of the full frame was performed in 

about 3,6 milliseconds (Fig. 4 and Table 1). 

 

Fig.  4 The processing times of one frame of 1920x1080 pixels 

(average of 100 trials). 

VI. CONCLUSIONS AND FUTURE WORK 

Although the device used in the tests was not a hand-held 

device, its CPU and GPU has respectively 50% and 15% 

lesser processing performance than the Nvidia® Shield™ 

Tablet with Tegra K1 mobile processor equipped with CPU 

ARM Cortex-A15 R3 (4x2,3GHz), with the processing 

performance of 70,4 GFLOPS and CUDA-enabled GPU 

Kepler with 364,8 GFLOPS processing performance. Also, 

the popular smartphone processors Qualcomm® 

Snapdragon™ 810 has a similar processing performance. 

Hence, the testing laptop computer represents well the 

computing power of the today hand-held devices. 

The achieved head tracking times leave a large margin of 

error for the real-time tracking with over 60 fps, even in the 

case of a highly loaded GPU and CPU or when performed on 

the devices with a lot less computing power. With the 

achieved tracking times it becomes possible to use the found 

head position for effective Head-Coupled Perspective 

implementation in combination with the interactive 3D 

applications on hand-held mobile devices. 

The future work includes testing the proposed methods on 

the actual hand-held devices and designing the model for 

determining the head position relative to the device with use 

of the internal sensors (accelerometer and gyroscope) 

combined with the proposed fast head tracking method. 
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Abstract—Visual search for objects of interest in complex
environment is an important (and still challenging) problem in
mobile robotics. In particular, the usage of content-based visual
information retrieval (CBVIR) methods, which are a natural
choice for such tasks, is often constrained by the real-time
requirements, and the mobility of searching agents is sometimes
not sufficiently exploited in the search model. In this paper,
a CBVIR-based scheme is proposed, which takes into account
motion of the searching agents to achieve a low-cost and high-
speed detection of objects of interest in cluttered scenes, with good
overall performances. We combine standard CBVIR tools, i.e.
MSER detector and SIFT descriptor (quantized into sufficiently
large vocabularies) assuming additionally that objects become
objects of interest only when approached closely enough by the
mobile agent, i.e. when seen at an adequately large scale. Thus,
an object of interest is considered detected only if a sufficient
number of keypoints from the current video-frame are matched
(including the corresponding matches of scales) to the keypoints
from the database images of the object. Preliminary experiments
on a limited-size dataset confirm performances of the scheme,
although in the classical task of video-frame retrieval the scheme
cannot compete with more sophisticated CBVIR algorithms.
The scheme can prospectively become more flexible if combined
with a range-finding device so that the approximate distances
to the scene components within the currently inspected part
of the image can be used to proportionally modify the scale
correspondences.

I. INTRODUCTION AND BACKGROUND WORKS

Visual search for unpredictably located objects of interest
(where such object are represented by their exemplary images)
remains one of important tasks for mobile robotics. Under-
standably, CBVIR is a natural source of algorithms for such
a task. Actually, one of the fundamental CBVIR concepts
of visual words was originally proposed for videos [1]. Al-
gorithms for sub-image retrieval (where the objective is to
identify images containing fragments near-duplicate to the
query image) are particularly important. Those algorithms
are usually based on detecting keypoints and, subsequently,
comparing their visual words. Generally, however, three major
differences exist between real-time visual search by mobile
agents and classical CBVIR tasks:

1) In CBVIR, infrequently arriving query images (submitted
by the users) are matched against large/huge datasets,
e.g. [2], [3], while in a camera-based visual search very
small datasets (template images of objects of interest) are
matched against large numbers of continuously arriving

queries (video-frames acquired by a single camera or by
simultaneously working multiple cameras attached to a
mobile agent).

2) Because of (1), the computational costs of image pre-
processing (i.e. keypoint detection and description, quan-
tization into visual words, etc.) are in visual search as
critical as the complexity of the actual image matching
and retrieval. In classical CBVIR, the costs of image pre-
processing are considered negligible.

3) In visual search, the objective is to detect all instances of
interesting objects, where each instance is represented by
a sequence of frames in the input video stream. However,
not all such frames have to be perfectly identified. Thus,
in the video search (unlike in standard CBVIR tasks)
recall of individual frame retrieval can be compromised,
but precision should be as high as possible.

As an illustrative example, Fig. 1 shows an object of
interest and an exemplary video-frame returned by the search
algorithm.

(a) (b)

Fig. 1. The object of interest (a) and an exemplary frame containing it (b).

In this paper, we propose and preliminarily evaluate a
scheme which exploits the above characteristics of visual
search (and mobility of the searching agent) to achieve at low
costs a high performance object detection in cluttered scenes.
As the basic components of this scheme, we use standard
CBVIR tools, i.e. MSER detector [4] and SIFT descriptor [5]
(in its RootSIFT variant [6]). Descriptors are quantized into a
large vocabulary of one million words (to assure satisfactory
precision). To avoid high costs of descriptor quantization into
words, a simple quantization method based on the statistical
properties of descriptors is used. Details of the image pre-
processing phase are described in Section II.

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 241–246

DOI: 10.15439/2015F85
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 241



Image matching is performed using the most straightfor-
ward criterion, i.e. the number of keypoint correspondences
(e.g. [7], [5]) where a match is defined by identical visual
words. However, we reject matches for which the ellipses
of MSER keypoints are not in the correspondingly similar
scales. Because the search is conducted by mobile agents,
this requirement indicates that the agent finds an object at
a specific distance (defined by the scale of the object images
in the database). More details and explanations are given in
Section III.

In Section IV, preliminary experimental results of the pro-
posed approach are overviewed. In particular, performances of
the method are compared to alternative solutions.

II. PRINCIPLES OF IMAGE PRE-PROCESSING

For a feature-based real-time visual search, efficient de-
tection and description of keypoints is a critical factor. In
particular, the number of keypoints should not be excessively
large (and controllable in some sense). Thus, we use MSER
detector which is affine invariant, has good performances (as
reported in [8]), low complexity (which can be further reduced
by using special techniques proposed for MSER detection in
video sequences, e.g. [9]) and a few tuning parameters to
control the numbers of detectable keypoints. Actually, recent
implementations of MSER detectors in hardware, e.g. [10],
[11], achieve a throughput approaching hundreds of frames
per second, which indicates that MSER keypoint extraction is
not a critical factor in a real-time image pre-processing, even
if several cameras are simultaneously used.

Hardware implementations of SIFT descriptors (and detec-
tors too) have been reported as well (most recently in [12]).
Notably, development of a system-on-chip SIFT descriptor
for affine-invariant keypoints is currently under way in our
organization as well. Therefore, the feasibility of real-time
SIFT description of detected keypoints can be considered
documented. Even the Matlab implementation of MSER de-
tector combined with a SIFT description module in C++
provide a throughput of 2-3 frames/sec (including all disk
read/write overheads) which can be accepted as near real-time
performances for slowly moving agents.

The final step of image pre-processing for CBVIR is
quantization of descriptors into visual words. The size of
vocabularies can be very diversified, typically ranging from
a few thousand to a few million. Although small vocabularies
provide better recall of keypoint matching, precision is gen-
erally unacceptably low. Precision obviously improves (at the
expense of recall) with the growing size of vocabulary, but if
the vocabulary becomes too large, the quantization intervals
could be smaller that natural fluctuations of descriptors, and
it might be difficult to find matches even in pairs of almost
identical images.

Published results (e.g. [13], [3]) indicate that the recom-
mended sizes of visual vocabularies are in the range of millions
of words, especially if precision is more important than recall
(which is the case in visual search by mobile agents, see Point
(3) in Section I). Thus, RootSIFT descriptors are quantized

into a vocabulary of 1M words (although tests have been
conducted using smaller sizes as well - see Section IV).
For such a large vocabulary, the standard quantization of
descriptors into words by the (approximate) nearest neighbour
approach could be a bottleneck in real-time processing of
video frames. Instead, the descriptor space has been partitioned
off-line into hypercubes of similar probabilities (the probabil-
ity density was estimated using over 500 million keypoints
from diversified images). Then, the descriptor quantization
requires only a small number of additions and comparisons,
and the processing time is negligibly small.

III. IMAGE MATCHING AND OBJECT DETECTION

In visual search, the objective is to identify video fragments
(sequences of frames) containing the object(s) of interest,
regardless the background visual contents. From CBVIR per-
spective, this is a problem of partial near-duplicate detection,
for which a fully satisfactory solution has not been found yet.
Nevertheless, most of the state-of-the-art methods seem to fol-
low the same two-step approach. First, similarities between in-
dividual keypoints are established (using descriptors or visual
words). Then, the geometric consistencies between groups of
preliminarily matched keypoints are verified to detect clusters
of similarly transformed keypoints (which are considered the
near-duplicate fragments). Either more advanced algorithms,
like the Hough transform, RANSAC, etc. are used (e.g. [14],
[15], [16], [17]) to provide more credible results at higher
computational costs, or simplified approaches (e.g. [18], [2],
[3]) more suitable for large-scale applications are alternatively
employed to verify the consistencies.

In the proposed scheme, we detect partial near-duplicates
(presumably representing the objects of interest) in a way
that merges the first step with a very simple variant of
the geometric verification (where only the scale consistency
of matching keypoints is verified). Altogether, the level of
similarity between a query image (i.e. a video frame) and
a database image of an object is defined by the number of
keypoint correspondences, where two MSER keypoints K1 (a
query keypoint) and K2 (a database keypoint) match if:

Definition 1.
1) The keypoints are described by the same visual word, i.e.

word(K1) = word(K2).
2) The keypoints have similar scales. Assuming that M and

m indicate, correspondingly, the length of major and
minor axes of the keypoint ellipses, the conditions for
the scale consistency are:

0.8M(K2) ≤ M(K1) ≤ 1.2M(K2), (1)

0.8m(K2) ≤ m(K1) ≤ 1.2m(K2). (2)

The second requirement of the above definition can be justified
as follows:

The visual scale of an object in a captured video
obviously corresponds to the distance between this
object and the camera. When a mobile agent ex-
plores its environment, it is expected to recognize
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Exemplary matches obtained by using the scale verification (a, b, c), and without such a verification (d, e, f). A vocabulary of 1M words is applied. In
(b) the object is not detected because its scale is too large (but it is detected in (e) where the scale is not verified). In (c), scale verification prevents detection
of a non-existing object (falsely detected in (f)).

objects of interest when they are approached at a
sufficiently close distance, i.e. at least at a prede-
fined threshold distance. Thus, the database should
contain images of objects of interest in the refer-
ence scales approximately corresponding to such
threshold distances. The images in larger scales are
not needed because the objects should be detected
earlier (at the threshold distance) while smaller
scales represent objects too distant to be interesting
for the agent. Therefore images in larger or smaller
scales are not included in the database.

The axes length tolerance in Eqs 1 and 2 is rather wide (and
taken independently for major and minor axes) so that not
only small scale deviations but also minor viewpoint changes
(up to approx. 30o) are generally accepted by the matching
algorithm.

A similar philosophy (although with much less efficient
tools for keypoint detection and matching) was behind the
results presented in [19].

Eventually, two images are considered partial near-
duplicates (i.e. a part of the query frame matches the object
of interest) if at least 4 pairs of keypoint correspondences
are found according to Definition 1. This is the minimum
number of matches needed for the verification of affine
transformation consistency between images (three pairs to
build the transformation, and the fourth one to verify it).
Although currently only the scale consistency is applied, such
a geometric verification might be used in the future for more
advanced tasks (e.g. in determining the number of the same
objects of interest in a single video frame).

This matching method is sufficiently fast for visual search
tasks considered in this paper. If the images are pre-processed
(i.e. MSER keypoints are extracted and assigned visual words,
which are very fast operations as outlined in Section II) even
the Matlab implementation provides a throughput of approx.

50-60 video frames of VGA resolution per second (i.e. the
search can be conducted using 2-3 simultaneously working
cameras).

Examples in Fig. 2 highlight the principles and specific
characteristics of object detection using the proposed image
matching technique.

IV. EXPERIMENTAL VERIFICATION

The proposed scheme has been preliminarily verified on a
number of short (i.e. 30 − 60 seconds) videos captured in
heavily cluttered indoor environments. A small collection of
objects of interest has be arbitrarily proposed (see Fig. 3).

Fig. 3. Examples of objects of interest.

The objective is to identify all instances (but not necessarily
all frames of the video) of the objects which are seen for
some time at the reference or larger scale (i.e. more distant
appearances of the objects are not counted). Fig. 4 shows a
few frames from an exemplary beginning (when the object
becomes sufficiently large) and from an exemplary end (when
the object becomes too small and/or disappears from the field
of view) of such instances. In all cases, the ground truth
data, i.e. the initial and terminal frames of the instances, are
established manually.
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Fig. 4. Examples of frames from a typical initial part (two top rows) and
a typical terminal part (two bottom rows) of a ground-truth instance of an
object of interest.

The scheme’s performances are evaluated by comparing
ground-truth instances and so-called active sequences ex-
tracted by the scheme.

Definition 2.
An active sequence is initiated whenever the algo-
rithm identifies a frame matching (according to the
specification in Section III) a database image of an
object (e.g., Fig. 2A). Then, the active sequence
continues until there are at least five consecutive
frames which do no match the same object database
images.

The value 5 has been established empirically; it corresponds
to approx. 0.2sec during which the object may be temporarily
invisible (due to sudden flashes of light, temporary camera
defocusing, etc.). However, when an active sequence is ter-
minated, it does not mean the object is not visible anymore.
Actually, the following cases are possible:

• The object is too close to the camera so that its scale is
too large for a match with database images.

• The object becomes too distant (its scale is too small for
a match) which means it is no more an object of interest.

• The object actually disappears from the field of view.
Regardless the reason for which an active sequence is termi-
nated, the following requirements define a fully reliable object
detection scheme:
(a) Each active sequence is fully enclosed within a ground-

truth instance, i.e. non-existing objects are never detected.
(b) Each ground-truth instance overlaps at least one active se-

quence, i.e. each genuine instance of an object is detected

at least by a single active sequence.
Using the above specifications, we straightforwardly define
precision (PA) of active sequence extraction and recall (RI) of
ground-truth instance detection in a visual search process by
a mobile agent as follows:

PA =
AS(a)

AS
, (3)

where AS(a) is the number of active sequences satisfying
the above Requirement (a), and AS is the total number of
extracted active sequences.

RI =
GTI(b)

GTI
, (4)

where GTI(b) is the number of ground-truth instances satisfy-
ing the above Requirement (b), and GTI is the total number
of ground-truth instances.

It was mentioned in Section I that in object detection by
visual search recall of the individual frame retrieval can be
compromised, but precision should be as high as possible.
However, both RI recall and PA precision values should be at
the highest possible levels to reliably detect object instances.

Performances (based on Eqs 3 and 4) of the scheme for the
test dataset of videos and objects are summarized in the top
row of Table I. To illustrate advantages of the proposed scheme
over the other choices, we include in Table I the results for
three alternative scenarios. First, the same vocabulary of 1M
words is used but without the scale verification (the second row
of Table I). Secondly, a much smaller vocabulary of 64k words
is used (with the scale verification) instead of the proposed
1M vocabulary (the third row of Table I). The last scenario
included in Table I will be discussed later.

Although each of the three schemes detects all instances
of objects visible within the test dataset of videos, there
are significant differences in the numbers of extracted active
sequences, and (consequently) in the reliability of detection.
When scale verification is ignored, or the size of vocabulary is
significantly reduced, the number of active sequences grows
disproportionally (5 − 6 times in our experiments) and PA
precision falls dramatically. The explanations are similar for
both cases. On one hand, credibility of individual keypoint
correspondences is limited (even for larger vocabularies) if
no means of geometric verification are used. On the other
hand, if the vocabulary is small, the number of keypoint
correspondences can be so large that even the scale verification
is unable to delete all false positives. As a result, large numbers
of false active sequences are extracted from the incoming
stream of frames. Even though most of those incorrect active
sequences are short (1− 2 frames) they should not be ignored
because there are some cases when the ground-truth instances
are represented only by such short active sequences.

Fig. 5 shows examples of incorrect matches (some parts of
Fig. 2 are also illustrative) including a rather unusual (since
PA precision is equal to 98.8%) case of a false positive for
matching with 1M words and scale verification.

It should be emphasized that high performances of the
proposed low-complexity scheme are achievable for object
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TABLE I
PERFORMANCES OF OBJECT DETECTION USING THE PROPOSED SCHEME AND THREE ALTERNATIVE SCHEMES.

Scheme Ground-truth Active RI recall PA precision
instances sequences (Eq. 4) (Eq. 3)

1M words with 58 329 100.0% 98.8%
scale verification
1M words without 58 1886 100.0% 20.6%
scale verification
64k words with 58 1618 100.0% 15.6%
scale verification
the method 58 117 60.3% 100.0%
from [16]

TABLE II
PERFORMANCES OF INDIVIDUAL FRAME RETRIEVAL. IF THE SCALE VERIFICATION IS USED, ONLY THE FRAMES CONTAINING THE OBJECT IN APPROX.

THE REFERENCE SCALE ARE CONSIDERED THE GROUND TRUTH.

Method Ground-truth Retrieved Recall Precision
frames frames

1M words with 5429 1342 22.1% 89.4%
scale verification
1M words without 15479 19741 60.1% 47.1%
scale verification
64k words with 5429 18078 73.3% 22.0%
scale verification
the method 15479 7514 47.9% 98.6%
from [16]

(a) (b)

(c) (d)

(e)

Fig. 5. Examples of false positive matches. In (a,b) 1M words without scale
verification are used, while in (c,d) a vocabulary of 64k words is applied with
scale verification. A very unusual case of a false positive for 1M words with
scale verification is shown in (e).

detection task only. For a classical CBVIR problem of relevant
frame retrieval, i.e. detection of ALL frames partially near-
duplicate to the database images of objects of interest, the
results are much poorer as shown in Table II presenting
performances of various schemes in such a classical relevant
frame retrieval task (using standard CBVIR definitions of

precision and recall as the scores). Thus, as the last scenario,
we included a high-performance (and high-complexity) image
matching method proposed in [16] (the original executables of
this method have been used). The last row of Table II clearly
illustrates superiority of this advanced CBVIR method. The
approach proposed in this paper satisfy only the requirement
of high precision. Therefore, it is not surprising that methods
similar to the proposed approach are rather seldom considered
for typical CBVIR tasks.

Nevertheless, the algorithm of [16] performs poorer in the
problem of object detection. As shown in the last row of
Table I, its RI recall of instances detection is at unsatisfactory
level of only 60%, which is much less than all other schemes
presented in this table (which score 100%). Admittedly, it
achieves 100% of PA precision but (as mentioned earlier) both
parameters should be as high as possible in a reliable object
detection scheme.

V. CONCLUDING REMARKS AND FUTURE
RECOMMENDATIONS

The paper proposes a CBVIR-based scheme for visual
detection of predefined objects of interest in cluttered envi-
ronments. The scheme seems to be an attractive option for
low-cost mobile agents equipped with vision devices. The
proposed scheme provides (as preliminarily confirmed by our
limited-scale experiments) sufficiently high performances us-
ing only low-complexity CBVIR mechanisms (borrowed from
a classical CBVIR problem of partial near-duplicate retrieval).
Additionally, we assume that the encountered objects become
objects of interest when seen from a sufficiently short distance.
This threshold distance defines the scale at which the database
template images of objects should be recorded. Then, a frame
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containing an object would be recognized as an interesting
one if two conditions are met. First, it is similar to a database
image of some object of interest (i.e. numerous keypoint cor-
respondences defined by identical visual words from a suffi-
ciently large  vocabulary exist)  and,  secondly, a  significant
number  of  those  matching  keypoint  pairs  are  in  approxi-
mately the same scale (i.e. the object  is approached at ap-
proximately the threshold distance).

The  second  requirement  can  be  considered  a  limitating
factor, especially if the threshold distance (or rather the scale
corresponding to this distance) cannot be specified or it fluc-
tuates, e.g. because of the camera zoom. However, in typical
modern  applications  (in  robotics  in  particular)  the  mobile
agents are usually equipped with some kind of range-sensing
devices which can provide the agent with the depth data, e.g.
[20], [21]. Then, an estimate of the distance to the observed
part of the environment can be used to correspondingly mod-
ify the reference scale to be applied in the scheme (so that an
adaptive  reference  scale  is  used).  The  only  modification
needed is a minor change in Eqs 1 and 2, which should be
rewritten as

0.8M (K2) ≤ SF·M(K1) ≤ 1.2M(K2), (5)

0.8m (K2) ≤ SF·m(K1) ≤ 1.2m(K2), (6)

where  SF is  the scale adaptation factor  which can be esti-
mated using the depth data from a range sensor and/or the
current camera focus data.

REFERENCES

[1] [1]  J.  Sivic  and  A.  Zisserman,  “Video  google:  A  text  retrieval
approach  to  object  matching  in  videos,”  in  Proc.  9th  IEEE Conf.
ICCV 2003, vol. 2, Nice, 2003. doi: 10.1109/ICCV.2003.1238663 pp.
1470–1477.  [Online].  Available:  http://dx.doi.org/10.1109/ICCV.
2003.1238663

[2] H. Jegou, M. Douze, and C. Schmid, “Improving bag-of-features for
large scale image search,” International Journal of Computer Vision,
vol. 87, no. 3, pp. 316–336, 2010. doi: 10.1007/s11263-009-0285-2.
[Online]. Available: http://dx.doi.org/10.1007/s11263-009-0285-2

[3] H. Stew   enius, S. Gunderson, and J. Pilet, “Size matters: Exhaustive
geometric  verification  for  image  retrieval,”  in  Proc.  ECCV  2012,
vol. II, Florence, 2012. doi: 10.1007/978-3-642-33709-3 48 pp. 674–
687. [Online]. Available: http://dx.doi.org/10.1007/978-3-642-33709-
3 48

[4] J. Matas, O. Chum, M. Urban, and T. Pajdla, “Robust wide baseline
stereo from maximally stable  extremal  regions,”  Image  and  Vision
Computing, vol. 22, pp. 761–767, 2004. doi: 10.1016/j.imavis.2004.
02.006.  [Online].  Available:  http://dx.doi.org/10.1016/j.imavis.2004.
02.006

[5] D.  G.  Lowe,  “Distinctive  image  features  from  scale-invariant
keypoints,” International Journal of Computer Vision, vol. 60, no. 2,
pp.  91–110,  2004.  doi:  10.1023/B:VISI.0000029664.99615.94.
[Online].  Available:  http://dx.doi.org/10.1023/B:VISI.0000029664.
99615.94

[6] R.  Arandjelovic  and  A.  Zisserman,  “Three  things  everyone  should
know to improve object retrieval,” in  Proc. IEEE Conf. CVPR 2012,
2012.  doi:  10.1109/CVPR.2012.6248018  pp.  2911–2918.  [Online].
Available: http://dx.doi.org/10.1109/CVPR.2012.6248018

[7] Y. Ke,  R.  Sukthankar,  and  L.  Huston,  “An  efficient  parts-based
nearduplicate  and  sub-image  retrieval  system,”  in  Proc.  ACM
Multimedia  Conf., 2004.  doi:  10.1145/1027527.1027729  pp.  869–
876. [Online]. Available: http://dx.doi.org/10.1145/1027527.1027729

[8] K. Mikolajczyk,  T. Tuytelaars,  C.  Schmid,  A. Zisserman,  J.  Matas,
F. Schaffalitzky, T. Kadir, and  L. V. Gool,  “A comparison  of affine
region detectors,” International Journal of Computer Vision, vol. 65,
pp.  43–72,  2005.  doi:  10.1007/s11263-005-3848-x.  [Online].
Available: http://dx.doi.org/10.1007/s11263-005-3848-x

[9] M.  Donoser  and  H.  Bischof,  “Efficient  maximally  stable  extremal
region (mser) tracking,” in Proc. IEEE Conf. CVPR 2006, 2006. doi:
10.1109/CVPR.2006.107  pp.  553–560.  [Online].  Available:
http://dx.doi.org/10.1109/CVPR.2006.107

[10] F. Kristensen and W. MacLean, “Real-time extraction of maximally
stable  extremal  regions  on  an  fpga,”  in  Proc.  IEEE Symp.  ISCAS
2007,  2007.  doi:  10.1109/ISCAS.2007.378247  pp.  165–168.
[Online]. Available: http://dx.doi.org/10.1109/ISCAS.2007.378247

[11] E. Salahat, H. Saleh, A. Sluzek, M. Al-Qutayri, B. Mohammed, and
M. Ismail, “Architecture and method for real-time parallel detection
and  extraction  of maximally stable extremal regions (msers),”  U.S.
Patent Application No. 14/482,629, 2014.

[12] J. Jiang, X. Li, and G. Zhang, “Sift hardware implementation for real-
time  image  feature  extraction,”  IEEE  Trans.  Circuits  Syst.  Video
Technol., vol. 24, no. 7, pp. 1209–1220, 2014. doi: 10.1109/TCSVT.
2014.2302535. [Online]. Available: http://dx.doi.org/10.1109/TCSVT.
2014.2302535

[13] D.  Nist    er  and  H.  Stew   enius,  “Scalable  recognition  with  a
vocabulary tree,” in Proc. IEEE Conf. CVPR 2006, vol. 2, 2006. doi:
10.1109/CVPR.2006.264  pp.  2161–2168.  [Online].  Available:
http://dx.doi.org/10.1109/CVPR.2006.264

[14] O. Chum and J. Matas, “Matching with prosac - progressive sample
consensus,” in Proc. IEEE Conf. CVPR 2005, San Diego(CA), 2005.
doi:  10.1109/CVPR.2005.221  pp.  220–226.  [Online].  Available:
http://dx.doi.org/10.1109/CVPR.2005.221

[15] D. G. Lowe, “Object recognition from local scale-invariant features,”
in  Proc.  7th  IEEE  Int.  Conf.  Computer  Vision, vol.  2,  1999.  doi:
10.1109/ICCV.1999.790410  pp.  1150–1157.  [Online].  Available:
http://dx.doi.org/10.1109/ICCV.1999.790410

[16] M.  Paradowski  and  A.  Śluzek,  “Local  keypoints  and  global  affine
geometry:  Triangles  and  ellipses for image fragment  matching,”  in
Innovations in Intelligent Image Analysis, H. Kwasnicka and L. Jain,
Eds.  Springer-Verlag,  2011,  vol.  SCI339,  pp.  195–224.  [Online].
Available: http://dx.doi.org/10.1007/978-3-642-17934-1 9

[17] Z. Wu, Q. Ke, M. Isard, and J. Sun, “Bundling features for large scale
partial-duplicate  web  image  search,”  in  Proc.  IEEE  Conf.  CVPR
2009, Miami  Beach,  2009.  doi:  10.1109/CVPR.2009.5206566  pp.
25–32.  [Online].  Available:  http://dx.doi.org/10.1109/CVPR.2009.
5206566

[18] O.  Chum and  J.  Matas,  “Large-scale discovery of  spatially related
images,”  IEEE  PAMI, vol.  32,  no.  2,  pp.  371–377,  2010.  doi:
10.1109/TPAMI.2009.166.  [Online].  Available:  http://dx.doi.org/10.
1109/TPAMI.2009.166

[19] M. Islam and A. Śluzek,  “Relative scale method to locate an object in
cluttered environment,” Image and Vision Computing, vol. 26, no. 2,
pp.  259–274,  2008.  doi:  10.1016/j.imavis.2007.06.001.  [Online].
Available: http://dx.doi.org/10.1016/j.imavis.2007.06.001

[20] K.  Shubina  and  J.  Tsotsos,  “Visual  search  for  an  object  in  a  3d
environment  using a mobile  robot,”  CVIU, vol.  114,  pp.  535–547,
2010. doi: 10.1016/j.cviu.2009.06.010. [Online]. Available: http://dx.
doi.org/10.1016/j.cviu.2009.06.010

[21] K. Sjo, D. Lopez, C. Paul, P. Jensfelt, and D. Kragic, “Object search
and  localization  for  an  indoor  mobile  robot,”  J.  Computing  and
Inf.Technology, vol.  CIT  217,  no.  1,  pp.  67–80,  2009.  doi:
10.2498/cit. [Online]. Available: http://http://hrcak.srce.hr/index.php?
show=toc&idbroj=3662

246 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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Abstract—The paper presents a concise report on the compar-
ison of the classifiers k-NN and SVM in the case of a fuzzy clas-
sification of the arterio-venous fistula based on audio recordings.
What has been used in the studies are the acoustic signals taken
from both healthy patients as well as those diagnosed with the
narrowing of a fistula in a mild and major degree of stenosis.
In the publication there have been selected two features, each
presenting one- time and frequency domain, which enable a quite
clear depiction of the classification result. The aim of the study is
to develop a solution enabling the detection of fistula’s pathologies
at an early stage.

I. INTRODUCTION

THE MAINTENANCE of a properly functioning arterio-
venous fistula is extremely important for those who

undergo a haemodialysis. Its good condition providing an
access to arterial blood with a great degree of flow enables
an efficient process of extracorporeal blood filtration. The
condition of a fistula is examined by a stethoscope auscultation
each time before connecting the patient to a dialysis apparatus.
In particular examples diagnostics may be extended to USG
examination with the Doppler’s facility. Unfortunately, the
most abnormalities in functioning of a fistula are diagnosed
when they are so advanced that they might be detected just
with a use of a stethoscope. The most frequent problem is a
deformation of a fistula’s vessel which result in a decreasing
of its diameter. The narrowing causes a decrease of an arterial
blood supply and as a result it could lengthen the process of
haemodialysis or even it could make it impossible. That is why
it is crucial to determine the methods of an early detection of
any pathology within a fistula.

According to the studies conducted, the character of a sound
emitted by the blood flowing inside a fistula’s vessel vary
depending on the state of a fistula. The blood flowing through
a fistula in a normal state is continous and it undergoes a very
slight changes in a heart rhythm period. As a result a noise of
a flowing blood can be heard well all the time. In a stenosed
fistula a blood flow is hindered, what effects in rhythm changes
of the intensity of a sound, compatible with a heart rhythm.
The amplitude of changes is then even bigger and the stenosis
of a fistula is more advanced. The differences in the picture

of an acoustic signal of a properly working fistula as well as
a pathologically changed fistula are presented in the fig.1.

0 0.5 1 1.5
−1

−0.5

0

0.5

1

t[s]

n
o

rm
a

liz
e

d
 a

m
p

lit
u

d
e

(a) normal fistula

0 0.5 1 1.5
−1

−0.5

0

0.5

1

t[s]

n
o

rm
a

liz
e

d
 a

m
p

lit
u

d
e

(b) stenosed fistula

Fig. 1. An image of the time-domain audio signal emitted by the arterio-
venous fistula

Not all anomalies which may occur within the fistula’s
area result in a decreasing of the flow. When it comes to
the hyperkinetic fistula the blood flow increases excessively,
what may result in cardiological complications or even strokes.
However, each change of geometry of a fistula causes the
change in a character of the flow of the transported blood.
Usually, the flow becomes turbulent and causes changes in a
frequency spectrum of a signal, what has been show in the
fig.2.

Presented examples of trajectories in both the time and
the frequency domain represent extreme cases, moreover, the
fistula diagnosed as pathological qualifies for a reconstruction
through a surgical treatment. Another problem is detecting
an anomaly in an early stage, what enables a preventive
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Fig. 2. The frequency spectrum of the acoustic signal emitted by the arterio-
venous fistula

intervention enabling a suppression of unwanted changes. In
order to do that what should be determined ,apart from the
collections of data from extreme cases, are concentrations of
data referring to average cases with the use of which the
classifier should be trained enabling their proper assessing.

II. MATERIALS AND METHODS

The research material has been collected from 9 patients, all
male, age from 35 to 52. Two patients were diagnosed with an
extreme malfunction (occlusion) of a fistula, another two had
stenosis in various degrees of development, in the case of the
last five, the fistula was normal. The examination concerned
only end-to-side radio-cephalic fistulas located in a wrist. The
acoustic signal was taken from the distance of 5 cm from the
anastomosis point. The point of a signal intake is pictured in
the fig.3

Fig. 3. The point of a signal intake

The material has been taken with the use of a specially
created measuring area (fig.4) which includes:
a) A header made from the ABS material which is shaped in

a way that it enables the most possible anatomic position
of its end during the signal intake. Inside the main body
of the header electret microphone Ringford CZ034 has

been installed with responsivity -42dB (0dB=1V/Pa, 1KHz,
8mV/Pa) and S/N ratio better than 60dB.

b) A PC computer with Xubuntu Linux 14.10 operating
system, equipped with a sound card Sound Blaster PCI
64 constructed according to the Ensoniq AS1371 chip.
Dedicated application serving as an registrant of a sound
written in C++ with the use of the Qt library, communi-
cating also with the equipment thanks to the ALSA sound
server. The sample rate was determined on 8kHz level, with
a resolution 16 bits per sample.

c) Headphones used for the organoleptic monitoring of the
quality of the recorded material.

Fig. 4. data acquisition system diagram

From the taken material there have been isolated 100
samples from each group. The material has been randomly
divided into a training sets including 60 samples of each kind
and the testing set having 40 samples of each kind.

A common problem in classifiers building tasks is a great
difference in the amount of positive and negative training
patterns. In order to receive a set pattern with a similar number
for each of the classes there have been registered more samples
for each person with a stenosed or occluded fistula.

Registered material has been divided into parts correspond-
ing to a single heart rhythm period, next, there has been
distinguished properties being components of vector’s features.

Altogether, there have been determined over 20 properties
in a time domain and a frequency domain, and for the
visualization needs of this elaboration, two have been chosen,
each from one domain-time and frequency.

A. A property in a time domain.

When it comes to time domain, there has been chosen one
property based on a difference between the maximal and the
minimal value of the envelope of a signal (fig.5).
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Fig. 5. A property in a time domain

In order to get an envelope signal, it has been straighten
and filtrated with the use of a low-pass filter. A moving
average filter with the length of 1000 elements has been used.
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This property has been marked as f1 and calculated from the
equation (1).

f1 =
Amin

Amax
(1)

The initial analysis has shown that in the case of a fully
efficient fistula, the flowing blood generates a sound of a
slightly reducing intensity during the whole heart rhythm
period. The intensity of a sound emitted by a stenosed fistula
definitely characterizes with a greater fluctuation, as a result of
a periodical decrease of a flowing blood speed. In connection
to that, for an efficient fistula the value of its properties f1
will be higher than in the case of a narrowed fistula.

B. A property in a frequency domain

In order to get the properties in a frequency domain, a
signal had been firstly divided into fragments corresponding
to the heart rhythm and then transformed to the frequency
domain with using FFT transformation. In order to elimi-
nate a spectral leakage the Hamming time window has been
used.. From the spectral module possessed, there have been
distinguished two divisions: FR1 = [125HZ, 175Hz] and
FR1 = [375Hz; 425Hz] (fig.6).
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Fig. 6. A property in a frequency domain

The value of a spectral amplitude within these divisions
have been summarized and calculated its property f2 according
to the equation (2).

f2 =
FR1

FR2
=

∑175
f=125 fft∑425
f=375 fft

(2)

An analysis of signals coming from normal as well as
stenosed fistulas, has shown that in the case of those stenosed
ones, the value of a FR2 factor is definitely higher. Therefore,
the value of a f2 property will be smaller when the condition
of a fistula will be better.

C. The use of an SVM classifier in a fuzzy classification task

The classifier used in the elaboration comes from the
libSVM library in 3.2 version by Chih-Chung Chang and
Chih-Jen Lin. The library is written in the C++ language
owns interfaces which enable using with various programming
languages, including the "m" language in Matlab and Octave
environment, which were used in order to work out the results
of this elaboration.

The used classifier in the classifying tasks gives back the
value of -1 or 1 indicating the adjunction of an examined

feature vector in a particular category. In the regression tasks
what is given back is the real value, which may go beyond
the [−1, 1] interval.

ySV M =





−1 for SVMout < −1
SVMout for SVMout ∈ [−1; 1]
1 for SVMout > 1

(3)

Taking the specifics of the examined problem, it became
necessary to limit the set of values given back through the
interval classifier [−1, 1]. It has been accomplished by an
application of a function described as (3) pattern, where
SVMout is a regression value calculated through the classifier.

D. The use of the classifier k-NN in a fuzzy classification task

Normally, the algorithm k-NN is used in classification tasks,
what means it gives back a discreet value determining an
adjunction to the one of the classes determined beforehand. On
the account of the requirements determined by the assumptions
of this elaboration, it has become necessary to create an own
implementation of the k-NN algorithm in a way that it gives
back a real value from the continuum between two extreme
cases.

In order to do that, after having found the k-nearest
neighbors and calculating their Euclidean distance from the
examined point, the transformation described with a equation
(4) has been applied, where d(n) is a distance of the umpteenth
pattern from the examined point.

s(n) =
e−d(n)

∑k
i=1 e

−d(i)
(4)

In effect, the distance measurement has been changed into
the proximity measure s(n), simultaneously receiving

k∑

n=1

s(n) = 1

to calculate definitively an expected degree of belonging of
the examined point to the model classes.

yk−NN =

k∑

n=1

s(n)X(n) (5)

Assuming that all the model vectors are ascribed to the
classes from the range [−1, 1], the result of operation of such
constructed classifier will be within the same range.

III. RESULTS AND DISCUSSION

The SVM and k-NN classifiers have been compared in three
cases of using. For each case the accuracy has been determined
and the analysis with the use of a confusion matrix has been
conducted. In the first example the classifiers have been used
in a model classification task, however in two other cases in
a fuzzy classification task. For the k-NN classifier, the k=19
parameter has been established and used in all three cases. In
the first two cases for the SVM classifier the parameter c=1
has been established and there hasn’t been any transformations
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of the feature’s space used. In the third case, because of
the lack of a linear separation of the data, for the SVM
classifier the parameter C=100 has been established and a
kernel transformation with the use of the Gauss’s function has
been used.

A. Classification

In this task, the classifiers have been trained with a training
set including only the extreme data, namely, ascribed to one
of the two sets labeled "-1" or "1". Since the sets of data
of both classes are substantially distant from each other and
moreover, linearly separated, none of the classifiers had any
problems with their proper division, what is presented in the
fig.7.

(a) SVM

(b) k-NN

Fig. 7. Classification

In both cases, all the examined points have been accurately
recognized in both classes, what gave 100% of accuracy. The
classifiers differs only in the course of hyperplane of the
division of the classes, what happened to be irrelevant in this
particular case.

B. The fuzzy classification - version 1

In cases of a real assessment of an arterio-venous fistula’s
condition classifiers cannot determine the adjunction of the

examined point to one from the two extreme classes. The
task is problematic since it requires determining the position
of an examined point in a space between the extreme cases.
Therefore, as a result of its operation, a classifier cannot give
back the value of -1 or 1. It is necessary to adjust a classifier
in a way it could give back the value from the [−1, 1] range.
These values indicate a degree of adjunction of an examined
point to the extreme classes.

In the first version of a fuzzy classification a teaching set
containing only extreme cases has been applied. In effect, the
functions mapping the [f1, f2] features’ space in the [−1, 1]
range has been obtained as presented graphically in the fig.8.
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Fig. 8. Fuzzy classification - version 1

In testing, the set containing average cases have been used,
marked on a basis of an expert’s assessment with the labels
-0.33 and 0.33, what gave, in total, four classes of training
patterns labeled with: {−1,−0.33, 0.33, 1}.

In order to make the analysis the values given back by the
classifiers have been digitized to four ranges corresponding
to four entering classes, and next, compared with the real
adjunction of the testing patterns. The assignation of the ranges
of the starting classifiers to the appropriate classes is shown
in the table.I
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TABLE I
ASSIGNATION OF THE RANGES OF THE STARTING CLASSIFIERS TO THE

APPROPRIATE CLASSES

range class
[−1,−0.66) -1
[−0.66, 0) -0.33
[0, 0.66) 0.33
[0.66, 1]) 1

The result of the operation of the classifiers has been
compared in the table II and table III.

TABLE II
CONFUSION MATRIX - K-NN 0/1

accuracy:0.59 Actual value
-1 -0.33 0.33 1 class precision

Pr
ed

ic
te

d -1 40 19 1 0 0.67
-0.33 0 7 3 0 0.70
0.33 0 7 8 0 0.53

1 0 9 28 40 0.52
class recall 1.00 0.17 0.20 1.00

TABLE III
CONFUSION MATRIX - SVM 0/1

accuracy:0.78 Actual value
-1 -0.33 0.33 1 class precision

Pr
ed

ic
te

d -1 35 1 0 0 0.97
-0.33 5 24 11 0 0.60
0.33 0 15 26 0 0.63

1 0 9 3 40 0.93
class recall 0.88 0.60 0.65 1.00

The analysis of the confusion matrix shows definitely better
parameters of the SVM classifier. Although in the case of the
extreme classes labeled with -1 and 1 recall for the classifier
k-NN equal 100% and it is better than for SVM, for the
average classes, the values between ten and twenty percent
disqualify the k-NN classifier completely. However, the level
of accuracy of 80% obtained for the SVM classifier is also not
very satisfying, all the more, for the classes labeled negative
it has a tendency to make a better diagnosis.

C. The fuzzy classification - version 2

In order to improve the classifiers’ parameters, the next step
was to insert the vectors from the sets labeled -0.33 and 0.33
into the training sets. In effect, the functions mapping the
features’ space [f1, f2] into range [−1, 1] has undergone a
significant modification what has been pictured in the fig.9.

The modification improved the quality of operating of
both of the classifiers. The comparison of the results of the
classifiers’ testing is presented in the table IV and table V.

For the SVM classifiers the improvement is slight. The
accuracy increased from 78% to 81%, similarly, the class
precision and the class recall parameters have undergone in
some cases a slight correction down.

The results of the operation of the k-NN classifier have
undergone a significant improvement. The accuracy increased
from 59% to 85% and it exceeded the value obtained by the
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Fig. 9. Fuzzy classification - version 2

TABLE IV
CONFUSION MATRIX - KNN FUZZY

accuracy:0.85 Actual value
-1 -0.33 0.33 1 class precision

Pr
ed

ic
te

d -1 37 2 0 0 0.95
-0.33 3 29 6 0 0.76
0.33 0 9 30 0 0.77

1 0 0 4 40 0.91
class recall 0.93 0.72 0.72 1.00

SVM classifier. Only class recall for the "-1" class has slightly
reduced.

In both cases what can be observed is unfortunately the
problem of an accurate classification of the average classes.

IV. CONCLUSION

As a result of the conducted tests, what has been tentatively
stated is that both the SVM and the k-NN classifiers can be
applied in a task of an estimation of a fistula’s condition and
enable obtaining a relatively high co-factor of accuracy. What
provides proper operation of the examined classifiers is putting
into a set of pattern data not only extreme patterns determining
the limits of a case’s space but also, when it is possible, the
whole continuum. On the basis of obtained results it cannot
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TABLE V
CONFUSION MATRIX - SVM FUZZY

accuracy:0.81 Actual value
-1 -0.33 0.33 1 class precision

Pr
ed

ic
te

d -1 37 1 0 0 0.97
-0.33 3 27 12 0 0.64
0.33 0 12 24 0 0.67

1 0 0 4 40 0.91
class recall 0.93 0.68 0.60 1.00

be stated which of the applied classifiers will be the best for
the task. The differences in the accuracy of the classification
are slight and in most cases they are within the limits of the
statistical error.

In order to obtain more reliable results in continuing of the
examinations, the realization of a few conclusions seems to be
essential:

• it is necessary to collect a significantly greater number
of an overall data since a small amount of data used in
testing does not guarantee a solution of the problem,

• the signal samples have to be taken from the greater
number of patients,

• it is recommended to obtain the possible biggest amount
of data from the fistula’s in an average state between the
fully efficient to the occluded ones,

• it should be considered to widen or to change the set
of the features’ signal included in the analysis of the
features’ vector.

The application of the above-mentioned conclusions gives a
great chance for the fruitful continuation of the examinations
and in effect obtaining a solution enabling identification of
pathological states within a fistula in the earliest state possible.
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Abstract—Breast cancer is one from various diseases that has
got great attention in the last decades. This due to the number
of women who died because of this disease. Segmentation is
always an important step in developing a CAD system. This paper
proposed an automatic segmentation method for the Region of
Interest (ROI) from breast thermograms. This method is based
on the data acquisition protocol parameter (the distance from
the patient to the camera) and the image statistics of DMR-IR
database. To evaluated the results of this method, an approach for
the detection of breast abnormalities of thermograms was also
proposed. Statistical and texture features from the segmented
ROI were extracted and the SVM with its kernel function
was used to detect the normal and abnormal breasts based
on these features. The experimental results, using the bench-
mark database, DMR-IR, shown that the classification accuracy
reached (100%). Also, using the measurements of the recall and
the precision, the classification results reached 100%. This means
that the proposed segmentation method is a promising technique
for extracting the ROI of breast thermograms.

I. INTRODUCTION

BREAST cancer is the most common one among women,
and it most likely cause of women death in the world

wide. In the United States, one death of 4 is due to cancer [1].
There are many breast imaging techniques used for identifying
early stage of breast cancer. One of them is mammography.
It is most commonly used for screening of breast cancer.
However the false negative rate can reach up to 30% in
addition it expose patient to ionizing radiation effect [2].
Thermography uses a special heat-sensing camera to measure
and map the heat on the surface of the breast [3], [4].

As long as cancerous tumors have an increased blood supply
and cell growth they tend to be warmer than the surrounding
normal tissue and it is the idea behind using Thermal images
instead mammogram. Thermography play an important rule as
a visualization technique that can be used in many different
fields of physics and science. Unlike mammography, there is
no compression of the breast so women may find it more
comfortable, thermal imaging does not expose the woman to
any radiation, as occurs with mammography (a type of X-ray),
fast, low cost and sensitive method [5].

The extraction of the Region Of Interest, ROI segmentation,
from the breast image is very important for detecting the can-
cer from the breast images. ROI segmentation aims to separate
the regions of the breast from the other parts of the body. It can
range from a completely manual to a fully automatic process
[6]. Once the breast region is separated from the rest of thermal
images, then some features are extracted. Then some kindS of
artificial classifications algorithms are applied to classify the
organs in analysis as normal or abnormal [7].

For the automatic segmentation approaches [7], [8], the
level set technique [9] used to extract the blood vessels in
a thermal image. The level set function is evolved using the
gradient magnitude and direction of an edge map provided
by few initial points selected in region of interest. In [7],
automatic segmentation approach is proposed using active
contour and level set method without re-initialization. It is
used to extract the breast regions from breast thermograms.
Before applying the level set, a statistical based noise removal
and contrast-limited-adaptive histogram equalization are used
to improve signal to noise ratio and the contrast of thermal
images. Verification and validation of the segmented results
are carried out using 60 images against the ground truths. The
segmented areas are observed to be in good correlation with
the ground truth areas as the correlation coefficient was 98%.

For breast abnormalities, several attempts [10], [11], [12],
[13], [14] have been made to demonstrate the ability of
different features in detecting breast cancer abnormalities.
Texture features have been used to detect abnormal thermo-
grams using support vector machine (SVM) [11] and artifi-
cial neural networks [12]. Statistical features ranging from
first order statistical to higher order statistical features have
been extracted for automatic classification of abnormal breast
conditions using different classifiers like SVM [13], linear
discriminant classifier, minimum distance classifier and Parzen
window [14].

This paper proposes an automatic breast segmentation ap-
proach based on the distance between body and camera is 1
meter (dynamic protocol). In order to evaluate the accuracy
of the proposed segmentation approach, different selective
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features were extracted from the segmented regions and then
the SVM classifier was used to detect the breast abnormalities

This paper is organized as follows. Section II reviews
the existed segmentation and the extracted features methods.
Section III gives overview of the thermal imaging protocols
of breast cancer while Section IV presents the proposed
approach to segment region of interest. In Section V the
proposed segmentation is used to detect the abnormalities of
thermogarms images and IN Section VII the experimental
results are discussed. Finally, we conclude the paper and gives
some future directions in Section VIII.

II. LITERATURE REVIEW

To make our proposed approach, in this paper comparable
with its related work, we have limited this related work to the
efforts done using the DMR-IR database [15]. These efforts
can be classified into two classes: automatic segmentation
of breast regions [7]] [8] and classification based on the
asymmetry analysis to normal and abnormal cases [16], [17],
[18].

For the automatic segmentation [7], [8], the level set tech-
nique [9] has been used to extract the blood vessels in a
thermal image. The Level set function was evolved using the
gradient magnitude and direction of an edge map provided by
few initial points selected in region of interest. In [7], an au-
tomatic segmentation approach, using active contour and level
set method without re-initialization, was proposed to extract
the breast regions from breast thermograms. Before applying
the level set, a statistical based noise removal technique and
contrast limited adaptive histogram equalization were used to
improve signal to noise ratio and contrast of thermal images.
Verification and validation of the segmented results were
carried out using 60 images against the ground truths. The
segmented areas were observed to be in good correlation with
the ground truth areas as the correlation coefficient was 98

Another automatic segmentation approach has been pro-
posed in [8] to segment the frontal breast tissues from breast
thermograms. This approach made use of the Modified Phase
Based Distance Regularized Level Set (MPBDRLS) method.
The method was further modified by adopting an improved
diffusion rate model. The segmented region of interests was
evaluated using 72 gray scale images of size 320 X 240 pixels
and against the ground truth images. The overlap measures
showed that the average similarity between four sets ground
truths and segmented region of interests was 97%.

The asymmetric-based classification is based on the asym-
metric abnormalities which can be identified by comparing
the features extracted from the breast regions (right and left).
Several statistical and fractal features are found to be useful
features in identification of pathological conditions of breast
tissues [18]. Using DMR-IR database, in [16], an approach
was proposed to classify the normal and abnormal (carcinoma,
nodule and fibro adenoma) breast thermograms Gabor wavelet
transform. First, the segmentation of the breast tissues was
performed using ground truth masks and the raw images.
Gabor features [19] were then extracted for the detection of

the abnormalities. The results showed that from total of 20
images, used of the approach evaluation, there were 9 images
with carcinomas, 6 with nodules, and 5 with fibro adenomas.

III. INFRARED IMAGING PROTOCOLS

Infra-red imaging protocols in general have the following
parts: Recommendations to the patient, conditions of the
examination room; preparation, cooling and positioning of the
patient; capturing positions and parameters. For recommenda-
tion to the patient, patient asked to avoid: Alcohol, caffeine,
physical exercises, and nicotine for at least two hours before
the examination process. And for condition of examination
room, Room temperature must be maintained between 20◦C
and 22 ◦C, no airflow directed to the patient no windows, no
opening.

For preparation of the patient, she is asked to remove
earrings, necklaces or other accessory. The patient’s body tem-
perature is checked by clinical thermometer and her hair stuck
with a cap. The patient is positioned in front of the camera
with the hands on the head. And for capturing positioning
and parameters, the standard distance between the camera and
the patient is 1 m. But it depend on the size of the patient,
a distance of 0.8m or 1.2m is adopted for a better frame of
the region of interest (breast and armpit) in the image. The
distance, room temperature and the relative humidity of the
air are recorded and inserted as parameters in the IR camera
settings [20].

In all reproduced protocols, the initial procedures are equal
to each volunteer. These procedures are i) to check the central
temperature by a clinical thermometer; ii) to check whether
the volunteer followed the recommendations of the protocol
which are at least two hours before: iii) to ask the patient to
remove beads, earrings and other accessories which can be
viewed in the thermal images and hold the hair with a shower
cap; and iv) to ask the patient to remove clothing from the
waist up.

In all protocols below the volunteer stays with his hands on
his head during the whole process.

1) First Static Protocol: The volunteer rests for 10 minutes
to stabilize the skin temperature of the breasts and
armpit. After that, a frontal image is captured.

2) Second Static Protocol: Similar procedures of the pre-
vious protocol, but in this, the volunteer rests per 15
minutes.

3) First Dynamic Protocol: An electric fan is turned on
and directed to the volunteer’s breasts and armpits per
2 minutes. After this, six images are captured, one each
minute.

4) Second Dynamic Protocol: Alcohol is applied at the
region of the volunteer’s breasts and armpits, then an
electric fan is turned on and guided to this region per
30 seconds. After this, six images are captured, one each
minute.
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IV. THE NEW SEGMENTATION METHOD

The proposed segmentation method depends on the prede-
fined parameter (i.e. th distance between camera and patient)
of the data acquisition protocol used to collect thermal breast
image in [20]. In our case, the breast’s region occupies nearly
half of the image height while the other areas include women
shoulders and stomach. Figure 1 confirm these facts.

The main idea of the proposed segmentation method is
based on the following facts [20]:

1) The distance between body and camera is 1 meter
(dynamic protocol).

2) As can be seen from Figure 1, the image includes only
the upper part of the patient that contains a part of the
stomach and arms with nick.

3) The breast engaged a specific position in human body
which is nearly at the center of the image, see Figure 1.

As a result of these facts, we followed the algorithm as see
in Algorithm (1).

Algorithm 1 Segmentation Method

1: Read original grayscale thermal image, I
2: Read M = I’s height
3: Read N = I’s width
4: Read the corrdinates Y1 and Y2 where Y1 = 1/4 ∗M and

Y2 = M − 0.2 ∗M
5: Extract the ROI where ROI =

imcrop(I, [X1, X2, Y1, Y2]), where X1 = 0 and
X2 = N

6: Convert the ROI to binary image by using threshold with
value equal to 0.4 (trial and error) to differentiate body
from background

7: Remove columns from the image width having value = 0

In case, as a women body is not always at center of image
then after getting initial ROI extracted, threshold will be used
to binaries the image. Then full column with zero value will
be removed in order to focus on breast region. Figures 3 and 2
show the extracted ROI from original grayscale thermal image
in case of normal and abnormal.

To explain how this new segmentation method works, we
give the following example. Suppose, there is an image with
480 height and 640 width as seen in Figure 4. Based on
Algorithm (1), the coordinate of the ROI are X where X
ranges form 1 to 640 and Y where Y from 120 to 384.

V. BREAST ABNORMALITIES DETECTION APPROACH

To evaluate the new segmentation method, we proposed a
breast abnormalities detection approach. As shown in Figure
5, this approach consists of four phases: ROI segmentation,
ROI enhancement, feature extraction and classification.

a) ROI Segmentation: : At this phase, our method, intro-
duced in Section (IV) will be applied to extract the ROI (i.e.
the breast region) from original grayscale thermal image.

b) ROI Enhancement: Image enhancement is important
step in image processing. It used to bring out detail that is
obscured, or simply to highlight certain features of interest
in an image. Then histogram equalization is used to enhance
contrast of the image and increase classification accuracy.

c) Features Extraction: Two types of features (first order
statistical and texture) are extracted from the enhanced ROI
of breast thermograms. The first order statistical features
include mean, standard deviation, median, mode, skewness and
kurtosis whereas the texture ones consists 15 features which
were extracted from gray-level co-occurrence matrix (GLCM)
[21] with the distance parameter d = 1. These features
are Energy, Contrast, Correlation, Sum of square variance,
Homogeneity, Dissimilarity, Inverse difference moment (IDM),
Inverse difference normalized (INN), Information measure of
correlation1 (IMC1), Information measure of correlation2
(IMC2), Difference entropy, Difference variance, Sum entropy,
Sum variance and Sum average. So, the total extracted features
is 21 features.

Table I and Table II show the features extracted from the
ROI of both normal an abnormal cases. To increase the perfor-
mance of the proposed approach, before using these features in
the classification phase, they were analyzed using student’s t
hypothesis testing the mean of two independent samples. The
features with P > 0.05 were selected for the classification
process. Based on this test, as seen Table I, the Median,
Mode and Standard deviation are statistically insignificant
where P > 0.05 whereas the Mean, Skewness and Kurtosis
are found to be statistically significant whereP < 0.05.
Also, form Table II Homogeneity and Information Measure of
Correlation1 (IMC1) are found insignificant features and the
Energy, Contrast, Correlation, Sum of square variance, Dis-
similarity, Inverse difference moment (IDM), Inverse differ-
ence normalized (INN), Information measure of correlation2
(IMC2), Difference entropy, Difference variance, Sum entropy,
Sum variance and Sum average were found highly significant
features where P < 0.05. Therefore, only 16 out of 21 features
were used in the classification phase.

TABLE I: First order statistical features analysis for normal
group (NG) and abnormal (AbG) group

Feature Average of NG Average of AbG p
Mean 105.622 123.905 0.023

Median 110.485 126.742 0.061
Mode 59.885 68.571 0.581

Standard Deviation 14.123 16.169 0.089
Skewness 0.8105 1.8128 0
Kurtosis 15.245 31.415 0

d) Classification: The Support vector machine (SVM)
were used to evaluate the feature extracted from the ROI. The
SVM is a supervised learning method that transforms input
data to high-dimensional feature space using various kernel
functions (Linear, polynomial, RBF, and quadratic) such that
the transformed data becomes more separable that that of the
original input data [22][23][24]. The SVM was first trained
with the selected 16 features (i.e. features with p < 0.05) to
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Fig. 1: Original Patient Image

Fig. 2: Abnormal Segmentation Case

Fig. 3: Normal Segmentation Case

Fig. 4: Segmented ROI

build a classification model which was then used in the testing
phase to classify breast image to normal or abnormal.

e) Support Vector Machine (SVM): SVM is one of the
classifiers, which deals linearly or non-linearly to classify un-
known objects based on increase the margin between classes. It
deals successfully with high dimensional datasets ([19], [25]).

Given a training dataset or a feature matrix, xi and yi,
where i = 1, 2, 3, . . . , N , N represents the number of training

Testing Sample

Testing Phase

Image Segmentation

Training Samples

Training Phase

Abnormal

Feature Extraction

Classification

Image Segmentation

Feature Extraction

Normal

ROI Enhancement ROI Enhancement

Fig. 5: Proposed Approach Model

samples, xi is a feature vector, and yi represent the class
labels of the training sets. In case of binary classification
yi ∈ {−1,+1} is the target label, y = +1, for samples belong
to class C1 and y = −1 denotes to samples belong to class
C2. The default SVM deals linearly with the classification
problem, but using different kernels it may solve the problem
of non-linear classification [19]. SVM algorithm tries to find
an optimal hyperplane with the maximal margin to separate
two different classes, which requires solving the optimization
problem in Equation (1).

maximize

n∑

i=1

αi −
1

2

n∑

i,j=1

αiαjyiyj .K(xi, xj)

subject to:
n∑

i=1

αiyi, 0 ≤ αi ≤ C

(1)

where, αi represents the weight assigned to the training sample
xi (if αi > 0, then xi is called a support vector); C is a
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TABLE II: Second order statistical features analysis for normal
group (NG) and abnormal (AbG) group

Feature Average of NG Average of AbG p
Energy 0.0025 0.0027 0.044

Contrast 0.0369 0.047 0.013
Correlation 0.7951 0.9288 0.028

Sum of Square variance 18496 21703 0.024
Homogeneity 0.2828 0.3108 0.236
Dissimilarity 9.2618 11.448 0.004

IDM 0.8264 0.9652 0.024
INN 0.7967 0.9322 0.0255

IMC2 0.8169 0.9681 0.0244
IMC1 -0.373 -0.4241 0.0971

Difference Entropy 1.969 2.3652 0.0078
Difference Variance 369.02 470.77 0.0013

Sum Entropy 4.15 4.8719 0.0215
Sum Variance 7147.6 8377.8 0.0232
Sum Average 214.7 251.8 0.0226

regulation parameter; and K is a kernel function, which is
used to map or transform the features into higher dimensional
space to discriminate between different samples

VI. EXPERIMENTAL RESULTS

A. Breast cancer Dataset

A benchmark database [20] used to evaluate our proposed
approach. This public database are constructed by collecting
the IR images from UFF University’s Hospital and publicly
published under the approval of the ethical committee where
every patient should sign consent. 63 IR single breast images
(640 × 480 pixels) from this database were used in this paper
(29 healthy and 34 malignant).

B. Experimental Results

This section presents two type of the results: segmentation
results obtained by our new segmentation method and the
classification results based on this new method.

a) Segmentation Results: Due to the fact that there
are different size of the breast of each woman and this
is the case of the DMR-IR database [20], four scenarios (
small size breast, medium size breast, large size breast, and
the asymmetric breast size) were designed to evaluate our
new segmentation method against these different cases. The
segmentation results of all these scenarios using our new
method are shown in Figure 6 which shows that automatic
segmentation of the ROI of thermograms under the various
image cases.

1) Classification Results: In order to test the efficiency of
segmentation results obtained by our new method, two main
scenarios were designed. The first scenario was planned to
understand the effect of using different number of images for
the training and testing on the accuracy of the classification
when using statistical and texture features. Different combina-
tions between the number of training and testing images are
illustrated in Table III.

TABLE III: Various scenarios for evaluating the proposed
approach at different training and testing thermograms

Scenarios Training Data Testing Data
Normal Abnormal Normal Abnormal

1st Scenario 19 24 10 10
2nd Scenario 14 19 15 15
3rd Scenario 8 15 21 19
4th Scenario 4 9 25 25

All the scenarios are evaluated by the SVM functions, i.e.
Linear, polynomial, RBF, and quadratic, and the summary of
their results are given Table (IV), and Table (V).

The second scenario was designed to investigate whether
the integration between the features of texture and statistical is
better for detecting the abnormalities in thermograms. Under
the same sub-scenarios illustrated in Table (III), the results,
evaluated by the accuracy, are shown in Figure (7. The
accuracy is calumniated according to Equation (2),

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

where TP represents true positive, TN represents true negative,
FP represents false positive and FN represents false negative.

VII. DISCUSSION

As shown in Figure 6, it can be seen that the new segmen-
tation method can successfully extract the ROI (the breasts
area) of thermograms. We have some cases where a small
part at the bottom of the breast is not included in the extract
ROI. However, this part would not affect on the diagnosis
of breast abnormality. As reported in [26] that the pectoral
region is the most important part for brest cancer diagnosis
and it is reported that near 50% of the breast cancer is located
in this region which is successfully extracted by our new
segmentation method.

The results of this segmentation method was further evalu-
ated by classifying the segmented ROI to normal and abnormal
and the results of different scenario are shown in Tables (IV
and V) and Figure (7). From these results, it can be seen that
the combination between the statistical and texture features of
the ROI gave 100 % which is much better than using each of
them individually.

Recall =
TP

TP + FN
(3)

Precision =
TP

TP + FP
(4)

The results of the feature combination were further evalu-
ated in terms of the recall and precision described in equation
(3) and (4) and the results of these recall and precision are
summarized in Figure (8) and Figure (9), respectively. From
these two tables and Table (7), it can be noticed that (a) the
SVM-RBF gave the best results (100%) (b) the more training
images were used, the high accuracy was obtained as in the
first scenario where the accuracy, the recall and the precision
reached 100%. These excellent classification results based on
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Fig. 6: Different cases Segmentation Results

TABLE IV: Accuracy of the Results of the First Order Statistical Features

First Sce-
nario

Second
Scenario

Third Sce-
nario

Fourth
Scenario

Quadratic 85 83.33 70 60
Polynomial 80 66.67 70 56
RBF 55 60 57.14 58
Linear 85 76.67 72.5 58

TABLE V: Accuracy of the Results of Texture Features

First Sce-
nario

Second
Scenario

Third Sce-
nario

Fourth
Scenario

Quadratic 80 60 62.5 34
Polynomial 80 56.67 47.5 50
RBF 70 80 65 52
Linear 65 56.67 62.5 50

Fig. 7: Accuracy performance measurements

our new segmentation method means that this method could
be used for the automatic segmentation of the thermal breast
cancer images.

VIII. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this paper, an automatic segmentation methods for the-
mograms have been proposed. This method is based on the
data acquisition protocol parameter (the distance from the
patient to the camera) and the image statistics. The proposed
segmentation results prove its reliability in extracting the ROI
for different cases. This method was evaluated using the
segmented ROI in a proposed approach for the detection of
the abnormalities of breast thermograms. This approach made

Fig. 8: Recall performance measurements

use of statistical and texture features from the segmented ROI
and the SVM with its kernel function was used to detect the
normal and abnormal breasts. Based the experimental results,
it was found that the SVM-RBF gave the best results (100%).
Also, using the measurements of the recall and the precision,
the classification results reached to 100%. These excellent
classification results, based on our new segmentation method,
concludes that our segmentation method could be used for the
automatic segmentation of the thermal breast cancer images.
In the future, we plan to increase the dataset used in order to
test the reliability of the proposed segmentation method and
the classification approach.
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Fig. 9: Percision performance measurements
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Abstract—This paper presents a new data-driven 

classification pipeline for discriminating two groups of 

individuals based on the medical images of their brain. The 

algorithm combines deformation-based morphometry and 

penalised linear discriminant analysis with resampling. The 

method is based on sparse representation of the original brain 

images using deformation logarithms reflecting the differences 

in the brain in comparison to the normal template anatomy. 

The sparse data enables efficient data reduction and 

classification via the penalised linear discriminant analysis with 

resampling. The classification accuracy obtained in an 

experiment with magnetic resonance brain images of first 

episode schizophrenia patients and healthy controls is 

comparable to the related state-of-the-art studies. 

I. INTRODUCTION 

he last two decades have witnessed an explosive 

growth in the ability to “understand the human brain” – 

a key to progress in neuroscience, to promote and protect 

brain health, and to develop treatments for restoring, 

regenerating, and repairing diseased brain functions. The 

motivations for that are clear: as populations inevitably grow 

older, mental disorders will increase dramatically – implying 

economic and social implications. The identification, 

characterization and validation of biomarkers for the major 

mental disorders would facilitate accurate prediction of 

disease risk, course, and therapeutic responses and 

ultimately lead to knowledge-based treatment and 

preventive strategies. 

Computational neuroanatomy is a growing field of 

powerful applications of imaging modalities and 

computational techniques in neuroscience. It promises an 

automated methodology to characterize neuroanatomical 

configuration of structural magnetic resonance imaging 

(MRI) brain scans. One of the crucial techniques in this 

methodology is image registration. Its task is to find a spatial 

transformation which maps each point of an image onto its 

                                                           
� This work was supported by the grant IGA MH CZ NR No. NT 

13359-4/2012. 

corresponding point of another image. Atlas-based 

registration is a special technique of computational 

neuroanatomy – not seen widely in other fields of 

biomedical imaging. It performs the task of spatial 

normalization of images according to a common reference 

anatomy termed as a brain atlas. Together with techniques 

adopted from inferential statistics and hypothesis testing, it 

allows to uncover brain regions with significant 

morphological differences between normal and clinical 

populations. Such techniques have been already used also in 

modern psychiatry research to seek for biomarkers and 

neurobiology of various mental diseases [1]–[4].  

The real challenge for psychiatry is, however, to move 

from group analysis between patients and healthy volunteers 

to computer aided diagnostics on the level of an individual 

patient. Although pioneering works employing machine 

learning techniques have recently borne fruit in case of 

neurological diseases, this is extremely difficult in mental 

diseases. For instance, in schizophrenia – a disease with a 

complex neurobiology – the brain-imaging measurements in 

patients show considerable overlap with the normal range 

[5]. 

Algorithms, which have been proposed in the diagnostics 

of neurodegenerative disorders, relied on brain image data 

classification between patients and healthy controls. The 

most commonly used classification methods have been the 

linear discriminant analysis (LDA) [6]–[10], support vector 

machines (SVM) [11]–[13] or the k-nearest neighbour 

algorithm [14]–[16]. Due to the large amount of features 

obtained from 3-D medical images, the classification is often 

preceded by data reduction performed by principal 

component analysis [17], independent component analysis 

[18], selection of regions of interests (ROI) [6]–[8], and 

other data reduction methods. So far, only few studies have 

presented complex pipelines for data reduction and 

classification, such as the COMPARE method [19], which 

combines deformation-based morphometry with machine 

learning methods (watershed segmentation algorithm and 

support vector machine-recursive feature elimination 
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technique). In [19] the COMPARE algorithm, classification 

of schizophrenia patients with very high classification 

accuracy (91.8% for female subjects and 90.8% for male 

subjects) was applied. Thus, the complex pipeline seems to 

enable classification with a higher efficiency than other 

commonly used methods that have reported classification 

accuracy between 70% and 90% [5]–[18]. 

The aim of this paper is to present a new data-driven 

complex classification pipeline consisting of deformation-

based morphometry (DBM) and penalised linear 

discriminant analysis (pLDA) with resampling. The DBM-

pLDA algorithm enables efficient data reduction and 

subsequent classification as it is based on sparse 

representation of the original image data. The algorithm 

starts with an application of the DBM on original MRI data 

to create 3-D deformations, which are then log-transformed 

and used in the pLDA with resampling to identify the brain 

regions with different local volumes in patients and controls. 

The last step comprises of classifying the brain images into 

groups of patients and healthy controls based on the features 

representing automatically detected brain regions. 

The pLDA has been successfully employed in our 

previous imaging-genetics study [20] in which image 

phenotypes, using pre-selected pLDA, were used for 

searching the genotypes most associated with Alzheimer's 

disease. To our knowledge, this is the first study that uses 

pLDA for selecting brain imaging features for the purposes 

of distinguishing diseased individuals from healthy controls 

in schizophrenia research. 

The rest of the paper is organized as follows. In Section 

II, we describe all the necessary steps in the classification 

pipeline. Section III shows the application of the proposed 

DBM-pLDA algorithm on T1-weighted MRI data of first-

episode schizophrenia patients and healthy controls. Section 

IV discusses the results and concludes the paper. 

II. METHODS 

The proposed data-driven algorithm for image 

classification is based on combining the deformation-based 

morphometry and penalised linear discriminant analysis 

with resampling. In the DBM, high-resolution nonlinear 

registration [21] of 3-D brain images with a digital brain 

atlas is performed. The resulting 3-D deformations 

represented by the displacement fields or their Jacobian 

determinants clearly show how the brain anatomy of a 

subject differs from the normal template anatomy in terms of 

local volume contractions and expansions. After logarithmic 

transformation, the 3-D deformations tend to be sparse, i.e. 

numerous voxels have zero or close to zero values. The 

sparse representation of the image data together with pLDA 

with resampling leads to effective selection of the most 

discriminating regions, as explained below. The selected 

brain voxels are then used as features in image 

classification. The DBM and pLDA are described in more 

details in the following two subchapters. 

A. Deformation-Based Morphometry 

Here, a brief summary is given on our algorithm for high-

resolution deformation-based morphometry with the 

underlying registration method, based on a spatial 

deformation model that allows for large deformations while 

preserving the topology of the images. Details can be found 

in [21]. 

The registration method operates directly on image 

intensity values with no data reduction by segmentation or 

classification. The 3-D displacement field which maximizes 

global mutual information between a reference image and a 

floating image is searched in an iterative process that 

involves computation of the local forces as a gradient of 

point similarity measures and their regularization using the 

spatial deformation model. The regularization involves two 

Gaussian spatial filters forming the combined elastic-

incremental model [22]. The first spatial filter regularizes 

displacement improvements that are proportional to the 

applied forces. These displacements are integrated into the 

final deformation, which is done iteratively by summation. 

The second part of the model represents the property of 

elastic materials in which displacements wane upon 

retracting the forces. This is ensured by a second Gaussian 

smoother. The resulting deformations preserve the topology 

of the images, i.e. only one-to-one mappings, termed 

diffeomorphic, are obtained. This requirement is satisfied by 

controlling the standard deviations of the Gaussian filters 

that affect the behaviour of the spatial deformation model. 

Standard deviations are incremented each time the minimum 

Jacobian determinant drops below a predefined threshold. 

The deformation should capture subtle anatomical variations 

among the studied images; therefore, the standard deviations 

of the Gaussians are decremented as well whenever the 

minimum Jacobian determinant starts rising during the 

registration process. 

B. Penalised Linear Discriminant Analysis with Resampling 

Prior to the penalised linear discriminant analysis with 

resampling, the logarithms of the Jacobian determinants 

computed from 3-D deformation fields are transformed into 

1-D vectors and arranged in ( )pn × matrix X , where n is 

the number of individuals in a data set and p is the number 

of voxels in each deformation. All columns of the matrix 

X are mean-centred and have unit variance. It is assumed 

that all n individuals have been labelled as one of the two 

classes, which are denoted by D (diseased individuals) and 

H (healthy controls). The number of individuals in each 

class is Dn  and Hn , respectively, and
HD nnn += . 

The common LDA aims at finding a direction vector v 

that best discriminates two classes within a data sample via 

maximizing the between-class variance and simultaneous 

minimizing of the within-class variance. The between-class 

scatter matrix, denoted as BS , is calculated as: 
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The direction vector v is then a solution of the following 

optimization problem: 

{ }vSv
v

B

Tmax  subject to 1=vSv W

T . (3) 

In the penalised LDA [23], a penalty is imposed on the l1 

norm of the direction vector v which leads to setting of 

coefficients jv , j = 1, ..., p, of the least discriminative 

features to zero. If the input data into the pLDA are already 

sparse, the amount of selected features (i.e. features with 

non-zero coefficients) is smaller and the classification 

results tend to be more stable than while using original brain 

images in the data analysis. In pLDA, the optimisation 

problem changes to: 
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where 
*

WS  is the diagonal estimate of WS , 

( ) ( )22

1 ,...,diag pW ss=S  and λ is the regularization 

parameter that controls the number of selected features. 

Specifically, when λ is exactly zero, no penalty is imposed 

and all p features contribute in the direction vector v. As λ 
increases from zero, less features contribute in v. At its 

maximum value
maxλ , all coefficients of v are set to zero. A 

common approach for tuning λ involves cross-validating the 

prediction error for a grid of values of λ and selecting the 

value of λ that leads to the smallest cross-validated error. 

However, this approach may be prone to sampling errors. 

Therefore, we opted for a resampling method proposed in 

[24] for sparse predictive modelling. This procedure aims to 

calculate selection probabilities for each feature by 

repeatedly fitting the pLDA model on random subsets of the 

data set, while keeping track of the features associated to 

non-zero coefficients of v. The final set of the most 

discriminative features consists of voxels with selection 

probability higher than 0.5. 

It should be noted that by using the data resampling, a set 

of features over the range [ ]maxmin , λλ  with stable 

classification results is selected instead of tuning the 

regularization parameter λ [24]. The final set of selected 

features is then used for classification of individuals into the 

class D or H using LDA. 

III. EXPERIMENT AND RESULTS 

A. Imaging Data Used in the Experiment 

The proposed classification pipeline was tested in an 

experiment with magnetic resonance brain imaging data of 

52 male patients with first-episode schizophrenia and 52 

sex- and age-matched healthy control subjects. The median 

age of the patients and controls was 22.9 years (range 17-40 

years) and 23.0 (range 18-38 years), respectively. Thirty-

nine patients and the same number of controls took part in 

our previous study [25]. All subjects signed an informed 

consent before entering the study. 

All 52 patients were recruited from males hospitalised in 

the all-males unit of the Department of Psychiatry, Masaryk 

University in Brno for first-episode schizophrenia. The 

diagnosis was established during a clinical interview guided 

by the International Statistical Classification of Disease and 

Related Health Problems (ICD-10) research criteria and was 

focused on information about the family and personal 

history, the somatic conditions, substance abuse, 

pharmacological history and the current treatment, previous 

psychiatric conditions and, finally, on the current clinical 

manifestation, the presenting symptoms, the duration, and 

the functional impact. Next, the patients were physically 

examined, including blood (haematology and biochemistry) 

and urine analysis (biochemistry and toxicology). If 

abnormal findings were present, their origin was traced by 

additional examination. A fully trained senior psychiatrist 

(board certified in psychiatry) reviewed all information, 

established the diagnosis and suggested the case for 

inclusion in the study. MRI examination was performed 

during the first episode, that is, all patients were treated with 

antipsychotics for 3-14 weeks only at the time of MRI. 

The 52 healthy control subjects without substance 

dependence, family or personal history of axis I psychiatric 

conditions, neurological or somatic conditions affecting the 

structure or function of the brain, and contraindications for 

MRI examination, were recruited from the community, the 

local staff and medical students. 

All subjects were scanned with 1.5T Siemens Symphony 

machine. Whole head T1-weighted images were obtained 

using 3-D acquisition with IR/GR sequence, TR 1700 ms, 

TE 3.93 ms, TI 1100 ms, flip angle 15°, 160 slices, voxel 

size 1.17 × 0.48 × 0.48 mm, FOV 246 × 246 mm, and 

matrix size 512 × 512 voxels. 

The 3-D T1-weighted images were checked for 

abnormalities and then pre-processed using SPM8 

(http://www.fil.ion.ucl.ac.uk/spm/). Specifically, the images 
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were corrected for bias-filed inhomogeneity and spatially 

normalised, i.e. transformed into stereotactic space. 

B. Classification efficiency 

The DBM-pLDA algorithm was applied on the pre-

processed images. The classification efficiency of the DBM-

pLDA algorithm was evaluated with the leave-one-out 

cross-validation technique to avoid biased results. 

Consecutively, each of the n subjects was selected as a 

testing subject and the remaining n-1 subjects were used for 

training the classifier. The testing subject was classified into 

the patient or healthy control class. Then, the resulting class 

was compared to the true classification label. The 

classification performances for all subjects were combined 

in order to create the overall classification performance 

measures, namely accuracy, sensitivity, specificity and 

precision, defined as: 
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where TP, TN represent numbers of true positive and true 

negative results respectively, and FP, FN represent numbers 

of false positive and false negative results respectively.  

C. Experiment Results 

The performance measures obtained in the classification 

of 104 schizophrenia patients and healthy controls are 

summarized in Table I. Our results demonstrate that the 

classification accuracy is stable for meaningful ranges of λ, 
i.e. ranges leading to an adequate number of selected voxels. 

In this experiment, 
maxλ was fixed to 0.9 and so, the table 

shows the results for the ranges [ ]9.0,minλ . The best cross-

validated classification accuracy was 85.6% (sensitivity 

84.6%, specificity 86.5%) while selecting about 30,000 most 

discriminative voxels. The selected features composed of the 

most discriminating voxels are shown in Fig. 1. They form 

connected regions in the left prefrontal cortex, the right 

anterior insula, the medial parts of the thalamus, and the 

cerebellar cortex. 

In order to compare the proposed DBM-pLDA algorithm 

to other classification methods, the leave-one-out cross-

validation procedure was carried also with other classifiers, 

which have been used on neuroimaging data frequently: 

(i) LDA and (ii) SVM with linear kernel. Features for these 

classifiers were selected with the use of mass univariate 

analysis (Student's t-test, p < 0.01), so that only the 

significant local volume changes in patients when compared 

to healthy controls were input to the classifiers. The 

resulting classification performance measures are 

summarized in Table II. The results show an improved 

classification efficiency of the proposed DBM-pLDA 

algorithm, when compared to both DBM-LDA and DBM-

SVM algorithms. 

IV. DISCUSSION AND CONCLUSIONS 

A classification pipeline for discriminating two groups of 

individuals based on brain images has been presented. The 

fully automated data-driven algorithm consists of 

deformation-based morphometry and penalised linear 

discriminant analysis with resampling. Firstly, sparse 

representation of the original brain images using logarithms 

of deformations, that are the results of high-dimensional 

nonlinear registration of the brain images with a digital brain 

atlas, is acquired. Secondly, the sparse data is reduced using 

TABLE I 

NUMBER OF SELECTED VOXELS AND CROSS-VALIDATED CLASSIFICATION 

PERFORMANCE MEASURES IN PERCENTAGE FOR VARIOUS  
minλ  VALUES. 

 3.0min =λ  4.0min =λ  5.0min =λ  6.0min =λ  

# voxels 315,123 107,967 30,461 5,113 

Accuracy 82.7 84.6 85.6 83.7 

Sensitivity 84.6 86.5 84.6 78.8 

Specificity 80.8 82.7 86.5 88.5 

Precision 81.5 83.3 86.3 87.2 

 

Fig. 1 Coronal, transversal and sagittal slices showing the automatically 

detected highly discriminative voxels (in yellow). 
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pLDA with resampling and then classified into the group of 

patients or healthy controls. 

To our knowledge, this is for the first time when pLDA is 

used for selecting highly discriminative brain imaging 

features in schizophrenia. In our previous study, pLDA was 

successfully applied for selecting image phenotypes that 

were used in searching for genotypes most associated with 

Alzheimer's disease [20]. Here, pLDA is used in 

combination with DBM in the pipeline for the classification 

of MRI data of patients with first episode schizophrenia 

(FES) and healthy controls. Only FES patients were used in 

this study as it is known that longer duration of the illness 

leads to higher magnitude of morphological changes in the 

brain of schizophrenia patients [26]. Thus, the classification 

results can be overestimated if the data set contains chronic 

schizophrenia patients as well. To avoid biased results, only 

males were used in the analysis, as it was shown that there 

are differences in structural brain abnormalities in males and 

females [27]. 

The proposed algorithm uses the whole volume of the 

brain and is fully automated. Thus, it overcomes limitations 

of traditional ROI-based classification analyses. The ROI-

based methods need prior knowledge about the regions that 

might be affected by the disease. As schizophrenia is a 

large-scale disorder of neurocognitive networks rather than 

confined to specific regions [1]–[4], whole brain analysis is 

more appropriate. Moreover, the fully automated method is 

less time consuming and error-prone than manual tracing of 

the ROIs. 

High classification accuracy (85.6%) has been achieved 

while applying the proposed DBM-pLDA algorithm on T1-

weighted MRI data of first-episode schizophrenia patients 

and healthy controls. The efficiency of the algorithm is 

comparable or superior to the other state-of-the-art studies 

dealing with the classification of schizophrenia patients [5]-

[18]. However, the classification performance is smaller 

than in [19], in which the COMPARE algorithm enabled 

classification of schizophrenia and healthy females with 

accuracy equal to 91.8% and the classification of diseased 

and healthy males with accuracy of 90.8%. Nevertheless, 

Fan et al. [19] used a mixed data set of patients with first-

episode schizophrenia and chronic schizophrenia. The fact 

that the morphological changes in chronic schizophrenia 

patients progress during the course of the disease, while the 

first episode schizophrenia is characterized only by subtle 

morphological abnormalities, could overestimate the results 

reported in [19]. 

A by-product of the classification pipeline is a selection 

of the most discriminating brain morphological features 

between patients and controls. The automatically detected 

discriminating brain regions were located in the left 

prefrontal cortex, the right anterior insula, the medial parts 

of the thalamus, and the cerebellar cortex. These results are 

consistent with those published in previous studies [1]–[4]. 

Moreover, it is known that these brain areas are involved in 

higher cognitive, integrative and regulatory functions that 

are impaired in schizophrenia [1]–[4]. 

Even though the results are promising, further 

experiments are necessary to investigate whether the DBM-

pLDA algorithm can assist in the early diagnosis of 

schizophrenia. A limitation of this study might be the 

slightly limited sample size, as Nieuwenhuis et al. [12] 

recommend to use more than 130 subjects. However, our 

data set containing 104 subjects is larger than the data sets 

used in most of the schizophrenia studies [5]–[8], [11], [14]–

[15], [17]–[19]. The next step in our research will be a 

replication using a completely independent set of 

schizophrenia subjects. We would also like to test the 

performance of the algorithm on other patient groups. 

In conclusion, the associations between the automatically 

detected discriminating morphology features and their 

significance in the neurobiology of schizophrenia, as well as 

the high accuracy of classification of patients and healthy 

controls, demonstrate the face validity of our approach that 

combines DBM and pLDA with resampling. 
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Abstract  — Medical  imaging  techniques  offer  novel
visualization and analysis  methods  of  the  vocal  folds  during
phonation  and  automatic  computation  of  indices  aiding  the
phoniatrist in a more precise diagnosis of voice disorders. The
aim of  this  study  is  to  apply  computer  vision  algorithms for
qualitative  and quantitative  analysis  of  vocal  folds'  vibrations.
Videostroboscopic  examinations of the larynx were carried out
for  30 patients.  Image pre-processing and image segmentation
algorithms  were  applied  to  compute  the  glottis  area  during
phonation.  The  glottovibrograms  which  are  spatio-temporal
visualizations of the vibrating vocal folds were also built. The
proposed  indices  allow  for  a  quantitative  and  comparative
analysis  of  normal  and disordered phonatory  processes.  The
conducted  pilot  study  has  confirmed  the  validity  of  the
computer  aided  imaging  methods  for  the  qualitative  and
quantitative  analysis  of  the  videostroboscopic  images  of  the
phonatory motions of the vocal folds.

I. INTRODUCTION

arly  diagnosis  of  occupational  voice  disorders  is  be-

coming one of the priorities in public health in Poland

and in other countries of the European Union. Currently, Eu-

ropean standards emphasize the need for a comprehensive

assessment of voice disorders,  including the assessment of

the larynx function during the phonatory tests [1]. The test

that allows the specialist to accurately assess the condition

of the voice organ and is recognized as the gold standard is

the  laryngovideostroboscopy  (LVS)  [2].  The  aim  of  our

study is to apply computer image processing and analysis

methods for quantification of vocal folds' phonatory activity

by examining sequences of LVS images. In this communica-

tion  we  focus  on  examining  videostroboscopic  images  of

normophonic individuals with healthy vocal  folds  and pa-

tients with diagnosed nodules.

E

II. RELATED WORKS

The standardization of  automatic segmentation of  vocal

folds videostroboscopic images remains an unsolved prob-

lem since 1995 [3]. There have been several automatic seg-

mentation methods of the vocal folds images proposed [4]-

[6]. Many of the developed methods and algorithms are de-

signed  for  specific  image  recording  conditions  and  work



properly only for local databases containing videos collected

in  a  particular  institute,  hospital  or  health  center.  It  has

turned out to be a very difficult problem to work out an al-

gorithm  which  would  give  satisfactory  results  for  every

given video presenting the vibrating vocal folds. Authors in

[7]  proposed  a  method  based  on  supervised  thresholding

methods by applying the Fourier descriptors. This method is

additionally combined with a glottal neighborhood descrip-

tor which specifies distance–weighted color differences be-

tween the glottis and the surroundings tissues of the vocal

folds. The additional knowledge of local color distributions

increases the recognition quality.

The key task preceding the image analysis methods of the

glottis is segmenting out the space between the vocal folds,

termed the glottal  area.  The most popular  and straightfor-

ward  image  segmentation  method  is  thresholding.  The

threshold  value is  selected  on  the basis  of  the image his-

togram. Local  minima of  the multimodal histogram desig-

nate threshold values. In the simplest case the first histogram

minimum assigns  a  threshold  value  that  distinguishes  the

image  regions  belonging  to  the  space  between  the  vocal

folds from the regions representing the background (glottis

environment). More sophisticated threshold methods utilize

the  neighborhood  information,  adaptively  adjusting  the

threshold value [8] or including wavelet transformation [9].

There are several methods which work properly for certain

image classes i.e. region based, model based and their com-

binations. More complex methods are based on the so called

active contour models. Active contours are energy minimiz-

ing flexible splines guided by hypothetical  external  forces

influenced by the image content and internal forces arising

from the curvature and continuity of the nodes forming the

contour. Note,  however, that the contour must be properly

initialized near the object of interest [Marendic et al. 2001].

III. MATERIALS AND METHODS

The general block diagram of the developed image pro-

cessing and analysis algorithms for analysis of laryngostro-

boscopic images is shown in Fig. 1.
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The  algorithm was  developed  after  numerous  consulta-

tions with phoniatrists working in the Department of Audiol-

ogy  and  Phoniatrics,  The  Nofer  Institute  of Occupational

Medicine in Lodz, Poland. The algorithm allows the user to

select the analyzed film and indicate the phonation region of

the  glottis.  Then  the  algorithm  proceeds  with  automatic

computations  of  the  following  quantities  and  representa-

tions: 

• fundamental frequency of the vocal folds' vibration and the

vibration frequency at each level of the total glottis length,

• geometric and kinetic parameters of the glottal area (the

space between the vocal folds) during phonation,

• relations between the opening and closing time of the glot-

tis,

• the glottal area waveform (GAW), illustrating time varia-

tions of the glottal area,

• the glottovibrogram which is a time-space representation

of the glottal gap (local distances between the vocal folds

at different levels of the glottis) imaged as a grayscale im-

age (see Figs. 4, 5),

• the Fourier transform of the glottovibrogram.

Videostroboscopic examinations of the larynx were car-

ried out for 30 patients, i.e. for 15 individuals with no voice

disorders (see an example in Fig. 2) and 15 patients with di-

agnosed nodules (see Fig. 3). At the outset of the analysis

the phoniatrist is asked to select the reference sequence of

images for analysis i.e. the starting and ending frame from

the videostroboscopic film. This is the only user-dependent

step in the proposed image analysis procedure. After defin-

ing the reference sequence the program determines the re-

gion of interest and adjusts processing parameters to the se-

lected regions of the analyzed video and reduces the distor-

tions due to movements of the camera versus the glottis.

The aim of the second step is to apply general image pro-

cessing methods  for  image enhancement.  Color  images  in

the LVS sequence are converted from an RGB to a mono-

chrome image format, by applying the following weighted

average of the color components:

I=0.299 R+0.587G+0.114 B (1)

in which I is the level of intensity in the monochrome image

and R, G, B are the values of the red, green and blue compo-

nents of the color image correspondingly. Digital image fil-

tering is then applied to reduce noise and artifacts due to un-

wanted reflections and compression distortions. This step al-

lows the residual  adaptation of parameters for the varying

shape and location of the region of interest (ROI) which un-

dergoes  the  following  distortions:  non-uniform  and  time-

varying illumination, loss of sharpness due to the vapor cov-

ering the camera lens, varying distance relative to the vocal

folds and loss of camera focus. Preprocessing of the region

of interest additionally improves results of the thresholding

step.

Then, an automatic analysis of the LVS images starts with

the detection of the ROI, i.e. a rectangular region containing

the examined part of the glottis. Similarly to the approach

adopted in [10] this was improved with morphological oper-

ations  (erosion  and  closure)  and  basic  filtering  methods

comprising median and lowpass filtering. Finally, the water-

shed image segmentation algorithm is employed to roughly

determine the glottal area ROI. The watershed transforma-

tion enables extraction of areas in which there is continuity

in terms of image features such as brightness or color. This

transformation method is considered as one of the most ef-

fective methods of image segmentation [11]. It  yields well

designated areas of the image with clearly defined outlines.

The behavior of this method lies in the distribution of the

image gradient which separates areas of the image assigned

to the seeds along the thresholded value of the gradient.

Fig 1. Schematic of the algorithm for qualitative and quantitative analy-
sis of the vocal folds' phonation from videostroboscopy
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While being a robust segmentation method, the watershed

algorithm features  poor  precision  in  determination  of  the

glottis boundary. Thus, this segmentation method is adopted

for the first frame of the image sequence only and serves as

a reference location of the ROI (see block diagram in Fig. 1)

 After defining the coarse position of the ROI obtained by

the watersheds, the precise contour, i.e. the boundaries of the

vocal folds, is being extracted with the use of the K-means

algorithm. The K-means algorithm is an iterative data clus-

tering method in which the image content is partitioned into

K-separate regions, in which each pixel of the image is as-

signed to the region with the nearest distance to the centroid

of the region, i.e. according to the criterion:

minimum(S)=∑
i=1

K

∑
x ∈Si

∣ ∣ x−ui ∣ ∣
2

(2)

where:  K – is the number of segmentation regions,  x – is

grey level  value  of  a  pixel, Si –  is  the  i-th  segmentation

region, and ui – is the centroid of pixels within Si [12]. The

main  advantage  of  the  K-means  algorithm  is  its

computational simplicity yielding such a partitioning result

that the shapes of the clusters are maximally compact. 

In  our application, at the first step we define two (K = 2)

clusters of which the one with a lower mean value (darker)

is assigned to the glottal area and the other to the remaining

regions of the larynx image.

In  videos  taken  from patients  with  vocal  folds  nodules

there may occur a circumstance in which the glottal area is

separated into two regions (see an image of vocal fold with

nodules in Fig. 3b).

Further, the method is improved by applying an adaptive

thresholding method for subregions of the ROI that contain

the glottal area. Firstly an ellipse is fitted to the so far de-

tected area that is based on a method which automatically

sets  

a reference line along the hitherto designated area.  Ellipse

fitting is  achieved  by applying  a built  in  OpenCV library

function named “fitEllipse”  [13]. After defining the center

point of the fitted ellipse and its angle, a reference semi-ma-

jor axis line is determined.

During the videostroboscopic examination of the larynx

there  is  a  continuous  movement  of  the camera  versus  the

glottis. An efficient way to eliminate unwanted motion from

the video is to move each ROI of the image by a vector cal-

culated for each video frame. ROI displacement vector can

be determined by computing the matrix of correlation coeffi-

cients  between adjacent  image frames  in  the  videostrobo-

scopic  film.  In  all  subsequent  image  frames  the  detected

glottal area is shifted to this reference location by the esti-

mated displacement vector. The criterion of the maximum of

the two-dimensional correlation function is applied for the

best positioning of the consecutive image frames versus the

first reference frame. By these means, in the preprocessed

image sequence, the glottal area is positioned in a fixed lo-

cation which significantly facilitates further image analysis

procedures.  The  cross-correlation  of  adjacent  images  was

determined  by  using  a  built-in  OpenCV  library  function

which calculates the matrix of correlation coefficients [14]:

rx , y=
∑
x , y

[ P(x ' , y ')−P]⋅[ N (x+ x ' , y+ y ')−N ]

√∑
x, y

[ P(x ' , y ')−P]2⋅∑
x , y

[ N (x+ x ' , y+ y ')−N ]2

(3)

where:

- rx , y
 - correlation matrix,

- P(x , y )  - ROI from the current video frame,

- P  - mean value of pixel intensities in an image,

- N (x , y)  - next video frame image,

- N - mean value of pixel intensities in an image.

Fig 2. Stroboscopic images of the normophonic vocal folds (i.e. no di-
agnosed abnormalities): input image a), segmentation result b)

Fig 3. Stroboscopic images of the vocal folds with nodules: 
 input image a), segmentation result b)
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The  correlation  matrix  indicates  the  level  of  the  linear
relationship  between  P  corresponding  pixels  in  images

and N .

After applying the multi-stage segmentation methods (the

watershed algorithm followed by the K-means and adaptive

thresholding)  and removing image distortions due to move-

ment of vocal folds the GAW and  the glottovibrogram can

be built (see Figs. 4, 5 and a more detailed explanation in

Fig. 8).

Such  a  representation  termed,  the  glottovibrogram  is  

a space-time image of the video sequence presenting vocal

folds movements. The horizontal axis in the glottovibrogram

is time (t) and the vertical axis represents the level (l) along

the glottis  (from the anterior  commissure – bottom of the

image to the posterior commissure – top of the image); each

pixel value g(t, l), i.e. its brightness in the glottovibrogram, 

represents the value of width g of the space between the vo-

cal folds (glottal gap) computed at level  l of the glottis for

time instance t. The GAW illustrates time changes of the in-

stantaneous values of the glottal area. 

A single phonatory cycle shown in the glottovibrogram or

the associated GAW corresponds on average from 20 to 30

images taken by the stroboscopic camera. It  is essential to

gather at least 20 images for one cycle to determine the ki-

netic parameters of  the vocal  folds  (opening,  closing time

and their ratios). Approximately 4 cycles  are analyzed for

each video sequence, so the glottovibrogram has an average

length  of  100 pixels.  The stroboscopic  films are recorded

with a sampling rate of 25 frames per second, so the average

length of the recording is about 4 seconds. The fundamental

frequency of  the vocal  fold oscillation is provided  by the

videostroboscopic  apparatus.  This  information  enables  to

correctly scale the frequency axis of the Fourier transform of

the glottovibrogram and visualize oscillation frequencies of

the vibrating vocal folds (Fig. 6-7).

Thanks to the strobing frequency the information obtained

from the videostroboscopic camera we can quantitatively es-

timate  the  frequencies  taking  part  in  the  phonation.  It  is

noteworthy that we analyze “virtual frequencies” which are

aliases of the true frequencies of vocal folds' vibration, typi-

cally  in  the  range  of  150Hz  (for  men)  and  250Hz  (for

women), reaching peak values of 450 Hz for singers.

The  Fourier  transformation  of  the  glottovibrogram  was

calculated by applying the following equation:

G(s , l)=
1

N
∑
l=0

N −1

g (t , l)e
− j

2 π l

N
s

(4)

∣G(s , l) ∣=√ℜ2(G(s , l))+ℑ2(G(s , l)) (5)

where:

- g(t ,l) is the l−t h row of the glottovibrogram (y-axis,

i.e. glottis level), t  determines the column (x-axis, i.e. dis-

crete time),

-  G(s , l)  is the Fourier transformed glottovibrogram, de-

termining the frequencies,

- N is the length of the glottovibrogram,

- j  is the imaginary unit.

After calculating the magnitudes of the transformation Eq.

(5) the phoniatrist is able to gain access to the distribution of

frequencies taking part of the vocal folds phonation. In case

of the vocal  nodules  the pathology manifests  itself  in the

form of a second harmonic frequency, significantly blurring

the first amplitude peak. 

Fig 4. Glottovibrogram of the vibrating vocal folds of the patient with
diagnosed vocal nodules

Fig 5. Glottovibrogram of the vibrating vocal folds of a healthy individ-
ual
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IV. PHONATORY INDICES

Even  after  the  correct  segmentation  and  transformation

process there is still an ambiguity in the relevance of differ-

ent visualizations representing the phonation process. In this

paper we propose a number of indices for quantifying the

phonatory  processes  of  the  healthy  vocal  folds  and  folds

with diagnosed nodules.

TABLE I.
COMPARISON OF PHONATORY INDICES COMPUTED FOR THE TWO STUDIED GROUPS OF PATIENTS

d1 d2 d3 CI SI

Control group
0.00 ± 0.00 0.88 ± 0.99 2.25 ± 2.65 0.10 ± 0.09 -0.08 ± 0.30

Vocal nodules
2.10 ± 2.10 1.85 ± 1.96 4.42 ± 2.72 -0.48 ± 0.26 -0.14 ± 0.13

Significance P (ANOVA)
0.000 0.000 0.026 0.000 0.390

Fig 6. Fourier amplitude spectrum of the glottovibrogram of a healthy
patient

Fig 8. The glottovibrogram (upper panel) and the glottal area waveform
(lower panel) with the indicated time intervals used in calculations of

the phonatory indices (eq. (6, 7))
Fig 7. Fourier amplitude spectrum of the glottovibrogram of a patient

with vocal nodules
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The CI (the closing index) is defined as follows (see also

Fig. 8):

CI=
tOC

d 2 −tO C

d 1

T
(6)

where:

T  – total cycle time,

tOC

d 2  – is the closed time for the glottis gap measured at the

level  equal  to  50%  of  the  total  length  in  case  of
normophonic patients, in case of patients with vocal nodules
the value is measured for the level of the maximal closure
(apparently the place where the vocal nodules occur),

tOC

d 1  – is the closed time of the glottis gap measured at 25%

level of the glottis length for normophonic patients, and at

the level placed between the maximal closure point and the

posterior part of the glottis.

The speed index SI is defined by the following equation:

SI =
tC O−tOC

tO

(7)

where:

tO   – opened interval,

t CO
 – vocal fold closed phase,

tOC
 – vocal fold closing phase.

In Table I the computed values of the indices proposed in
this study are listed, where  d1,  d2,  d3 are the levels along
the  glottis  length  at  which  the  indices  were  computed.
Location of these levels are at the particular percentages of
the  total  glottis  length,  correspondingly:  25%,  50%  and
75%. The SI value in most patients assumes negative values
indicating that the opening time of the folds is shorter than
the closing time. However, this index yielded poor statistical
significance values (p < 0.36 from the ANOVA analysis of
variance)  to  use  it  as  a  differentiation  index  for  the
pathology  in  question.  On  the  other  hand,  the  computed
values of the CI index clearly differentiate the patients with
diagnosed nodules from the healthy individuals (p < 0.026)
The SI value in most patients reaches negative values which
indicates  that  the opening  time is slower  than the closing
time.  Comparison  of  the calculated  parameters  reveal  that
there  are  pronounced  between-group  differences  and
comparable within-group values.

V. CONCLUSION

The main purpose of this work is to support the phonia-

trist  in  diagnosis  of  the  vocal  folds.  The computer  image

processing methods applied to laryngovideostroboscopic im-

ages allow for quantitative analysis of the vocal folds vibra-

tions  during  phonation.  It  was  shown  that  the  proposed  

CI parameter  proved  to  be  viable  in  differentiation  and

quantification of the studied glottis pathology.

The program, although, in an early development stage al-

lows for  automation of  the analysis  process  of  the  laryn-

govideostroboscopic films. Larger  scale trials are  required

before a wider introduction of these computed image analy-

sis techniques into the clinical practice.
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Abstract—Whole  body  vibration  (WBV)  techniques  are
increasingly  applied  in  rehabilitation  processes  to  improve
patients’  functional  mobility.  Therapeutic  usage  of  WBV
reported  enhanced  muscular  strength,  power  or  even  bone
density. Therefore, the purpose of our study was to investigate
immediate response of single WBV training unit on mobility of
elderly patients with neurological disorders. Nineteen patients
(66.74  ±  3.65  years,  6  males  and  13  females)  were  assessed
before WBV (10 min, 30 Hz, vertical 2 mm) and then 1 min
afterwards.  Individual  changes  in  gait  kinematics  indicated
positive effects of WBV, while kinematics of the gait was more
symmetric  considering  right  and  left  side.  Individually,
depending on the disease’s severity, these changes were more or
less significant. The improvements in gait kinematics convinced
us that WBV can be carefully used in patients’ therapy and it
may be used together with individually  planed rehabilitation
processes to bring more satisfying results.

I. INTRODUCTION

Ageing  of  the  population  brings  growing  demands  on
social and health care systems due to the increased risks of
various chronic diseases in older individuals. Health related
quality of human life and loss of independence can be also
affected  by  natural  weakening  of  human  body  and  its
functional  systems.  This  leads  to  more  frequent  falls  and
consecutive health and mobility problems [1-3].

Here,  the  disorders  like  sensory  loss,  vestibular
dysfunction,  impaired  vision,  muscular  weakness,  bone
rarefaction or gait disorders are multi-factorial disorders that
contribute  to  vulnerability  and  frailty  of  elderly  persons.
Moreover,  elderly  falls  are  usually  reasons  for  additional
medical interventions. Motor impairment syndromes are also
associated  with  neurological  disorders  [4].  This  group  of
clinically heterogeneous diseases causes severe problems in
coordination, gait, balance, voluntary muscle control, power
and strength [5, 6].

Strategies to prevent negative consequences of functional
mobility diseases have to be widely discussed, assessed and
applied  in  health  care  of  elderly  patients.  Such  strategies
include also rehabilitation techniques and physical exercises.
Here,  due  to  the  published  results  the  WBV  can  be
considered as reliable and effective tool in rehabilitation and
sport medicine [7, 8].

Continuing in our previous pilot study [9] we hypothesize
that  the  WBV may stimulate  muscle activation  in  elderly
patient  with neurological  disorders  and that  application of
WBV will  result  in  improvement  of  quality  of  their  gait.
Therefore,  the  purpose  of  this  study  was  to  investigate
whether the single WBV session has any positive effects on
gait kinematics.

II.WHOLE BODY VIBRATION

Whole  body  vibration  (WBV)  has  been  extensively
studied for its dangerous effects on humans, especially when
exposed  as  occupational  vibration  at  high  amplitudes  and
specific  frequencies  [10-12].  However,  WBV  is  also  the
concept that was already applied in many studies to confirm
benefits  for  astronauts,  athletes,  wellness  of  healthy
population, but also patients with various diseases [13-15].

Recent clinical works suggest that low amplitude and low
frequency of mechanical stimulation of the human body is a
safe  and  effective  way  to  exercise  musculoskeletal
structures. The studies realized during past decade indicate
that  WBV  may  increase  muscle  strength,  neuromuscular
function,  bone  mass  and  mineral  density  [16-19],  can  be
useful  in  improving  physical  capacity,  cardiorespiratory
functions, hormonal production, proprioception, and balance
[20-22].

Despite of WBV positive effects presented in almost all
related  research  studies,  the  authors  interpret  their  results
with  caution.  Also,  the  underlying  mechanisms  by  which
WBV  enhance  neuromuscular  performance  vary  between
studies  and  are  still  unclear.  Inconsistency  in  presented
results  is  caused  by  various  training  protocols  and
heterogeneity  in  study  designs.  However,  several
mechanisms  should  be  considered  as  crucial.  Vibration
stimulates  skeletal  muscle  by  activating  a  stretch  reflex
analogous to the tonic vibration reflex.  Thus the activated
muscle spindle activity causes involuntary reflexive muscle
contraction in an attempt to control  the vibration imposed
muscle length change. WBV also evoke changes in postural
control  strategy  where  the  vibration  stimulus  generates
postural instability and the body activates particular muscles
to maintain body balance. Another mechanism is generated
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when  oscillations  induce  a  muscle  tuning  response  in  an
attempt  to  minimize  the  propagation  of  the  vibrations
throughout  the  body. Then,  the  muscles  might  activate  to
prevent  further  transmission  of  the  vibration  stimulus
through the body.

There  are  various  vibrating  platforms  available  as
commercial  products  used  by  many wellness  centers  and
rehabilitation clinics. The main differences are in the type of
vibration  stimulation,  frequency  range,  and  amplitude  of
vibration [23, 24].  Most of the vibrating platforms vibrate
sinusoidally.  The  subjects  stand  on  the  platform  which
oscillates only vertically or side alternating. Other types of
vibrating  devices  uses  two  separate  platforms  to  produce
vibrations  for  each  foot  independently.  While  commercial
usage promotes WBV as attractive and effective alternative
to  resistance  training,  the  therapeutic  applications  should
carefully  consider  duration  of  WBV  exposure,  main
vibration  characteristics  as  well  as  their  effects  on
neuromuscular  system  respecting  patients’  physical
capabilities.  The  rest  periods  between  vibration  trainings
may also play a significant role in final WBV effects. The
effect  of  vibration  may  be  also  tested  using  various
modeling techniques [25].

III. MATERIAL AND METHODS

A. Patients

A group of  nineteen  elderly patients  (age  66.74  ± 3.65
years,  6  males  and  13  females)  with various  neurological
disorders were included in the study. The inclusion criteria
were  ambulatory  patients  that  are  able  to  walk
independently,  had  no  cardiovascular  disease  or  epilepsy,
and  had  no  prior  experience  in  WBV  training.  All  the
patients were informed about the WBV training, about the
tests to be realized and also about possible risks and benefits
of  the  research.  Prior  to  participation  they  gave  written
informed consent approved together  with the study design
by the University Hospital Ethics Committee.

All participants attended a familiarization session before
the  study and  before  the  tests  were  performed.  No  other
physical  treatment or  intervention was realized at  least 24
hour  before  WBV  training  session.  The  anthropometric
measures  were  also  taken  and  registered  in  patients’
experimental  protocols.  As  for  the  aim  of  the  study,  the
anthropometric  characteristics  of  lower  extremities  were
preferred,  including thigh  length  (right:  44.89  ± 2.26  cm,
left: 44.42 ± 2.14 cm), calf length (right: 41.89 ± 3.80 cm,
left: 41.58 ± 3.91 cm) and foot length (right: 25.74 ± 2.82
cm, left: 25.89 ± 2.55 cm).

B. Experiment

The  experimental  protocol  was  designed  to  discover
potential immediate response of a single WBV training unit
to the quality of gait kinematics in elderly patients. Training
sessions  were  supervised  by  rehabilitation  specialist  and
measurements as well as WBV sessions were conducted in
the  same  thermally  neutral  room  intended  for  physical
training. All subjects did not engage in any therapeutic or
rehabilitation procedures before testing.

The  training  session  started  with  physical  examination
and  short  warming-up  walk.  Then,  the  patient’s  gait  was
captured and analyzed before WBV exposure.  Participants
were asked to walk at their natural waking speed along the 6
m long path. After reaching the end point of the path, they
were asked to turn back (180°), i.e. to change the direction
of gait, and to walk back to the starting point. Then, they
turned back again and walked to the end point of the path,
where  the  last  turn  back  was  realized  and  the  patients
finished walking in starting point of the path. In that sense,
the subjects passed the length of walking path four times.
WBV session followed one minute after this control gait was
captured and analyzed. Here, each participant stood in static
position on the vibration platform (VibroGym inSPORTline)
with no shoes and socks and holding on the device handle.
Erected  posture  with  slightly  bended  knees  was  required
during  vibration  test.  The patients  were  asked  to stop the
training  in  the  case  of  any  pain  responses  to  vibration.
Duration  of  one  WBV  training  unit  was  set  to  10  min.
Sinusoidal  vertical  vibration  frequency  was  set  to  30  Hz
with amplitude of 2 mm. 1 min rest interval followed after
this WBV exposure. Then, the patients walked again and the
kinematics  of  their  gait  was captured  and analyzed  in the
same  way  as  it  was  before  WBV  session.  Finally,  the
kinematics obtained before and after WBV training unit was
compared to evaluate its effects on patients’ gait.

C. Parameters

Gait  assessment  was  performed  using  our  marker-free
motion analysis system MAFRAN [26]. The system is based
on  motion  tracking  method  in  video  sequence  with  no
passive  or  active  markers  attached  to the  patients’ bodies
tries  to  minimize  disadvantages  of  currently  available
marker–free systems, to bring new of motion analysis and to
offer clinicians cheaper, but not worse alternative preserving
all advantages of motion analysis.

Here, the patient’s gait is captured in sagittal plane using
common commercial video camera. Then, the raw record is
used  in  the  system  to  automatically  reconstruct  motion
trajectories  of  human body anatomical  landmarks,  i.e.  the
trajectories  of  all  lower  extremity  joints  and  adjacent
segments.  These  trajectories  are  consequently  used  to
calculate  other  kinematical  parameters  for  detailed
description  of  patient’s  gait.  Here  analyzed  parameters
include positions, velocities and accelerations of individual
joints,  hip  flexion/extension,  knee  flexion/extension,  and
ankle  plantar/dorsal  flexion  angles,  gait  cycle  length,  gait
cycle time, gait cycle velocity, cadence (cycles per minute),
stance phase and swing phase of the gait cycle.

D. Statistics

All  acquired  kinematical  parameters  were  analyzed
individually within the patient and then within the group of
here  included  patients  as  well.  The  kinematical
characteristics of the patients were evaluated as differences
between right  and  left  side.  The hypothesis  was based  on
assumption  that  these  differences  should  be  smaller  after
WBV  training  comparing  values  obtained  before  WBV
training.  Otherwise,  the  WBV  will  probably  have  no
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immediate benefits for  gait kinematics.  Statistical methods
included descriptive statistics and Student’s paired t-test and
were used to ascertain specific and significant differences.
The significance level was set to P < 0.05.

IV. RESULTS

WBV session was well  accepted  by all  elderly patients
included in this continuing study. No one felt any pain or
expressed  any  problems  during  WBV  exposure.  A  first
analysis  was  performed  with  anatomical  joint  angles  of
lower  extremities in sagittal  plane.  Individually, no of  the
patients  had  the  same curves  of  all  tree  joints  comparing
before and after WBV values. At least one joint’s trajectory
was  changed  either  in  positive  or  negative  direction.  An
example of anatomical joint angles changes in 65 years old
male patient with right hemiparesis is shown on following
figures.

Figure  1  shows  hip  flexion/extension  angle  before  and
after  single WBV training unit.  A paired t-test  determined
that  the mean decrease  of  differences  (M=0.47,  SD=4,29,
N=51) was not significantly greater  than zero, t(50)=0.78,
two-tail p=0.441 (95% CL=1.208), providing evidence that
the  WBV  was  not  effective  in  reduction  of  differences
between right and left hip flexion/extension angle.

Figure 2 shows knee flexion/extension angle before and
after  single  WBV  training  unit.  Knee  flexion/extension
angle of the same patient showed that the mean differences
between  right  and  left  side  before  and  after  WBV  were
decreased,  but the mean decrease of  differences (M=0.54,
SD=8,207,  N=51)  was not significantly greater  than zero,
t(50)=0,47,  two-tail  p=0.643  (95%  CL=2.308),  providing
evidence  that  the WBV was  not  effective  in  reduction  of
differences  between  right  and  left  knee  flexion/extension
angle in this patient.

Figure 3 shows ankle plantar/dorsal flexion angle before
and after single WBV training unit. The mean decrease of
the right and the left side differences in ankle plantar/dorsal
flexion  angle  of  the  same  65  years  old  male  patient
(M=3.79,  SD=4,089,  N=51) was significantly greater  than
zero,  t(50)=6.63,  two-tail  p=0.000  (95%  CL=1.150)
provided evidence that the WBV was effective in reduction
of  differences  between  right  and  left  ankle  plantar/dorsal
flexion angle.

Anatomical joint angles were analyzed in all participants
of  this study in the same way. The summary of  right and
lefts  side differences  in  anatomical  joint  angles  in elderly
patients  showed  that  the  most  significant  changes  were
registered in the ankle plantar/dorsal flexion angle (89.47%),
followed by hip flexion/extension angle (73.68%) and knee
flexion/extension  angle  (57.89%).  However,  these
significant  changes  include  both  the  positive  and  the
negative  changes.  The  only  significant  positive  changes
were  chiefly  in  hip  flexion/extension  angle  (63.16%)
followed by the knee flexion/extension angle (47.37%) and
ankle plantar/dorsal flexion angle (47.37%). 

Individually, there  were  thirteen  patients  (68.42%)  who
had  at  least  two  significant  positive  changes  of  these
kinematical parameters or they had no significant negative

Fig.  1 Hip flexion/extension angle in 65 years old male patient with
right hemiparesis before and after WBV exposure (solid line – right leg,

dashed line – left leg).

Fig.  2 Knee flexion/extension angle in 65 years old male patient with
right hemiparesis before and after WBV exposure (solid line – right leg,

dashed line – left leg).
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changes (subjects 1, 2, 3, 5, 8, 9, 10, 13, 14, 15, 17, 18 and
19). Two patients (10.53%) had no beneficial improvements
resulting from applied WBV exposure (subjects 6 and 12)
and four patients (21.05%) of the elderly patient subgroup
registered worsening because of no significantly positive or
only  significantly  negative  changes  (subjects  4,  7,  11
and 16).

The  second  analysis  was  performed  in  spatial-temporal
parameters.  Here,  the  symmetry  of  all  characteristics  was
examined and summarized. The mean differences between
right  and  left  sides  and  standard  deviations  of  these
parameters are listed in the table 1.

No of here analyzed parameters had significantly neither
positive  nor  negative  changes.  Nevertheless,  some of  the
parameters had positive and another negative tendency. The

positive  trends  were  shown  in  decreasing  differences
between  right  and  left  side  in  gait  cycle  length  (1.470  ±
6.417) and velocity (0.016 ± 0.056). On the other side small
increase was registered in cadence (-0.064 ± 1.507) and gait
cycle  stance  (-0.885  ± 4.951  and  swing (-0.907  ±  4.932)
phase. Gait cycle time remained almost unchanged (0.002 ±
0.043).

V.CONCLUSION

In this study, the effect of single WBV training unit was
tested  in  elderly  patients  with  neurological  disorders
including  multiple  sclerosis,  Parkinson  disease,  cerebral
palsy and radiculoneuritis. The significant improvement was
confirmed mainly in anatomical joint angles rather than in
spatial-temporal  parameters.  As  we  expected,  the  single
whole body vibration training unit had only short-time effect
as  six  of  the  beneficial  patients  were  analyzed  one  week
after the experiment and their kinematics was similar to the
pre- exposure status. Utilization of WBV training in patients
with  neurological  disorders  may  result  in  benefits  for
kinematics  of  human  motion,  but  its  significance  and
mechanism still remains unclear and undiscovered.

The results of this pilot study provided invaluable data for
rehabilitation  specialists  as  well  as  for  development  of
further  research  programs  in physiotherapy. Based  on  the
results we obtained, it was also confirmed that an individual
WBV training and supervised functional treatment should be
specified for particular patient. Further  research should be
realized  to  clarify  WBV  specific  benefits.  The  various
training  approaches  including  standing  in  different  static
positions, sitting on chair with legs on vibrating platform or
performing  exercises  on  the  platform  during  therapy
sessions should be investigated as well.
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TABLE I.
SPATIAL-TEMPORAL CHARACTERISTICS OF PATIENTS’ GAIT OBTAINED BEFORE (PRE) AND AFTER (POST) WBV EXPOSURE (N=19).

Parameter Pre WBV Post WBV Delta pre/post

GC length (cm) 5.751 ± 4.170 4.281 ± 4.708 1.470 ± 6.417

GC time (s) 0.086 ± 0.075 0.084 ± 0.077 0.002 ±0.043

GC velocity (m/s) 0.067 ± 0.038 0.051 ± 0.048 0.016 ± 0.056

Cadence (GC/min) 2.014 ± 1.284 2.078 ± 1.286 -0.064 ± 1.507

Stance phase (%) 3.556 ± 2.944 4.441 ± 4.984 -0.885 ± 4.951

Swing phase (%) 3.562 ± 2.942 4.469 ± 4.963 -0.907 ± 4.932

Fig.  3 Ankle plantar/dorsal flexion angle in 65 years old male patient
with right hemiparesis before and after WBV exposure (solid line –

right leg, dashed line – left leg).
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Abstract— Melanoma is the most deadly form of skin cancer. 

Early detection and successful treatment of this disease often is 

possible. The main goal of this paper is to present results of 

application of feature selection method to find the most 

important or all important features that characterize 

melanocytic spots on the skin and in this way defining of a new 

Total Dermatoscopy Score formula. Thus, it is possible to 

decrease dimensionality of that problem. Results gathered 

during research focus on about six from thirteen descriptive 

attributes which are the most relevant and are stated as core 

attributes. Based on these attributes a simple total scoring 

method could be applied to improve prediction (diagnosis) 

results, additionally also reducing complexity of problem. 

Results were acquired by application of six different machine 

learning algorithms and estimated using several evaluation 

measures. 

I. INTRODUCTION 

elanoma is the most deadly form of skin cancer. The 

World Health Organization estimates that more than 

65000 people a year worldwide die from too much sun, 

mostly from malignant skin cancer [1]. It is an increasingly 

common tumour, it is  the cutaneous tumour with the worst 

prognosis and its incidence is growing, because most 

melanomas arise on areas of skin that can be easily 

examined. Early detection and successful treatment often is 

possible, most dermatologists can accurately diagnose 

melanoma in about 80% of cases according to well-known 

ABCD process [2]. ABCD formula devotes to Asymmetry 

of lesions, their Border, Color and Diversity of structures (or 

Diameter in other approach), and in some cases the Evolving 

over time (the ABCDE formula). Based on these features 

dermatologists could prepare diagnosis by simply 

observation of investigated lesion. 

Meanwhile the incorporation of dermatoscopic techniques, 

reflectance confocal microscopy and multispectral digital 

dermatoscopy have greatly enhanced the diagnosis of this 

cutaneous melanoma. While these devices and techniques 

could give dermatologists a closer look at suspicious skin 

lesions. This, in turn, can help dermatologists find suspicious 

lesions earlier than before and better determine whether a 
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biopsy is needed. None of these devices can confirm that a 

suspicious lesion is melanoma. It is, however, not yet 

possible to tell if a patient has melanoma or any type of skin 

cancer without a biopsy. It is important to combine the 

classically ABCDs and biopsy to prevention and diagnosis 

of melanoma.  

The five-year survival rate for people whose melanoma is 

detected and treated before it spreads to the lymph nodes is 

99 percent. Five-year survival rates for regional and distant 

stage melanomas are 65 percent and 15 percent, respectively 

[3]. Thus the curability of this type of skin cancer depends 

essentially on its early diagnosis and excision. For that 

reason the ABCD (asymmetry, border, color and diversity of 

structure) clinical rule is commonly used by dermatologists 

in visual examination and detection of early melanoma. It is 

also used in development of diagnosis platforms such as 

DERMA [4] or IMDLS systems [5].  

Previous research [5-8] focused on using of data mining and 

image mining techniques to provide early support to 

diagnosis of melanocytic lesions. Now, it is proposed to 

apply feature selection methods to find interesting features 

inside investigated melanocytic datasets. Thus, we could try 

to recognize the minimal set of important (relevant) features, 

but on the other hand we can calculate the importance of 

each feature used in ABCD formula in the domain of 

melanoma classification. According to Kohavi and John [9] 

feature X could be defined to be strongly relevant when 

removal of X alone from the data always results in 

deterioration of the prediction accuracy of the ideal Bayes 

classifier. Feature X is weakly relevant if it is not strongly 

relevant and there exists a subset of features S, such that the 

performance of ideal Bayes classifier on S is worse than the 

performance on S  {X}. A feature is irrelevant if it is 

neither strongly nor weakly relevant. Improving the 

performance of machine learning classifiers for diagnosis 

based on feature selection is often applied [10,11]. In this 

paper additional application of FS methods is investigated. 

II.  DATASET USED DURING EXPERIMENTS 

The medical dataset which was used in this research 

concerns melanocytic skin lesions that are a very serious 

skin and lethal cancer. It is a disease of contemporary time, 
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the number of melanoma cases is constantly increasing, due 

to, among other factors, sun exposure and a thinning layer of 

ozone over the Earth. Statistical details on this data are given 

in [12]. Investigated data consist of 326 case of Benign 

nevus and Blue nevus, 108 cases of Suspicious nevus and 

114 cases of Melanoma malignant, a total of 548 cases. 

Descriptive attributes of the data were divided into four 

categories:  

• Asymmetry, has three different values: symmetric spot, 

one-axial asymmetry and two-axial asymmetry, 

• Border, is a numerical attribute with values from 0 to 8, 

• Color group, has six possible types: Black, Blue, Dark 

brown, Light brown, Red and White, 

• Diversity of structures group, has five possible types: 

Pigment dots, Pigment globules, Pigment network, 

Structureless areas and Branched streaks;  

Each of these 11 types of Color and Diversity have values 

0 or 1, that is 0 means lack of the corresponding property 

and 1 means the occurrence of the property. In dermatology 

this set of features is known as ABCD formula and is also 

applied to calculated the so-called Total Dermatoscopy 

Score (TDS) [13,14]. The ABCD formula of dermoscopy 

was the first dermoscopy algorithm created to help 

differentiate benign from malignant tumors [14]. This 

algorithm was developed to quantitatively address the 

crucial question in dermoscopy of whether a melanocytic 

skin lesion under investigation is benign, suspicious 

(borderline), or malignant. Based only on four 

dermatoscopic criteria this method is relatively easy to learn 

and to apply. The ABCD method has been extensively 

studied and it has been shown that it improves the diagnostic 

performance of clinicians evaluating pigmented skin lesions. 

The goal was to use selected machine learning methods to 

estimate hierarchy of importance of melanocytic symptoms. 

These symptoms are part of well-known parameter TDS 

(Total Dermatoscopy Score) that is a useful diagnostic tool 

for melanoma. The TDS is computed using the following 

formula (known as the ABCD formula): 

 

 



DiversityColors

BorderAsymmetryTDS

*5.0*5.0

*1.03.1
 (1) 

where A is a description of lesion’s asymmetry, B is a 
description of lesion’s border, C is a description of colors 

appearing in considered lesion, and D is a specification of 

lesion’s diversity. 

III. METHODS OF EXPERIMENTS 

During research a following general procedure was 

applied: 

1. Selection of dataset and features for investigation 

(a) Application of set of ranking measures to calculate 

rank of importance for each feature 

(i) With set of contrast features 

(ii)Without contrast features 

(b) Definition (selection) of the most important feature 

subset 

2. TDS calculation for all original features 

3. New TDS calculation based on selected most important 

features 

4. Application of different machine learning algorithms 

for classification of unseen objects using 10-fold cross 

validation method 

(a) Using all descriptive features 

(b) Using only selected, most important features 

(c) Using all descriptive features with TDS added 

(d) Using only selected, most important features with 

NewTDS added 

5. Comparison of gathered results using different 

evaluation measures 

In the first step, dataset and features for investigation were 

defined. Then, different ranking measures were applied to 

estimate importance of each feature. In order to check 

specificity of the feature selection, the dataset was extended 

by contrast variables. It means that each original variable 

was duplicated and it’s values were randomly permuted 
between all objects. Hence a set of non-informative by 

design shadow variables was added to original variables. 

The number times when the shadow variables were selected 

as important gives estimate of the expected level of false 

discovery. These variables that were selected as important 

significantly more often than random, were examined 

further, using different test. To define level of feature 

importance six well-known ranking measures were applied: 

ReliefF, Information Gain, Gain Ratio, Gini Index, SVM 

weight and RandomForest. Additionally, a new parameter, 

called RuleQualityFS (see Table 1), were introduced. It is 

based on frequency of presence of different feature in rule 

model generated from dataset and also takes into 

consideration quality of the rules in which there is. Rank 

quality of i
th

 attribute could be presented as follow: 

 



n

j
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where n is a number of rules inside the model, QRj defines 

classification quality of rule Rj and {Ai} describe the 

presence of i
th

 attribute, usually 0 or 1.  

In turn, quality of rule is defined as follow: 

 

incorrcorr
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R

EE

E
Q

j 
  (3) 

where Ecorr depicts number of correctly matched learning 

examples by j
th

 rule and Eincorr depicts number of incorrectly 

matched learning examples by this rule. 

In the second step, the standard TDS calculation were 

performed based on original values of attributes and using 

formula (1). It is standard procedure utilized by medical 

specialists.  

However, in my research, the third step is crucial. In this 

point a NewTDS value is defined and calculated (see formula 

282 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

4). According to acquired factors from the first step of 

experiments (Table 1), a new formula for TDS calculation 

were introduced: 

 

WhiteColor

reaksBranchedSt

BlueColor

workPigmentNet

Asymmetry

BorderNewTDS

*50.15

*60.16

*00.20

*22.23

*82.31

72.38










 (4) 

Six selected attributes were used according to Table 1. For 

each of them corresponding factor from this table 

(RuleQualityFS column) were inserted. In this way, new 

attribute which connects others into one value were added to 

original dataset. 

During the fourth step test probing the importance of 

variables was performed by analyzing the influence of 

variables used for model building on the prediction quality. 

Four different combination of attributes were applied. 

Six different machine learning model were applied to 

build different predictors: Classification Tree (CT), Random 

Forest (RF), CN2 decision rules algorithm (CN2), Naïve 
Bayes (NB), k Nearest Neighbors (kNN) and Support Vector 

Machine (SVM). During this step a 10-fold cross validation 

paradigm were used. Ten known evaluation measures were 

utilized in each predictor: Classification Accuracy (CA), 

Sensitivity, Specificity, Area Under ROC curve (AUC), 

Information Score (IS), F1 score (F1), Precision, Brier 

measure, Matthew Coefficient Correlation (MCC) parameter 

and finally Informadness ratio [11]. 

 

TABLE I. 

RANKING OF FEATURES USING SEVEN DIFFERENT MEASURES 

Attribute ReliefF 
Inf. 

gain 

Gain 

Ratio 
Gini 

SVM 

weight 
RF 

RuleQuality 

FS 

Border 0.03 0.17 0.09 0.03 4.93 3.74 38.72 

Asymmetry 0.25 0.46 0.34 0.07 7.34 10.99 31.82 

Pigment network 0.19 0.18 0.18 0.02 1.90 3.82 23.22 

Blue color 0.16 0.41 0.58 0.06 13.79 10.17 20.00 

Branched streaks 0.13 0.23 0.23 0.02 2.22 3.51 16.60 

White color 0.03 0.06 0.07 0.01 1.64 1.12 15.50 

Border (contrast) -0.06 0.01 0.01 0.00 0.08 -0.12 12.50 

Black color -0.05 0.11 0.11 0.01 2.35 2.02 11.00 

Light brown color -0.02 0.05 0.06 0.01 1.24 1.06 11.00 

Pigment dots 0.08 0.09 0.10 0.01 1.26 1.08 10.80 

Asymmetry (contrast) 0.01 0.01 0.01 0.00 1.16 0.01 10.52 

Structureless areas 0.00 0.04 0.07 0.01 1.24 0.48 9.00 

Red color 0.02 0.08 0.08 0.01 1.13 1.58 6.50 

Black color (contrast) 0.01 0.00 0.00 0.00 0.08 -0.01 5.80 

Pigment network (contrast) -0.08 0.00 0.00 0.00 0.03 -0.05 5.60 

Light brown color (contrast) 0.00 0.00 0.00 0.00 0.04 -0.06 5.50 

White color (contrast) 0.00 0.00 0.00 0.00 0.01 0.24 5.00 

Dark brown color 0.05 0.06 0.07 0.01 0.97 0.90 4.80 

Pigment dots (contrast) -0.06 0.00 0.00 0.00 0.04 -0.12 4.80 

Branched streaks (contrast) 0.08 0.00 0.00 0.00 0.11 -0.03 4.80 

Dark brown color (contrast) 0.03 0.01 0.01 0.00 0.08 0.18 4.00 

Blue color (contrast) 0.03 0.00 0.00 0.00 0.01 0.04 3.00 

Red color (contrast) 0.05 0.00 0.00 0.00 0.03 -0.08 3.00 

Pigment globules 0.02 0.05 0.09 0.01 1.26 0.73 3.00 

Pigment globules (contrast) -0.02 0.00 0.00 0.00 0.42 0.02 3.00 

Structureless areas (contrast) -0.01 0.00 0.01 0.00 0.14 -0.08 3.00 
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IV. RESULTS OF EXPERIMENTS 

The first experiment revealed six variables, called core 

features, that were indicated as important by all, or nearly 

all, ranking measures, see Table 1. In this table, we can 

observe that Border, Asymmetry, Pigment network, Blue 

color, Branched streaks and White color features create 

stable and core set of features which have the highest values 

of seven measures of importance, particularly using 

RuleQualityFS measure, introduced in this investigation. In 

the same table, comparison with importance of contrast 

values (grey rows colored and contrast index) is also 

presented. The most important contrast feature is Border 

(contrast) for which RuleQualityFS measure, defined in 

earlier section, is equal to 12.50. In this way, he is also 

treated as a threshold that separates the core set of attributes 

from all contrast features and other less informative 

attributes. Most of the measures used in this approach 

focused that selected core set of features has higher values of 

these parameters than gathered threshold attribute value. 

These values are denoted in bold style in Table 1. Hereby, 

TABLE II. 

AVERAGE CLASSIFICATION RESULTS GATHERED USING DIFFERENT CLASSIFICATION QUALITY MEASURES APPLIED TO SIX MACHINE 

LEARNING MODELS FOR FOUR INVESTIGATED SETS OF FEATURES COMBINATION 

Model CA Sens Spec AUC IS F1 Prec Brier MCC Informadness 

All original feature set 

CT 0.79 0.78 0.92 0.92 1.30 0.78 0.78 0.34 0.70 0.70 

RF 0.83 0.79 0.93 0.97 1.11 0.80 0.85 0.27 0.75 0.72 

CN2 0.82 0.79 0.93 0.94 1.32 0.81 0.84 0.27 0.75 0.72 

NB 0.78 0.77 0.92 0.96 1.24 0.78 0.80 0.27 0.71 0.69 

kNN 0.81 0.82 0.93 0.94 1.40 0.82 0.81 0.29 0.75 0.76 

SVM 0.84 0.83 0.94 0.97 1.37 0.84 0.85 0.21 0.78 0.78 

AVG 0.81 0.80 0.93 0.95 1.29 0.80 0.82 0.28 0.74 0.73 

Selected core feature set 

CT 0.77 0.73 0.91 0.91 1.19 0.73 0.75 0.34 0.65 0.64 

RF 0.75 0.69 0.90 0.94 0.99 0.68 0.72 0.33 0.61 0.58 

CN2 0.76 0.70 0.90 0.92 1.09 0.72 0.78 0.34 0.64 0.60 

NB 0.73 0.70 0.90 0.94 1.12 0.71 0.73 0.33 0.61 0.59 

kNN 0.77 0.75 0.91 0.92 1.26 0.75 0.76 0.34 0.67 0.66 

SVM 0.75 0.71 0.90 0.93 1.09 0.72 0.74 0.33 0.63 0.61 

AVG 0.75 0.71 0.90 0.93 1.12 0.72 0.75 0.33 0.64 0.61 

All original feature set with TDS parameter 

CT 1.00 1.00 1.00 1.00 1.85 1.00 1.00 0.00 1.00 1.00 

RF 0.99 0.98 0.99 1.00 1.59 0.98 0.99 0.06 0.98 0.98 

CN2 1.00 1.00 1.00 1.00 1.62 1.00 1.00 0.03 1.00 1.00 

NB 0.92 0.90 0.97 0.99 1.53 0.90 0.91 0.13 0.88 0.87 

kNN 0.86 0.87 0.95 0.96 1.51 0.86 0.86 0.21 0.81 0.82 

SVM 0.94 0.92 0.98 1.00 1.64 0.93 0.93 0.08 0.91 0.90 

AVG 0.95 0.94 0.98 0.99 1.62 0.95 0.95 0.09 0.93 0.93 

Selected core feature set with NewTDS parameter 

CT 1.00 1.00 1.00 1.00 1.85 1.00 1.00 0.00 1.00 1.00 

RF 1.00 1.00 1.00 1.00 1.61 1.00 1.00 0.04 1.00 1.00 

CN2 1.00 1.00 1.00 1.00 1.59 1.00 1.00 0.04 1.00 1.00 

NB 0.99 0.98 1.00 1.00 1.80 0.98 0.98 0.02 0.98 0.98 

kNN 0.94 0.92 0.98 0.99 1.68 0.93 0.93 0.10 0.91 0.90 

SVM 0.98 0.98 0.99 1.00 1.74 0.98 0.98 0.04 0.97 0.97 

AVG 0.98 0.98 1.00 1.00 1.71 0.98 0.98 0.04 0.98 0.98 
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we can observe that different measures give different 

threshold, and it also shows that some other measures than 

RuleQualityFS include all original variables in core sets, e.g. 

Information Gain, Gain Ratio, Gini index and Random 

Forest application. Thus, we cannot extract smaller set of 

relevant attributes than the original one. 

The second part of experiments focused on calculation of 

standard TDS and NewTDS defined earlier. Based on 

formula 1 and formula 4, these two values were obtained. 

Then, two datasets that include TDS and NewTDS 

respectively were investigated in next part of experiment. 

The third part of experiment devoted to estimation of 

prediction quality of utilized machine learning algorithms 

described in section III. During this step six different 

algorithms were applied using 10-fold cross validation 

method. Average results are collected in Table 2. Procedure 

were utilized to four specified sets:  

(i)  original set containing all descriptive features,  

(ii) only selected core feature set based on its 

importance calculated in the first step,  

(iii) original set containing all descriptive features with 

added standard TDS parameter, 

(iv) core feature set with added NewTDS parameter.  

Additionally, to compare results, average values (AVG) of 

all evaluation measures  were calculated. 

 

Fig.  1 Comparison of ROC curves gathered for Melanoma malignant 

class using six learning algorithms by investigation of original dataset 

(top chart) and selected core features with added NewTDS attribute 

(bottom chart) 
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Based  on  acquired  results  (see  Table  2),  it  could  be

stressed that core set of features which contains only 6 from

13 attributes has very similar prediction quality as it was ob-

served with all original 13 attributes. For instance, popular

measure  in  data  analysis  AUC decreased  on  average  only

from 0.95 to 0.93. However, average Classification Accuracy

decreased rather significantly from 0.81 to 0.75, and also In-

formadness, which in itself connects Sensitivity and Speci-

ficity, decrease on average from 0.73 to 0.61.  Next, if we

tried to add calculated standard TDS values it is observed

that AUC reached better average value, 0.99. This outcome

could be also observed in form of Receiver Operating Char-

acteristic curve. Comparison of ROC curves for original and

with NewTDS feature set generated only for Melanoma ma-

lignant class is presented on figure 1. In turn, all other mea-

sures also increased significantly. By adding TDS values to

dataset  Informadness  measure  increased  on  average  from

0.73 to 0.93. Thus, it could be said that this approach could

be positively applied in other, different medical issues.

The last step of experiment shows that the feature space

could be probably significantly reduced.  It  means,  that  we

can use only six from thirteen descriptive attributes in con-

nection with new total score parameter could be successfully

applied. In Table 2, the average value of all evaluation mea-

sure increased significantly reaching almost limits. For ex-

ample AUC and Specificity reached 1.0,  in turn Informad-

ness achieve 0.98, what is very good result. According to this

results it could be stressed that this methodology improves

prediction  of  learning  models  and  additionally  simplifies

space of problems by reducing its dimensionality.
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Abstract—Artificial Neural Networks (ANNs) play a vital
role in the medical field in solving various health problems
like estimating the risk of cardiovascular diseases. The article
concerns the process of developing ANNs for estimating the
risk of arterial hypertension. ANNs proposed in this article use
anthropometrical predictors, easy to control for everybody at
home without special equipment. In the article we analyze four
different models of ANNs and try to find out which model
and set of anthropometrical predictors estimates the risk the
most accurately. We use dataset of 2485 real cases of patients
from the city of Lodz. The experiment was done in the Matlab
environment. The performance of the proposed method in terms
of accuracy and facility of use shows that ANNs can be effective
tools for preliminary tests of arterial hypertension.

I. INTRODUCTION

ARTERIAL hypertension (HT) as a major risk factor
for the development of cardiovascular diseases (CVD)

constitutes an important problem of public health in Poland
and other countries around the world [1]. Arterial HT is a
disease that affects a wide range of the population, particularly
the elderly after the age of 55. In compliance with the data
given by multicenter Polish population health status study-
WOBASZ, arterial hypertension appears among about 42.1%
of men and 32.9% of women in Poland [2].

The diagnostics of HT as a sickness is based on:

a) the showing of increased values of blood pressure (based
on their repeated measurement),

b) the estimation of the degree of the disease,
c) the differentiating of its etiology and results.

The value 140 mmHg for systolic blood pressure (SBP)
and/or 90 mmHg the diastolic blood pressure (DBP) have been
accepted for grown-ups as a border-line of hypertension [3].
The same classification is used for young, middle-aged and
elderly subjects, whereas different criteria, based on percenti-
lage for boys and girls according to their age and height [4].
The state of high risk of development of HT, the so-called
pre-hypertension state (PHT), is defined when SBP amounts
120 - 139 mmHg and/or DBP amounts 80 - 89 mmHg. The
patient with PHT needs the estimation of other cardiovascular
risk and factors and modification of the lifestyle in the first
instance.

Overweight and obesity are the most widespread occur-
rent environmental factor, that can cause the development
of arterial hypertension (HT). The increased prevalence of
obesity (especially visceral obesity) and other cardiovascular
risk factors are closely associated with the rising incidence of
CVD and type 2 diabetes mellitus. The enlarged quantity of
the adipose tissue ties in with hyperinsulinemia and insulin
resistance, which contributes to the level of blood pressure.
Hormones and cytokines produced in adipocytes (eg. leptin,
resistin, adiponektion, the interleukin-6, tumor necrosis factor-
alpha and others) play a key role, and emitted to the circulation
of blood system, regulate lipid and glucose metabolism [5].
In Framingham research 70% of men and 60% of women
with HT and with coexisting overweight or obesity, had their
systaltic blood pressure increased about 4.5 mmHg on every
5 kg of overweight [6].

Similar relations between the Body Mass Index (BMI)
and arterial blood pressure were shown also in INTERSALT
research [7]. With people having the similar body height, a 10
kg difference caused the increase of systaltic/diastolic pressure
by 3/2.2 mmHg respectively.

In Poland, the result of the IDEA (The International Day
for Evaluation of Abdominal Obesity) research on grown-ups
aged from 18 to 80, showed that the frequency of appearing
of both abdominal overweight and arterial hypertension is one
of the highest in Europe [8].

Considerably more often than among our European neigh-
bours, both from the North and West, one ascertained ab-
dominal overweight (in Poland: 54% of women and 38%
of men; in north-west Europe: 45% of women and 33% of
men). Besides, it was observed that arterial hypertension more
often appears among people with overweight or obesity when
compared to their slim peers of the same age. Stout people
more often suffered from diseases of the cardiovascular (CVD)
system, diabetes and dyslipidemia. Very often these diseases
coexisted with overweight or obesity. The investigation the
IDEA concluded that both among men and women, abdominal
obesity and the BMI tie in with CVD independently.

In spite, of the well-known correlation between HT and
overweight, controversies about which anthropometrical fac-
tors (general and abdominal overweight and other such pa-
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rameters as age and sex determine the most effective model
of HT prediction) exist all the time.

In our work, we used ANNs, and the data from the research
adults aged from 20 to 80 from the city Lodz, and we executed
estimations of the efficiency of HT diagnostic for different
models and anthropometrical data.

II. DATASET FOR ARTIFICIAL NEURAL NETWORKS

The Artificial Neural Networks (ANNs) are constructed
using various predictors, to be trained, tested and validated
using the respective data sets. In experiments we used the
set of real data concerning patients from the city of Lodz,
aged from 20 to 80. The set of data embraced 2485 cases of
patients, 1197 men and 1288 women. Patients who did not
have hypertension is the largest group (1370 cases, whereof
624 is men and 746 is women). In the group of patients with
the 1-st stage of hypertension, there were 569 cases (315 men
and 254 women). The group of patients with the 2-nd stage
hypertension embraced 464 cases (221 men and 243 women).
The least numerous group of patients was the one with the
3-rd stage of hypertension and if consisted of 82 cases (37
men and 45 women).

The dataset was divided into a training set and a test set.
The training set was used for neural network training, that is
for adjustment of weights between neurons. The test set was
used after the network was trained, to test ANNs accuracy on
new data (not used for training).

III. MODELS OF THE ARTIFICIAL NEURAL NETWORKS

Artificial Neural Networks (ANNs) are algorithms inspired
by function of the human brain. ANNs are usually presented as
systems of interconnected "neurons" divided into a few layers.
Each neuron can compute values from inputs and is capable
of machine learning. Each neuron has a certain number of
inputs, a real number associated with each connection (the
weight of the connection), and has its own transfer function.
The behaviour of an ANN depends on the weights and the
transfer function. Most of the algorithms used in training ANN
employ some form of backpropagation method. In supervised
learning, a given set of input/output pairs is presented to
the network. A learning algorithm tries to adjust connection
weights to minimize the average squared error between the
network’s output and the target value for all the example pairs.
ANNs can produce the values between 0 and 1 for any input
vector. The advantage of ANNs is their ability to learn from
the observed data. They can be used to infer a function from
observations. This is useful in complex applications or tasks,
where discovering such a function by hand is impractical or
impossible.

All the experiments were done in the Matlab environment.
In the experiments we used three-layer artificial neural net-
works. The number of neurons in input, hidden and output
layers was fixed to 50, 30 and 1 respectively. The proposed
structure of the network was obtained as a result of a series of
initial tests during which we were testing different structures.
The hyperbolic tangent sigmoid transfer function (tansig) was

Fig. 1. An example of a three-layer artificial neural network teaching with
the Levenberg-Marquardt method

used in the input and hidden layers, and the linear function
(purelin) in the output layer. A Levenberg-Marquardt method
with 200 cycles was used for teaching the networks. In Fig.
1 we show an example of the network teaching in the Matlab
environment.

The result of the classification was represented on the output
layer in the form of a real number. We accepted that output
values from 0 to 0.17 represent the lack of hypertension,
values from 0.17 to 0.5 represent the 1st degree hypertension,
values from 0.5 to 0.83 represent 2nd degree hypertension,
and values above 0.83 represent the 3rd degree hypertension.
In experiments we tested four models of the network with
different input values:

• model 1: we accepted 3 inputs: the Body Mass Index
(BMI), the Waist Circumference (WC) and the Age. On
the output of the network we received the real number
representing the result of the classification;

• model 2: we accepted 3 inputs: the Body Mass Index
(BMI), the Waist Circumference normalized in relation
to the BMI (WCBMI) and the Age. On the output of the
network we received the real number representing the
result of the classification;

• model 3: we accepted 4 inputs: the Body Mass Index
(BMI), the Waist Circumference (WC), the Sex and the
Age. On the output of the network we received the real
number representing the result of the classification;

• model 4: we accepted 4 inputs: the Body Mass Index
(BMI), the Waist Circumference normalized in relation to
the BMI (WCBMI), the Sex and the Age. On the output
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Fig. 2. Artificial Neural Network Architecture

TABLE I
THE RESULTS OBTAINED BY EACH MODEL OF NEURAL NETWORK (THE

AVERAGE NUMBER OF INCORRECTLY RECOGNIZED CASES IN
PERCENTAGES)

HT 0 HT 1 HT 2 HT 3
model 1 7.96 10.42 17.76 21.18
model 2 6.68 11.94 16.6 17.3
model 3 6.52 9.82 15.18 14.86
model 4 7.00 11.92 16.9 19.92

of the network we received the real number representing
the result of the classification.

In models 3 and 4, a non-numerical attribute (Sex) was used.
The value of this attribute was converted into number: 0 for
women and 1 for men.

In Fig. 2 we present the Architecture of Artificial Neural
Network.

IV. EXPERIMENTAL RESULTS

For the test we used all four proposed models of ANNs.
Every network was run five times, embracing the learning
process, and then, the test of the efficiency of the classification.
The obtained result is the average from all five runs. The
results obtained by each neural network are collected in table
1. The values in the table are in percent ages and represent the
average number of incorrectly recognized cases with the lack
of hypertension (HT0), hypertension of the first stage (HT1),
hypertension of the second stage (HT2) and hypertension
of the third stage (HT3). During the experiments, we used
only the results of anthropometrical measurement and systaltic
(SBP) and diastolic (DBP) blood pressure. The other factors,
such as medicines, family conditionings and other, were not
taken into account.

The comparison of model 1 and model 2, let on to check
which input value (WC or WCBMI) better determines the
results of the classification. The graph in Fig. 3 illustrat the
differences in the average number of incorrectly diagnosed
cases by neural networks with the use of models 1 and 2.

Fig. 3. Differences in the average number of incorrectly diagnosed cases by
neural networks with the use of models 1 and 2.

Fig. 4. Differences in the average number of incorrectly diagnosed cases by
neural networks with the use of models 1 and 3.

The graph in Fig. 4 illustrates differences in the average
number of incorrectly diagnosed cases by neural networks with
the use of models 1 and 3.

Models 3 and 4 let on to check if the additional parameter
(Sex) will improve exactitude of the classification and how it
influences the value of the hypertension. The graph in Fig. 5
illustrates the average number of incorrectly diagnosed cases
by neural networks with the use of all four models.

V. CONCLUSIONS

Overweight and obesity leading to arterial hypertension are
a serious problem of the population of Poland and other
countries around the world. Artificial Neural Networks, basing
on anthropometrical factors, which are easy to measure at
home, let on to make diagnostic reconnaissances towards the
risk of arterial hypertension.

The neural network in which we used the Waist Circumfer-
ence normalized in relation to the BMI (WCBMI), as the input
(model 1) obtained a greater accuracy than the network in
which we used the Waist Circumference without normalization
(model 2).
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Fig. 5. Average number of incorrectly diagnosed cases by neural networks
with the use of all four models.

The introduction of the additional input parameter to the
network (the Sex), brought about the enlargement of the accu-
racy of the network. The greatest difference can be observed
in the third stage of hypertension, though in the test set in this
category the least cases appeared.

The results of our study may be a starting point for the con-
struction of a more complex ANN system for the assessment
of global arterial hypertension risk. Taking into account the
growing scale of overweight and obesity epidemic around the
world, the Neural Networks systems should be more widely
used for diagnosis of this problem.
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Abstract—We perform a short survey of image threshold-
ing methods for very specific task, and assess their perfor-
mance comparison. We analyse performance of adaptive thresh-
olding methods concerning segmentation of immunonegative
cells of follicular lymphoma tissue samples stained with 3,3’-
Diaminobenzidine&Haematoxylin. We use artificial images based
on experimental images that greatly simulates real samples
and simplifies process of evaluation. We chose 8 methods of
adaptive threshold segmentation, with different approach. They
were applied to 6 different monochromatic images derived from
original RGB images, by splitting layers, conversion to Lab
colour space and colour deconvolution. Evaluation of the results
was performed with basic statistical measures as sensitivity
and specificity along with Jaccard’s coefficient. We identify the
thresholding algorithms with superior performance. Collected
results will be used to design the new better method based on
this approach.

I. INTRODUCTION

T ISSUE samples stained immunohistochemically are com-
monly used by pathologists to distinguish various types

of cancer [1]. One of them is follicular lymphoma which is
the second most common form of non-Hodgkin’s lymphoma
[2]. Nowadays, pathologist doesn’t have to evaluate samples
via microscope but it can be done by examination of digital
images of samples. Unfortunately, even with this aid the
human evaluation is irreproducible and prone to error [3].
Moreover, it tends to change from one expert to another, as
well as in time for one expert. As analysis is mostly based on
counting of immunopositive and immunonegative cells, com-
puter evaluation would give many advantages, like acceleration
and reproducibility of the process. Unfortunately, segmentation
of such images is not an easy task. Most computer-based
procedures for immunohistochemistry image analysis [4]–[7]
have limited applicability due to numerous drawbacks.

For test images in this study we decided to use simulated
(artificial) images based on experimental images of follicular
lymphoma tissue sections stained with 3,3-diaminobenzidine
(DAB) and contra-stained with haematoxylin (H). The main

We acknowledge the financial support of the Polish National Science Centre
grant, PRELUDIUM, 2013/11/N/ST7/02797.

reason for this decision was having ’gold standard’ reference
image that can be used to evaluate results of segmentation
methods.

Experimental as well as artificial images consist of brown
objects among blue ones with bright background that some-
times has slight blue tint. Most of the objects have minor but
visible texture. Unfortunately, each and every sample differs
in many characteristics. There is a huge variability of shape
(from round to elongated), size and colour of objects of interest
as well as in the image generally; in colour intensity, range of
colour and tone throughout image plane.

For this survey we chose 8 methods of adaptive threshold
segmentation to test and evaluate their ability to segment
immunonegative cells. We decided to apply segmentation
algorithms to 6 different monochromatic images derived from
original RGB images. Apart from simple dividing images into
single layer images of separate RGB layers we used conversion
to Lab colour space, as it was proved to be useful during
segmentation in other applications [8]. Since b axis of Lab
colour space represents yellow and blue at two ends of the
axis, it could be very useful to find proper threshold value
to segment blue objects of interest. Also we try to use L
(luminescence) layer of Lab colour space as the objects should
have contrasting value from the background. Another method
we applied in this research is colour deconvolution [9]. We
use Haematoxylin layer obtained with predefined colour vector
in colour deconvolution algorithm. In summary, we compare
results of segmentation performed on: (1) red layer of RGB;
(2) green layer of RGB; (3) blue layer of RGB; (4) L layer
of Lab colour space; (5) b layer of Lab colour space; (6)
Haematoxylin layer after colour deconvolution.

To sum up, in this investigation, we present preliminary
study concerning segmentation of immunonegative cells of
follicular lymphoma tissue stained with DAB&H. It will
lead to development of improved method of segmentation. In
cooperation with our previous research [10] on segmentation
of immunopositive cells we hope to achieve fully capable
software to analyse digitized samples of follicular lymphoma
tissue sections.
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II. METHODS

For this study, we decided to use previously created artificial
images. Thus, we obtain the ’gold standard’ images to evaluate
the results. To process the images we have used previously
tested methods with changed parameters appropriately for the
new type of segmentation (presented in Table I). Evaluation
of the results was performed with basic statistical measures
as sensitivity, specificity along with Jaccard’s coefficient. All
necessary computations were performed in MATLAB.

A. Artificial images synthesis

The process of creating and the usefulness confirmation
of the artificial images is fully described in our previous
work [10]. In short, it is done using the adjusted version of
SIMCEP software [11], [12] and Camera Raw 4.1 module
of Photoshop CS5. Lehmussola and co-workers developed
SIMCEP to synthesize the full colour fluorescent microscopic
images of nuclei or cells’ culture. With our modification it
creates images of transmission light microscopy.

Our artificial images were created based on the model
images experimentally collected in Hospital Verge de la Cinta
in Tortosa, Spain. They were created to resemble their ex-
perimental counterparts as much as possible. The number of
cells, their size, shape and distribution have been adjusted. We
tried to simulate signal degradation, typical for the microscope
and camera technical limitations, such as noise, vinietting and
blurring.

The great advantage of this technique is that along with the
artificial image we obtain the reference image of ’true’ objects
of interest. This lets us not only compare number of segmented
objects and their approximate position but properly evaluate
every pixel of the image.

B. Methods of segmentation

Since samples tend to show wide range of characteristics
like colour, tone and intensity as well as contrast fluctuations,
the locally adaptive thresholding methods seems to be most
appropriate. Local threshold is calculated for every pixel with
sliding window image processing. Threshold value is based
on the intensity of the analysed pixel and its neighbourhood.
All methods used in this study are chosen based on the
survey [13], and are fully described in previous publication
[10], therefore in the following part we present them briefly.
All values of parameters used in segmentation algorithms are
chosen experimentally and are presented in Table I.

Niblack [14] is the most basic adaptive threshold method;
based on local variance.

Sauvola [15] is another local variance method and can be
treated as modified version of Niblack’s method.

Bernsen [16] is based on local contrast. Threshold value is
calculated as a mean of the minimum and maximum value in
neighbourhood of the analysed pixel if the contrast value was
high enough.

White [17], basically, if the pixel is considerably (depending
on the bias value parameter) darker than its surrounding, it is
considered as an object.

Palumbo [18] is using centre-surround scheme. The treated
area is divided into near neighbourhood and 4 diagonal win-
dows are far neighbourhood. The tested pixel is supposed to
be treated as object when the central window contains the
foreground object and the neighbouring windows are filled
with background.

Yasuda [19] is local contrast method and consists of four
steps. First two are preprocessing; increasing dynamic range
in the image, followed by nonlinear smoothing. Then primary
thresholding is done, with course marking of background
based on local contrast. Finally, precise segmentation to clas-
sify rest of the pixels is performed.

Hybrids of Niblack and Sauvola methods are described in
previous publication [10]. As the basic methods seemed un-
satisfactory in terms of sensitivity and specificity we modified
them by adding the contrast condition.

TABLE I
VALUES OF PARAMETERS USED IN SEGMENTATION METHODS

w k R bias Tc T1 T2 T3 T4

Niblack 51 -0.2

Hyb.Nib. 51 -0.2 40

Sauvola 51 0.5 128

Hyb.Sau. 51 0.5 128 40

White 51 1.05

Bernsen 51 40

Palumbo 21 100 0.85

Yasauda 51 0.19 0.39 0.8 0.05

C. Methods of evaluation

To perform proper evaluation exact position of every object
should be known. Fortunately, while we use artificial images
we can use the black and white reference image of ’true’
objects of interest as the ’gold standard’. Taking into account
the result of each segmentation method and ’gold standard’
image, following measurements are possible: true positive
(TP), true negative (TN), false positive (FP), false negative
(FN). Based on these parameters, statistical measurement of
the performance of segmentation methods can be calculated,
such as sensitivity, specificity, and Jaccard’s coefficient.

III. RESULTS

Segmentation was performed on 6 different layers derived
from one image. We tried performing segmentation on all of
RGB layers. We also tested performance on the Haematoxylin
layer acquired by applying colour deconvolution. Additionally,
we transformed images from RGB to Lab colour space, and
performed segmentation on layers L and b.

Performing segmentation on RGB layers is computationally
most simple approach that does not involve any transforma-
tions. The mean values of sensitivity and specificity for every
segmentation method on all images are presented in Table II.
Comparing mean results of RGB channels only red and green
layers give tolerable results. Segmentation of blue channel
cannot give good results as values of object and background
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TABLE II
MEAN VALUES OF SENSITIVITY AND SPECIFICITY FOR ALL IMAGES

APPLIED TO 6 DIFFERENT MONOCHROMATIC IMAGES DERIVED FROM THE
ORIGINAL RGB IMAGES

layer sensitivity specificity

R (RGB) 0.895± 0.043 0.914± 0.044

G (RGB) 0.827± 0.097 0.912± 0.048

B (RGB) 0.501± 0.219 0.878± 0.080

H (deconv.) 0.919± 0.047 0.929± 0.050

L (Lab) 0.804± 0.129 0.915± 0.049

b (Lab) 0.839± 0.071 0.930± 0.079

are very similar for that layer, as can be seen in Figure 1.
Hence, we discard blue channel from further analysis. The
best of those three channels is segmentation of red channel.
Transformation from RGB to Lab colour space is complex
computational task but it may become helpful as results of
segmentation on L and b layers are better in comparison to
those of RGB layers. Objects of interest (blue immunonegative
cells) in Luminescence layer (L) are significantly contrasted
from the background. Unfortunately, so are other objects
(brown immunopositive cells). Better results are achieved for b
layer of Lab colour space. It seems that blue and brown objects
can be well separated in this layer since the representation
of b axis is yellow-blue. It is understandable because model
brown colour consist only of red and green values (in RGB)
as well as yellow which has the same components, while
on the other end of the axis is blue colour. Mean value of
sensitivity for these four layers is between 0.804 and 0.895
while specificity is between 0.912 and 0.930. Haematoxylin
layer acquired by colour deconvolution algorithm stands out
as best for performing segmentation. It has mean value of
sensitivity 0.919 ± 0.047 and 0.915 ± 0.049 specificity, what
is better than any other tested layer.

Fig. 1. Comparison of blue and brown objects in RGB colour space.
Magnified blue object from artificial image (top-left) and its line profile (top-
right); brown object (bottom-left) and its line profile (bottom-right).

In Table III are presented values of sensitivity, specificity,

and Jaccard’s coefficient for all tested methods on all proposed
layers (channels) as mean performance on all test images.

As we stated before segmentation of red channel gives
better results than green or blue channel. This also is con-
firmed while analysing separate methods instead of their mean
value. For red channel best sensitivity is achieved by Sauvola
method which has also worst specificity value. Contradictory
is Palumbo method with best specificity and lowest sensitivity.
White method has best value of Jaccad’s coefficient and
quite good sensitivity and specificity values, both above 0.90.
Another to consider is Bernsen method with second highest
Jaccard’s coefficient and values of sensitivity and specificity
above 0.91.

Layer L from Lab colour space presents information about
Luminescence in the image. For this layer Sauvola and
Palumbo methods have similar results as for red channel.
Highest sensitivity and lowest specificity by Sauvola; highest
specificity and lowest sensitivity by Palumbo. Best value of
Jaccard’s coefficient is achieved by HybridSauvola method but
it has lower value than for red channel of RGB.

Fig. 2. Comparison of 4 methods performance on Haematoxylin layer.
Sauvola—red; Palumbo—green; Bernsen—blue; White—yellow.

Layer b from Lab colour space shows slightly different re-
sults. Best value of sensitivity has once again Sauvola method,
and also worst specificity. HybridSauvola method seems to
increase the specificity of Sauvola method to satisfactory level
(0.937) but unfortunately simultaneously lowers the sensitivity
value. White method has highest value of specificity but also
lowest sensitivity. Palumbo method has acceptable results of
sensitivity and specificity, 0.886 and 0.970 respectively, with
best value of Jaccard’s coefficient.

Last and possibly most interesting tested layer was Haema-
toxylin created with colour deconvolution. As it was for other
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TABLE III
RESULTS OF IMAGE SEGMENTATION.

Method Sensitivity Specificity rJ Sensitivity Specificity rJ Sensitivity Specificity rJ

layer R from RGB G from RGB B from RGB

Niblack 0.8869 0.8948 0.7153 0.8462 0.8910 0.6775 0.6100 0.8386 0.4505

Hyb.Nib. 0.8869 0.9421 0.7845 0.8460 0.9385 0.7437 0.6078 0.9078 0.5079

Sauvola 0.9357 0.8144 0.6571 0.9064 0.8043 0.6264 0.6937 0.7054 0.4169

Hyb.Sau. 0.9357 0.9111 0.7787 0.9061 0.9034 0.7452 0.6912 0.8649 0.5351

Bernsen 0.9148 0.9372 0.7989 0.8626 0.9377 0.7541 0.5248 0.8826 0.4226

White 0.9024 0.9433 0.8000 0.8494 0.9444 0.7541 0.5283 0.9370 0.4634

Palumbo 0.7988 0.9469 0.7090 0.6053 0.9478 0.5359 0.0611 0.9502 0.0549

Yasuda 0.8951 0.9222 0.7595 0.7937 0.9251 0.6741 0.2912 0.9379 0.2550

layer b from Lab L from Lab H from deconv.

Niblack 0.9027 0.8957 0.7306 0.8388 0.8924 0.6735 0.9213 0.9043 0.7562

Hyb.Nib. 0.7888 0.9731 0.7458 0.8380 0.9427 0.7423 0.9213 0.9536 0.8337

Sauvola 0.9568 0.7466 0.6089 0.9021 0.8039 0.6230 0.9586 0.8246 0.6852

Hyb.Sau. 0.8309 0.9366 0.7301 0.9012 0.9128 0.7524 0.9586 0.9106 0.7967

Bernsen 0.8071 0.9625 0.7531 0.8467 0.9411 0.7455 0.9500 0.9435 0.8411

White 0.8067 0.9881 0.7859 0.8365 0.9460 0.7451 0.9307 0.9637 0.8596

Palumbo 0.8862 0.9695 0.8379 0.5018 0.9503 0.4463 0.8142 0.9851 0.7863

Yasuda 0.7356 0.9655 0.6849 0.7652 0.9276 0.6524 0.8959 0.9434 0.7911
where: rJ - Jaccard’s coefficient; deconv. - colour deconvolution.

layers Sauvola has highest sensitivity and lowest specificity,
while Palumbo has highest specificity and lowest sensitivity.
The best results according to Jaccard’s coefficient are achieved
by White method, and it has relatively good results of sen-
sitivity and specificity, 0.930 and 0.964 respectively. Other
methods worth considering using on this layer are Bernsen and
HybridNiblack with second and third best values of Jaccard’s
coefficient. Figure 2 shows comparison of 4 most efficient
methods that perform segmentation on Haematoxylin layer.
Black thick outline of ’gold standard’ objects is covered
with 4 colour overlays representing 4 methods of segmenta-
tion; Sauvola—red, Palumbo—green, Bernsen—blue, White—
yellow.

Overall, best results are achieved for b layer of Lab
colour space and Haematoxylin layer of colour deconvolution.
Slightly higher values of specificity can be observed as results
of segmentation b layer of Lab colour space. Also, slightly
higher values of sensitivity are achieved for Haematoxylin
layer. On the whole, according to Jaccard’s coefficient best
of all methods is White method segmentation performed on
Haematoxylin layer.

IV. DISCUSSION AND CONCLUSION

The main aim of this investigation is to analyse performance
of adaptive thresholding methods and to gather knowledge how
to design the new better method based on this approach. We
evaluated performance of 8 methods of segmentation applied
to: separate channels of RGB, L and b layer of Lab colour
space, and Haematoxylin layer after colour deconvolution.
Best results were achieved for b layer of Lab colour space
and Haematoxylin layer of colour deconvolution, so only these

two should be taken into further consideration. Comparing
results of all 8 methods, we concluded that only 4 have future
potential: Sauvola, Palumbo, Bernsen, and White. Hybrid
methods are also worth mentioning, they tend to have better
overall results than their unmodified counterparts based on the
Jaccard’s coefficient.

Sauvola has best overall sensitivity, what means that there
are not many false negative pixels, so there are least pixels
representing ’true’ objects not included into segmented image.
The area of segmented objects of interest seems to be properly
segmented; it does not change shape of segmented objects
significantly. This method has problem with vast areas of clear
background as there are less intensity variations. The extra
segmented objects could be discarded from the results during
validation phase or if compared to other segmentation method.

Quite the opposite, Palumbo in general has best specificity.
The false positive pixels are minimal for this method. Unfor-
tunately it does not segment full area of objects of interest
and they have holes as a result. The main advantage of this
method is that there are very little extra segmented pixels.

Bernsen has moderate results. It does not affect object
size and the error in area detection is regularly located on
border part of object. With too large window the method
works slow and tends to misclassify small objects with low
contrast, especially when they are located near objects with
better contrast.

White method decreases the size of segmented objects. The
local threshold level in the White method is dependent on
bias which increase intensity of analysed pixel causes that the
method perform well in images with high contrast between
objects and background. Furthermore, in this investigation
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we adjusted the window size and values of the parameters
especially for the tested images. The idea is to find criteria
for automatic adjustment of parameters to fit to processed
image. We should consider developing appropriate preprocess-
ing phase that could equalize images [20] before they are
segmented as it may improve results and make it easier to
adjust parameter values.

As a result of this investigation we believe that there are
three ways to improve segmentation of tested methods. First,
globally, results of different methods could be merged using
logical operands and probability analysis. For example, the
results of the most accurate in object localization method could
be used as seed points for the other methods with precise local
area selection. Regrettably, the computational cost and time
of computation could be quite high. Second, it seems object
oriented analysis could give good results. Separate objects
segmented by the best method could be evaluated by shape or
colour features. Unfortunately, the immunonegative cells have
wide range of these features, shape form round to elongated
and colour from light blue to very dark. Also background
has often blue tint that could distort the evaluation. Third,
development of new method that would merge advantages
of best tested methods. Since all four best methods are
based on different factors, combining the benefits of variance
method, centre-surround scheme, contrast based method, and
bias method would not be easy but should give best results.
This methodology could be most efficient regarding time and
computation cost. As sliding window operations of adaptive
thresholding methods tend to be slow it would be best to limit
the number of whole image processing as much as possible.

A. Future works
In future work, we plan to apply tested methods of seg-

mentation to experimental images. If the results will not be
satisfactory we plan to develop new method of segmentation
based on the advantages of best of tested methods.
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Abstract—This contribution demonstrates how to apply con-
cepts of social network analysis on educational data. The main
aim of this approach is to provide a deeper insight into the
structure of courses and/or other learning units that belong to
a given curriculum in order to improve the learning process.

The presented work can help us discover communities of
similar study disciplines (based on the similarity measures
of textual descriptions of their contents), as well as identify
important courses strongly linked to others, and also find more
independent and less important parts of the curriculum using
centrality measures arising from the graph theory and social
network analysis.

I. INTRODUCTION

NOWADAYS, the process of improving educational cur-
ricula requires more sophisticated analyses of relevant

datasets than in previous decades. Using various powerful
virtual learning environments (see [7], [9], [14], [10], [5])
authorial teams consisting of curriculum designers and guaran-
tors are able to construct a detailed description of each lecture,
seminar and practice. The current curricula usually represent
a huge amount of data records (thousands of standard pages in
total), which cover all necessary requirements on the graduates
based on a predefined structure in an online environment
including formal and semantic verification. The main objective
of this paper is to present an innovative approach of exploring
the (medical) curricula in a transparent way. This approach
is based on a proven concept of social network analysis
(SNA), since SNA provides a natural way of dealing with
graph notions such as centrality, and with various models of
importance. The primary motivation for these investigations
is to create a suitable tool/methodology for anyone who is
involved in the complicated process of curriculum design at
institutions of higher education. The research can help us when
answering – among others – the following questions:

• Are there any content overlaps and/or gaps in the cur-
riculum? (The overlaps might be desirable in some cases
and undesirable in others).

• Which disciplines/courses/learning units are similar in
terms of contents? And which are “self-standing”?

• Are there some significant communities (clusters) of
disciplines/courses/learning units (such that a change of
one may influence others)?

• Which disciplines/courses/learning units are probably the
“central” parts of the curriculum?

The results of our analysis are intended to be used by the
(human) experts responsible for the development and further
evaluation of the curricula and institutional management, nev-
ertheless they could also be interesting for students who want
to study efficiently and focus mainly on the important parts of
the study plan. We are going to introduce a methodology/data
mining process that is fully compatible with the process of
standardised knowledge discovery in databases (KDD). The
data mining process was inspired by Trigo and Brazdil’s works
[16] and [2].

Our basic requirement on the selected approach is the
simplicity and re-usability in practice. We use only a com-
monly available and free software (R), during the modelling
stage, so the process can be repeated without any notable
expenses. The possibility of straightforward visualisation is
one of the advantages of this approach: we are able to show
these content-based relations among textual descriptions of
medical education (namely disciplines), not only the formal or
organisational relations. Such visualisation can provide a quick
and smart overview of a study plan and provide comprehensive
information for the subsequent global in-depth curriculum
inspection, which could be used for the future planning and
changes in the curricula.

II. METHODOLOGY

Data exploration was done in accordance with a proven
KDD background, namely the standardised methodology
CRISP-DM (CRoss-Industry Standard Process for Data Min-
ing) [1]. This process is entirely independent of selected
modeling tools and consists of a cycle that involves six
stages (Fig. 1). Each stage represents an independent issue
which must be completed in order to move forward. This
methodology is used in a wide range of applications including
biosciences, industry, even finance [12]. All of the CRISP-DM
steps are described below for our setting.

We have already proposed a complex curriculum planning
model supporting the outcome-based paradigm [8], which pro-
motes a clear communication between the involved stakehold-
ers (teachers, guarantors, curriculum designers, supervisors
and faculty management) [11]. Based on a robust web-oriented
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Fig. 1. Diagram of CRISP-DM.

platform for complex curriculum management which provides
an effective tools for creating, transparent browsing, and
reviewing the curriculum, a correctly compiled and balanced
description of the General Medicine study field was defined by
the authorial team consisting of 384 guarantors and teachers of
the Faculty of Medicine at Masaryk University. It has covered
more than 1300 learning units and 7100 learning outcomes,
i.e. approximately 2500 standard pages of text. With respect
to human cognition abilities, it is not possible to carefully
read and verify the content of all learning units with all their
linkages and co-dependencies. We have decided to apply the
CRISP-DM methodology as a general framework to obtain
a deeper knowledge from the medical educational data.

A. Business understanding

Business understanding is an initial stage, which is focused
on understanding the objectives and the problem definition –
in our case, in terms of the in-depth exploration of medical
curriculum in-depth exploration. The proposed goal is to detect
outlying and overlapping areas in the General Medicine study
field as well as investigate the mutual similarities of the
courses involved. The whole study field is split into four indi-
vidual modules (Diagnostic Sciences and Neurosciences, In-
ternal Medicine, Surgical Sciences and Theoretical Sciences).
These modules consist of 44 medical disciplines (such as
Anatomy, Stomatology, Neurology, etc.). In total 144 courses
are assigned to one or more disciplines are grouped together
on a level of these disciplines for the purpose of this analysis.
In this way, each discipline is generated from content-related
courses across the entire study field (e.g. the discipline of
Anatomy contains the following courses: Anatomy I – lecture,
Anatomy I – seminar, Anatomy II – lecture, Anatomy II –
practice).

B. Data understanding

The follow-up stage – called data understanding – begins
with the initial collection of data. Each course is described by

a set of learning units using textual parameters and descriptors
(see Table I). In our particular case, we have detected a set of
descriptive attributes related to the learning outcomes, which
were defined in accordance with the Bloom’s taxonomy [13].
The Bloom’s scheme provides a standardised classification
of educational objectives that gives a commonly understood
meaning to objectives classified in one of six main categories
and many subcategories, thereby enhancing communication
and achievement of more complex skills and abilities.

TABLE I
SELECTED ATTRIBUTES OF A LEARNING UNIT.

Attribute Type
learning_unit varchar (255)
total_range int (10)
meaning text
annotation text
mesh_keyword varchar (255)
significant_term varchar (255)
learning_outcome varchar (500)
grouped_outcome varchar (500)
primary_index varchar (500)
secondary_index varchar (500)
assessment_form varchar (200)

We have identified several attributes of learning outcomes
mined from our curriculum management system, which can
provide complete information about the coverage among var-
ious medical disciplines. All text data that we used was in
English due to easier preprocessing steps.

Teaser of textual data to be processed:
Section:

-----

Surgical Sciences

Medical discipline:

-------------

Surgery

Group outcome:

---------

Abdominal aorta and its branches

Primary index: Arterial diseases

Secondary index: Closure, stenosis

Learning outcomes:

------------

- Student masters anatomy of arterial system.

- Student describes injuries to the abdominal aorta

and its branches.

- Student lists anatomy of abdominal aorta

and its branches.

C. Data preparation

The stage of data preparation is a necessary prerequisite
before applying any mathods of data mining and/or SNA. It
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consists of a sequence of procedures to create the final dataset
from the initial raw data.

Each discipline was represented by a single plaintext file
that contains merged contents of several fields from Table I,
namely learning_outcome, grouped_outcome, primary_index,
secondary_index.

The collection of these plaintext files was loaded as a corpus
into the R system extended by a couple of packages tm and
lsa – standard packages for text mining and latent semantic
analysis. After tokenization at this stage, several standard pre-
processing issues were performed – in the following sequence:

• transformation to lowercase,
• stemming (using Snowball),
• punctuation removal,
• numbers removal,
• stopwords removal,
• whitespace stripping.
Similarly to the work by [16] we have chosen a bag-of-

words representation of the documents in the corpus and a
document-term-matrix was generated. (tf-idf weighting [6]
was used). Consequently, dissimilarity matrices were com-
puted on the basis of cosine similarity. Values were rounded
to two decimal digits and values lower than a certain threshold
were replaced by zeros, since extremely low similarities were
considered as irrelevant.

D. Modeling

Generaly, various modeling techniques are selected and
applied at this stage – SNA methods were applied in our
case. Since some of the algorithms involved have several
parameters, this stage also contains experiments with different
values of these parameters.

Application of social network analysis – centrality con-
cepts on the similarity graph: The dissimilarity matrix can
be viewed as an adjacency matrix of a similarity graph –
undirected graph with weighted edges. On this graph we are
going to perform several calculations of centrality measures.
Obviously, these values should be interpreted differently –
with respect to the roles of disciplines/courses/learning units
in the educational framework. We are going to deal with the
following centrality measures:

Closeness – The closeness centrality of a node v in a graph
G is defined by the inverse of the sum of the lengths of the
shortest paths to/from all the other nodes in the graph G, i. e.:

c(v) =
1∑

i∈V (G),i6=v d(i, v)
,

where d(i, v) is the length of the shortest path from node i to
node v and V (G) is the set of all vertices of the graph G.

If there is no path between a couple of nodes then the total
number of nodes of the graph is used instead of the path
length. By the mentioned calculation we obtain the so-called
raw closeness of the node. To get normalised closeness of
the node v, we multiply the raw closeness by n − 1, where
|V (G)| = n: we are going to use this normalised version.

Nodes (disciplines) with low value of closeness are those
disciplines with their content distant from other ones, thus,
roughly speaking, they are independent on the others.

Betweenness centrality – In the simplest case (without
edge weighting), the raw betweenness centrality of a node v
corresponds with the number of shortest paths from all nodes
to all others that go through a considered node, i. e.:

b(v) =
∑

i,j,v∈V (G),i6=j,i6=v,j 6=v

givj
gij

,

where gij is the total number of shortest paths going from node
i to j and givj is the total number of all shortest from node
i to node j going through v. To get normalized betweenness
bn(v) of the node v, we calculate bn(v) =

2b(v)
(n−1)(n−2) , where

again, |V (G)| = n.
This definition can be extended for weighted networks.

Nodes (disciplines) with a high betweennes centrality are those
that are the best for joining the students’ knowledge from
different collections of disciplines.

Eigenvector centrality – One of the methods of computing
of approximate importance of a given node. The idea behind
this measure is that centrality of each node is the sum of
the centrality values of its neighbour nodes. More precisely,
the eigenvector centrality values correspond to the values of
the first eigenvector of the adjacency matrix. The eigenvec-
tor centrality in our case models identification of important
disciplines of the curriculum.

All these computations are done using the igraph pack-
age [3] that contains several built-in functions covering the
area of SNA. The values of these measures were normalised
in a relevant way. According to our goal, our intention of this
stage is to find out nodes (disciplines) with high values of
proposed measures to identify the core and important parts
of the curriculum and, in contrary, also the nodes (disciplines)
with lowest values of centrality measures to identify those that
are relatively independent of others.

Extremely low values of these attributes can also indicate
a non-proper description of the discipline (e.g. missing im-
portant parts of the description). Disciplines with the most
interesting results (means highest values of centrality measures
attributes) are presented below.

Ten disciplines with the highest betweeness centrality:

1) Pathological physiology (0.265),
2) Physiology (0.164),
3) Surgery III (0.140),
4) Pathology (0.111),
5) Clinical examination in neurology (0.104),
6) Neuroscience (0.083),
7) Immunology (0.070),
8) Intensive care medicine (0.065),
9) Biology (0.065),

10) Preventive medicine (0.063).
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Ten disciplines with the highest closeness centrality:
1) Pathological physiology (0.106),
2) Pathology (0.105),
3) Clinical examination in neurology (0.105),
4) Immunology (0.105),
5) Biology (0.105),
6) Surgery III (0.105),
7) Internal medicine – part 4 – Gastroenterology and

haematology (0.105),
8) Intensive care medicine (0.105),
9) Clinical oncology (0.105),

10) Histology and embryology (0.105).

Ten disciplines with the highest eigenvector centrality:
1) Pediatrics II (1.000),
2) Pediatrics III (0.904),
3) Clinical oncology (0.867),
4) Surgery I-II (0.842),
5) Surgery III (0.819),
6) Pathology (0.782),
7) Internal medicine – part 4 – Gastroenterology and

haematology (0.522),
8) Clinical examination in surgery (0.406),
9) Dermatovenerology (0.375),

10) Pathological physiology (0.358).
On the oposite side there are disciplines with low values.

Disciplines with zero betweenness centrality:
• Anatomy II,
• Basic medical terminology I,
• Clinical examination in internal medicine,
• Communication and selfexperience,
• Community medicine,
• Diagnostic imaging methods,
• Family medicine and geriatrics,
• Gynecology and obstetrics,
• Internal medicine – part 2 – Cardiology and angiology,
• Internal medicine – part 6 – Occupational medicine,
• Medical ethics I,
• Medical ethics II,
• Medical chemistry,
• Medical microbiology II,
• Medical psychology,
• Nursing,
• Ophthalmology,
• Orthopaedics,
• Pediatrics II,
• Pharmacology I,
• Stomatology.

Ten disciplines with the lowest closeness centrality:
1) Anatomy II (0.098),
2) Medical ethics I (0.017),
3) Medical ethics II (0.017),
4) Basic medical terminology I (0.017),
5) Communication and selfexperience (0.017),

6) Diagnostic imaging methods (0.017),
7) Family medicine and geriatrics (0.017),
8) Nursing (0.017),
9) Ophthalmology (0.017)

10) Stomatology (0.017).

Ten disciplines with the lowest eigenvector centrality:

1) Medical microbiology II (0.013),
2) Clinical examination in internal medicine (0.009),
3) Pharmacology II (0.006),
4) Medical psychology (0.004),
5) Anatomy III (0.004),
6) Anatomy II (0.001),
7) Pharmacology I (0.001),
8) Anatomy I (0.001),
9) Medical ethics II (0.000),

10) Medical ethics I (0.000).

Interpretation: In general, we show medical disciplines with
extreme (the highest/the lowest) values of selected centrality
measures. The achieved results represent novel and hopefully
useful information about the structure of the General Medicine
study field created in the curricula. For instance, Patholog-
ical physiology and Pathology appear in all top-ten lists in
all centrality measures, Surgery III, Clinical examination in
neurology, Immunology, Biology, Internal medicine – part 4 –
Gastroenterology and haematology, Clinical oncology in two
of them. It may indicate that these disciplines belong purposely
to an essential part of the curriculum or, on the contrary, it
may reveal an undesirable preference of mentioned disciplines,
which in fact cannot be identified by a visual human inspec-
tion. So, logically the final interpretation has to be done under
the supervision of responsible curriculum designers and senior
guarantors, who are familiar with optimal composition and in-
tersections of individual disciplines, courses and learning units.

Application of social network analysis – community de-
tection on the similarity graph: The community detection is
a common task when dealing with social networks. Communi-
ties, i.e. densely connected subgraphs have also an importance
for exploring the curricula: communities correspond with
subsets of mutually close disciplines (with respect to content
similarity). In contrast to hard clustering we do not insist on
the rule that each item (discipline) is contained in just one
cluster (community).

For detecting communities, the Walktrap algorithm [15] was
used. The main idea of this algorithm is that short random
walks tend to stay in the same community, see [3]. The
implementation of this algorithm is also contained within the
igraph package in R, and for our purposes it was executed
with a parameter of length of the random walk set to k = 4.

Fig. 2 provides a basic overview of communities that
were found. The thickness of the edges corresponds with
the similarity between nodes (disciplines). Communities are
bounded shapes with a grey background color. As we can
see, we have several “singleton” communities along with some
bigger ones that establish the core of the curriculum.

300 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



Fig. 2. Overview of the curriculum with marked communities.

• Examples of larger communities: {Preventive medicine,
Health care and policy, Community medicine, Bio-
physics, Internal medicine – part 6 – Occupational
medicine, Epidemiology of infectious diseases}, {Med-
ical chemistry, Biochemistry I, Biochemistry II }, . . .

• Examples of independent communities: {Nursing},
{Diagnostic-Imaging methods}, {Communication and
self experience}, . . .

A detail of a community within the entire graph is shown in
Fig. 3. There are also communities connecting just disciplines
divided into two parts, such as Medical ethics I and Medical
ethics II, Pharmacology I and II, etc. These results surely
are not coincidental; quite the opposite, they confirm the
reasonability of the method.

E. Evaluation and Deployment

A checking procedure is performed in this stage in order
to find the right meaning of analytical outputs. The obtained
results were verified by representatives of the faculty man-
agement, in order to confirm the final interpretation. It may
indicate either balanced or unbalanced representation of com-
pulsory and optional courses intended for graduation to obtain
professional qualification for employment as a physician. The
curriculum visualisation based on the location of individual

disciplines and their coloured marking is useful with regard to
the possibility of a comprehensive evaluation of the curriculum
structure. It makes it possible to identify weak points and
shortcomings in terms of inconvenient interdisciplinary rela-
tions, as well as remote disciplines with hardly any relations to
other disciplines. Additionally, the visualisation can very easily
confirm the consistency of individual specialised disciplines,
which leads to the idea of correctly specified requirements
on the acquired knowledge and skills of future physicians.
Currently, the final process of deployment is still ongoing.
In the end, presented visualisation will be integrated directly
into the curriculum management platform as an additional
overview module.

III. CONCLUSION AND FUTURE WORK

In this work we have introduced a novel method for ex-
ploring general curricula that uses several concepts of social
network analysis. The presented use-case provides an easy-
to-understand visualisations of the entire medical curriculum
and centrality models involved disciplines. The entire process
of obtaining the knowledge is done according to an industrial
standard in data mining (CRISP-DM). Our plans for further
work are described below.

1) Improving the similarity graph: In this experimen-
tal stage, only a part of the accessible data was used
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Biophysics

Preventive Medicine

Health Care and Policy

Community Medicine

Epidemiology of Infectious Diseases

Internal Medicine - part 6 - Occupational Medicine

Fig. 3. Detail of a given community of disciplines.

(learning_outcome, grouped_outcome, primary_index, sec-
ondary_index). Further development of this approach will be
based on incorporating data such as the MeSH [4] terms.
There is also an opportunity to experiment with weights:
terms contained in certain controlled vocabularies, thesauri,
ontologies etc. can be taken with boosted weights. The “NLP”
stage will be improved in several ways, for example dealing
with synonyms, hypernyms etc.

2) Enriching the visualisation: At this stage, we have
only focused on the structure of the similarity graph and
visualisation of obtained communities – that is, in fact, the core
of the original work. Hence we have only used a small amount
of attributes of the produced graph, i. e. the thickness of
the edges (and vertices grouping). The remaining parameters
of the visualisation can therefore carry additional formal,
organisational or empirical data:

• The size of a node should correspond with the total
number of teaching hours per discipline.

• The color of a concrete node can be chosen accordingly
to a given classification of the discipline.

• The opacity should correspond with the importance of the
node – the eigenvector centrality (or some other attribute
of the discipline (for example, the ratio of students that
fail the exams).

• Textual labels of the nodes can be used for information
about the number of students attending the discipline.

• Edges on another layer (represented in a different color)
can link a discipline having the same lecturers.

Both of these activities might lead to more information-rich
visualisations that would provide a better insight to the specific
curriculum which will be evaluated manually by experts in the
near future.
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Abstract—Statistical analysis of medical data plays significant
role in medical diagnostics development. However in many cases
the statistics is not effective enough. In the paper we consider
combining statistical inference with clustering in the prepro-
cessing phase of data analysis. The proposed methodology is
checked on cardiovascular data and used for developing methods
of early diagnosis of hypertension in children. Experiments,
conducted on the real data, have demonstrated that the proposed
hybrid approach allowed to discover relationships which have
not been identified by using only the statistical methods. We
have observed approximately 30% growth in the number of
correlations between diagnosed attributes. Moreover all the
obtained statistically significant dependencies were stronger in
clusters rather than in the whole datasets.

I. INTRODUCTION

IN RECENT years medical progress as well as the equip-
ment development make possible collecting the increasing

amount of data. One can expect that their analysis will help
medical practitioners in improving patient care, proposing new
therapies or developing the existing ones. However, statistical
analysis, which is commonly used to support medical diag-
nosis, in many cases, turns out to be not effective enough.
Such situation takes place, when the correlations between
parameters, which seem to be useful for medical inference,
are not possible to obtain. For example, it might happen, when
standard deviation in the dataset takes on the large value [1].

To improve the performance of statistical models, we pro-
pose the new approach, which consists in including clustering
in the preprocessing phase. Both of the techniques have
already been broadly investigated in medical applications, but
their combination has not been examined as supporting tools
for medical diagnosis so far. The presented approach enables
to identify groups of similar instances, for which statistical
models can be built effectively. Special attention is drawn to
feature selection process. We assume that the set of attributes
used in clustering and statistical analysis phases should be
different, not correlated and consistent with the process of
medical diagnosis as well as the state of art of the approaches
to statistical analysis of the medical data (see [2] for example).

In the paper we focus on cardiovascular diseases, which
are the leading causes of death in the majority of countries
[3]. The research aims at developing methods for early diag-
nosis of hypertension (high blood pressure) in children. The

proposed methodology was verified by experiments done on
three different sets of real children cases. Experiment results
showed that application of the cluster analysis effectively sup-
ports statistical inference for the diagnosis in the considered
cardiovascular problem.

The remainder of the paper is organized as follows. In
Section II relevant work is presented. Next, the medical
issues of hypertension problems in cardiovascular diagnosis
are introduced, then the proposed methodology is described.
In the following section, the experiments conducted on real
data are depicted. Finally, the results are discussed and some
concluding remarks are presented.

II. RELATED WORK

In medicine most of the rules for diagnosis and treatment
are based on statistical analysis. However, new challenges
connected with medical data analysis impose application of
more sophisticated methods such as data mining techniques
which ensure the process improvement. Application of data
mining techniques in biomedical and healthcare fields was
discussed by Yoo et al. [4]. The authors stated that descriptive
and predictive power of data mining could be widely used in
these areas.

Cluster analysis has already been integrated with statistical
methods for medical data in the research of Haldar [5].
However the goal of the study was not do discover new
dependencies, but to define the phenotypes of clinical asthma.
The research was proposed against other models of asthma
classification and according to authors it might have played
a supporting role for different phenotypes of heterogeneous
asthma population. A survey of data mining methods that
has been applied to traditional Chinese medicine (TCM)
clinical data systems was provided by [6]. Cluster analysis,
association rules, a latent structure model and a topic model
were considered in the context of Chinese medicine.

In [1] different clinical decision support systems for heart
disease prediction and diagnosis were compared. These sys-
tems were based on such data mining techniques as: a mul-
tiplayer perceptron, genetic algorithms, fuzzy rules, decision
trees and Bayesian networks. As the result of investigations
the authors stated that the considered techniques are not
satisfactory and finally there is still lack of a solution for the
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identification of treatment options for the patients with heart
diseases.

In [7] a statistical inference of heart rate and blood pres-
sure was examined. The authors considered three different
approaches. The first one was based on examining correlation
between raw data. Then since the measurements could be
corrupted by noise, a filtration procedure was performed on
data before correlating the signals. In the last approach least
squares approximation was applied. The results of all of the
techniques were similar. The obtained correlation coefficients
seemed to be an unpredictable random numbers.

Meng et al. [8] compared the performance of logistic regres-
sion, artificial neural networks and decision tree models for
predicting diabetes or prediabetes using common risk factors.
The research proved the advantages of decision tree model
comparing to the other considered techniques. The authors of
[9] examined the performance of the alternate classification
methods, such as bootstrap aggregation, boosting, random
forests and support vector machines with conventional clas-
sification trees to classify patients with heart failure. Bashir
et al. [10] proposed combination of three classifiers for intel-
ligent heart disease diagnosis. Broad review of data mining
techniques applied in this area was presented in [11].

III. HYPERTENSION PROBLEMS IN CARDIOVASCULAR
DIAGNOSIS

Hypertension is the cardiovascular disease, which may have
their onset in the young [12]. Hence arterial hypertension is
a significant problem in pediatric practice. It is estimated that
this pathology affects 3-5% of the total children population,
while for teenagers the percentage of hypertension cases
increases up to 10%. Therefore finding effective methods
which support early diagnosis of hypertension and thus help
in implementing an appropriate management to prevent the
disease is currently the matter of interests of many researchers.

Hypertension is mainly defined on the basis of blood
pressure measurements. However the initial cardiac data can
be characterized by over 50 attributes. All patients undergo
physical examination, manual arterial blood pressure mea-
surements (RR SBP, RR DBP), ambulatory blood pressure
monitoring (ABPM-S, ABPM-D), echocardiographic exami-
nation to evaluate cardiac function using standard parameters
(ejection fraction, shortening fraction and myocardial perfor-
mance index) and tissue Doppler examination (systolic mitral
annular velocity profile and regional function parameters:
velocity, strain, strain rate). A selection of attributes, which
cardiologists use to diagnose arterial hypertension (see [13],
[14] and [15]) is shown in Table I. The first two columns of the
table contain names and descriptions of selected parameters,
the third one presents ranges of attribute values.

To improve early detection of hypertension in children,
the researchers look for new factors, which may indicate the
high blood pressure appearance [16]. Medical data analysis
helps in evaluating the characteristics of the variables in the
data sets of healthy and diagnosed children and discovering
the relationships between all the parameters. The detailed

TABLE I
THE SELECTION OF PARAMETERS COLLECTED FOR ARTERIAL

HYPERTENSION EVALUATION

Name Description Range
HA Arterial hypertension presence Nom. (Yes/No)
BMI Body mass index 11.9 - 31.6
BWT Body weight 14.6 - 88.0
BSA Body surface area 1.4 - 2.2
HC Head circumference 29.0 - 36.0
PI Ponderal index 14.58 - 26.20
RR SBP Manual measurement 86 - 150

of systolic blood pressure
RR DBP Manual measurement 44 - 87

of diastolic blood pressure
ABPM-S Ambulatory systolic blood 19 - 87

pressure monitoring
ABPM-D Ambulatory diastolic blood 4 - 78

pressure monitoring
IVSd Interventricular septum 5 - 14
PWDs Posterior wall thickness 11 - 19
TG Triglyceride Level 24 - 236
E/A Ratio of the early to the late 1.15 - 1.77

mitral inflow velocities
DecT Deceleration time - time interval 126 - 325

of peak E-wave velocity
to its extrapolation to the baseline

AEF Atrial ejection force 4570 - 9158

medical descriptions and statistical analysis of these issues
were subjects of the research presented in [13], [14] and [15].
The authors stated that the high value of standard deviation in
the dataset disabled obtaining some of the correlations between
parameters, which could have been useful for medical infer-
ence. That fact motivated us to build methodology described
in the presented paper.

IV. MATERIALS AND METHODS

In medical research, an analysis of the results of obser-
vations plays the crucial role, as its effects are expected to
be implemented into practical applications. The process of
medical research is usually supported by statistical analysis
but very often it is not effective enough. In many cases,
dissimilarities or inconsistency within the data sets appear due
to incorrect measurements or distortions. The presence of such
deviations may lead to the rejection of true hypothesis in the
case of small data sets. The use of clustering before conducting
a statistical analysis allows to identify groups of similar cases,
and thus to better evaluate respective parameters.

The proposed methodology of improving medical inference
process from a medical data set consists of three main steps:

• feature selection, which enables choosing the set of
attributes for building clusters,

• clustering based on the parameters indicated by the pre-
vious step to distinguish groups of similar characteristics,
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• statistical analysis performed in clusters to find new
dependencies between all the collected parameters.

Fig. 1. System architecture for improved knowledge discovery using cluster-
ing techniques.

The general structure of our approach is shown on Fig. 1.
We assume that clustering and statistical analysis are applied
on the preprocessed and transformed data, and are preceded
by feature selection process. The description of each step is
presented in the following subsections.

A. Feature Selection

Feature selection is a technique of choosing an appropriate
subset of the available attributes, which ensures building
the model with high classification accuracy. In medical data
analysis there exist two main feature selection approaches:
using of automatic feature selection mechanisms or selecting
parameters as a result arising from the process of medical
diagnosis. The first one was considered in [17]. The authors
tried to provide a generic introduction to variable elimination,
which can be applied to a wide range of machine learn-
ing problems. They considered filter, wrapper and embedded
methods. However, they found out that comparison of feature
selection methods can only be done on the data of the same
characteristics.

Cheng, in turn, stated that in the case of cardiovascular
diseases the feature subsets selected in the process of medical
diagnosis improve the sensitivity of the analysis [18]. Such
approach will be used in the proposed methodology, to obtain
a set of attributes for further analysis.

B. Clustering

Cluster analysis is one of the most commonly used data
mining techniques, as it may be applied to classify com-
plex data of many variables and many dimensions. Unlike
discriminant analysis, no classification variables are inserted
to divide the original data. What is more, in many cases,
when the groups are detected, it is necessary to use other
methods to discover the meaning of clustering [19]. Therefore,
combination of cluster analysis and statistical inference seems
to be the effective tool supporting medical diagnosis.

During investigations of the effectiveness of the proposed
methodology, two different clustering approaches: determin-
istic and probabilistic were considered. As the presented
technique aims at supporting physicians in making medical di-
agnosis, there were chosen simple comprehensible algorithms,
because doctors should understand the tools they use. In the

first group, k-means algorithm has been considered. In the case
of medical data, this technique gives higher accuracy and lower
root mean square error (RMSE) in comparison with other clus-
tering methods, such as fuzzy C-means clustering, mountain
clustering or subtractive clustering [20]. As the probabilistic
method, expectation-maximization (EM) algorithm has been
investigated. EM uses the finite Gaussian mixtures model
to generate probabilistic descriptions of clusters in terms of
means and standard deviations [19].

1) The K-Means Algorithm: The k-means algorithm is one
of the most popular clustering method. The clusters in data set
are defined by minimizing a distance (dissimilarity) function.
In most of the cases Euclidean metric is considered as distance
function [2],[21].

Let us consider the set of n data X = {xi; i = 1, ..., n}
and the set C of k cluster centers C = {cj ; j = 1, ..., k}. For
a given k, the goal of clustering is to find C for which the
function determined by (1) achieves its minimum.

minj

(
n∑

i=1

‖xi − cj‖
)

(1)

The algorithm for k-means can be described as follows [21]:

1) Randomly choose k data points from X as the initial set
C of cluster centers. Denote them by cj , j = 1, ..., k.

2) Reassign all xi ∈ X to the closest cluster mean cj
3) Update all cj ∈ C as means of the points assigned to

the corresponding clusters.
4) Repeat steps 2 and 3 until cluster assignments do not

change.

Choosing k initial centers at random, does not guarantee
finding optimal clusters. To increase the chance of finding
a global minimum in (1), it is usually suggested to run the
algorithm several times with different initial choices and pick
out the best final result - the one with the smallest total squared
distance [21].

2) The EM Algorithm: The expectation - maximization
(EM) algorithm is an iterative algorithm used to calculate
maximum likelihood estimates in parametric models in the
presence of missing data [22].

The goal of statistical models is to find the most likely set
of clusters on the basis of training data and prior expectations.
Expectation- Maximization algorithm (EM) uses the finite
Gaussian mixtures model to generate probabilistic descriptions
of clusters in terms of means and standard deviations [19].
The big advantage of EM algorithm is a possibility to select a
number of clusters by cross validation techniques, what allows
to obtain its optimal value [21]. That feature allows not to
determine the number of clusters at the beginning. Similarly to
k-means method, parameters are recomputed until the desired
convergence value is achieved.

3) Optimal Number of Clusters: One of the most important
issue connected with clustering is an identification of the
optimal number of clusters. There exist different approaches
to solve this problem.
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In the case of k-means algorithm, the technique called elbow
criterion has been considered. The elbow criterion says that
one should choose a number of clusters, such that adding the
next one does not increase quantity of information sufficiently
[23]. When a graph for a validation measure calculated in
the clusters is plotted against the number of clusters, at first
amount of information is increasing, but at some point the gain
starts decreasing, giving an angle in the graph, that is called
the elbow.

In some cases, elbows cannot be unambiguously identified.
Therefore it may be helpful to use another validation method
for finding optimal number of clusters. As in the case of EM
algorithm the optimal number of clusters can be determined
by cross validation technique [21], the number of clusters in-
dicated by elbow criterion can be confirmed by EM clustering.

It is worth mentioning that in medicine the number of
clusters is very often equal to two as there exists common
intention to split the whole data set into two groups [20].
Besides, when the number of considered instances is small,
what very often takes place in medical applications, the bigger
number of clusters would decrease the group sizes and as a
consequence would make the medical inference less reliable
as it is difficult to obtain sufficiently high power of statistical
tests [2],[24].

C. Statistical Analysis

Statistical data analysis usually begins with an assessment of
measures of descriptive statistics, which allows to detect errors
that were not identified during data preparation phase. The
basic descriptors, for which the evaluation is indicated, include
measures of central tendency (arithmetic mean, median and
modal), measures of dispersion (range and standard deviation).
Next statistical inference using a suitable test is carried out.
The selection of the test is made on the basis of the type
and the structure of the analyzed data. It depends on attribute
types, scale type, number of experimental groups and their
dependency, as well as the test power. The test selection should
be done in accordance with the requirements of the USMLE
(The United States Medical Licensing Examination). In the
current research, we will consider the tests commonly used in
medical diagnosis problems [1]:

• Kolmogorov-Smirnov test, which is used to test for
normality of distribution of the attributes,

• Unpaired two-sample Student’s t-test for the significance
of a difference between two normally distributed values
of attributes,

• Mann-Whitney U test, which is a non-parametric test
for significant differences determination, where attributes
were in nominal scales.

The impact of one variable measured in an interval or ratio
scale to another variable in the same scale can be expressed
using the Pearson’s correlation coefficient rP (x, y). In the
case where one or both of the variables are measured with
an ordinal scale, or variables are expressed as an interval
scale, but the relationship is not a linear one, the Spearman’s
correlation rS(x, y) test is used.

V. EXPERIMENTAL ANALYSIS AND RESULTS

The main objective of the experiments was to examine
the performance of the proposed approach by comparing the
results derived from statistical analysis carried out on clusters
with the ones obtained for the whole datasets. The experiments
were conducted on the real datasets, which were gathered for
early diagnosis of arterial hypertension in children.

A. Data Description

There have been considered three different datasets
("HEART", "ECHO", "IUGR") collected from children hos-
pitalized in the University Hospital No 4, Department of Car-
diology and Rheumatology, Medical University of Lodz. Each
of the dataset was examined for the particular cardiovascular
problem:

• "HEART" - to discover dependencies between arterial
hypertension and left ventricle systolic functions,

• "ECHO" - to evaluate correlations between arterial hy-
pertension and myocardial functions using tissue Doppler
echocardiography,

• "IUGR" - to discover dependencies between abnormal
blood pressure and being born as small for gestational
age.

The "HEART" dataset consisted of 30 cases, the "ECHO"
dataset of 66 instances and the "IUGR" dataset contained 50
specimens. There were no missing values within attributes.

B. Cluster Analysis

In the first step of the experiments, the clusters for diagnosed
children were created by using two clustering algorithms: k-
means and EM implemented by WEKA Open Source software
[21].

Clusters were built taking into account attributes according
to feature selection method consistent with the process of med-
ical diagnosis (see [2]). In the case of arterial hypertension,
diagnosis performed by medical expert is mainly based on the
blood pressure measurements (either manual or ambulatory
monitored). The rest of the attributes are usually supportive
for medical staff as each of them separately cannot indicate
the disease and multivariate analysis is difficult to perform
without any computer support. Therefore for "HEART" and
"ECHO" datasets we considered 4 attributes: RR SBP, RR
DBP, ABPM-S and ABPM-D in accordance with hypertension
diagnosis (see Table I). In the case of "IUGR" dataset we used
3 attributes: birth weight, head circumference and ponderal
index as consistent with the diagnosis of intrauterine growth
restriction (being born as small for gestational age), and
included 16 risk factors (i.a. hypertension in relatives, smoking
during pregnancy) in a feature selection subset, which may
have an impact on intrauterine growth restriction [28].

To choose the best number of clusters the elbow criterion
has been applied. As validation measure, within cluster sum
of squares has been considered. As the result, the charts for
validation measures plotted against number of clusters indi-
cated elbow points c=2 for "HEART" and "ECHO" datasets
and c=3 for "IUGR" dataset (see Fig. 2).
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Fig. 2. Elbow charts for number of clusters determination.

Additionally to elbow criterion, EM algorithm which au-
tomatically generated number of clusters by using cross-
validation [21] was implemented. The obtained results (c=2 for
"HEART" and "ECHO" datasets and c=3 for "IUGR" dataset)
confirmed the proper choice of the number of clusters.

It is worth mentioning that during clustering process, the
subgroup characterized by higher mean values of parameters
concerning arterial hypertension and lower standard deviations

of those attributes or ,in the case of "IUGR" dataset, lower
mean values of parameters concerning birth weight and size,
was distinguished. In the case of "HEART" that subgroup
consisted of 22 cases for k-means algorithm and 23 for
EM method, "ECHO" subset included 44 and 35 instances
respectively, "IUGR" subgroup contained 19 specimens for k-
means algorithm and 25 for EM method. Sizes of the clusters
for all the datasets are presented in Table II.

TABLE II
SIZES OF THE CLUSTERS

Dataset Numbers of instances in clusters
k-means clustering EM clustering

HEART 8, 22 7, 23
ECHO 22, 44 31, 35
IUGR 19, 14, 14 25, 15, 7

C. Statistical Analysis

Analysis of correlations among datasets, in order to support
medical knowledge acquisition and decision making, is still
one of the most popular techniques in medical research [25].
Therefore next step of the experiments concerned indication
of the attributes, which are not significantly correlated with
the ones used for building clusters, and thus can be used
in statistical analysis process. By insignificant correlation
we mean values with correlation coefficient r<0.3 and p-
value>0.05 ([26], [27]). Tables III, IV, V and Fig. 3 present
correlation values of the features used in clustering and the
ones indicated for statistical analysis.

Fig. 3. Values of correlation coefficient between attributes used for clustering
and statistical analysis.

Correlation values obtained for the clusters were compared
to the ones got for the whole group of diagnosed children.
Comparison of results confirmed effectiveness of the proposed
methodology. For each dataset we obtained greater number
of statistically significant correlations which may lead to
improved medical diagnosis in the future. By significant corre-
lations we mean values with correlation coefficient r>=0.3 and
p-value<=0.05 ([26], [27]). The results of detected correlations
are presented in Table VI, where the column (3) presents
the numbers of discovered dependencies in clusters and the
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TABLE III
VALUES OF CORRELATIONS BETWEEN FEATURES USED FOR CLUSTERING

AND STATISTICAL ANALYSIS FOR "HEART" DATASET

Attribute 1 Attribute 2 Corr. coeff. p-value
RR SBP BMI 0.17 0.38
ABPM-S BMI 0.11 0.55
ABPM-D BMI 0.08 0.67
RR DBP BSA 0.05 0.77
ABPM-S BSA -0.19 0.31
RR DBP PWDs 0.17 0.36
ABPM-D PWDs 0.07 0.67
RR SBP IVSd 0.22 0.23
RR DBP IVSd 0.17 0.35
ABPM-S IVSd 0.09 0.61
ABPM-D IVSd 0.18 0.32

TABLE IV
VALUES OF CORRELATIONS BETWEEN FEATURES USED FOR CLUSTERING

AND STATISTICAL ANALYSIS FOR "ECHO" DATASET.

Attribute 1 Attribute 2 Corr. coeff. p-value
RR SBP E/A -0.15 0.40
RR DBP E/A -0.08 0.48
ABPM-S E/A -0.19 0.12
ABPM-D E/A -0.14 0.26
RR SBP TG 0.24 0.10
RR DBP TG 0.19 0.13
ABPM-S TG 0.23 0.10
RR SBP DecT 0.13 0.27
RR DBP DecT 0.04 0.76
ABPM-S DecT 0.09 0.47
ABPM-D DecT -0.02 0.83
RR SBP AEF 0.04 0.74
RR DBP AEF 0.05 0.67

column (4) shows the percentage increase of correlations in
comparison to the numbers of correlations for the whole
dataset (column (2)).

Moreover the values of statistically significant correlations
obtained after clustering were stronger than the corresponding

TABLE V
VALUES OF CORRELATIONS BETWEEN FEATURES USED FOR CLUSTERING

AND STATISTICAL ANALYSIS FOR "IUGR" DATASET.

Attribute 1 Attribute 2 Corr. coeff. p-value
BWI BWT 0.10 0.49
HC BWT 0.21 0.15
PI BWT -0.17 0.23

BWI DBP -0.25 0.10
HC DBP <0.01 0.98
PI DBP -0.23 0.11

BWI HA 0.06 0.67
HC HA -0.01 0.93
PI HA -0.13 0.34

TABLE VI
NUMBER OF STATISTICALLY SIGNIFICANT CORRELATIONS DETECTED

WITH AND WITHOUT CLUSTERING

Dataset Whole Cluster Increase
name dataset [in%]

(1) (2) (3) (4)
Clustering method: k-means
HEART 14 25 78%
ECHO 13 16 23%
IUGR 11 14 27%

Clustering method: EM
HEART 14 29 107%
ECHO 13 17 31%
IUGR 11 15 36%

values for the whole diagnosed group. Some of these correla-
tions - as an overview of obtained results - are presented on
Fig. 4 and in Table VII, where the column (2)- "Correlation
type" contains the names of correlation parameters, the column
(3) presents values of correlation coefficient and the last
column (4) shows the p-value of significance level.

Fig. 4. Values of correlation coefficient for clusters in comparison to the
whole dataset.

Concluding, the results of the experiments have shown
that the proposed approach, which consists of supporting
statistical inference by clustering, significantly improved the
effectiveness of the medical data analysis for all the considered
datasets.

VI. CONCLUSIONS

Typically, during the process of computer-aided clinical and
epidemiological studies only one of selected data analysis
method is involved. In spite of the mostly used statistical
analysis, in the paper, a hybrid methodology of medical data
analysis has been proposed. The presented method consists
of combination of clustering and statistical inference, where
the first technique is used as a data preprocessing tool for the
second one. The investigations have shown that supporting
statistical analysis by clustering provides significant benefits.
Experiments conducted on the real data have demonstrated that
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TABLE VII
SAMPLE VALUES OF CORRELATIONS DETECTED WITH AND WITHOUT

CLUSTERING

Dataset Correlation Correlation Significance
name type coefficient (p-value)

(1) (2) (3) (4)
Whole dataset
HEART BSA & PWDs 0.35 0.05

BWT & IVSd -0.35 0.05
BMI & PWDs 0.46 0.01

ECHO TG & E/A -0.26 0.03
BMI & DecT 0.29 0.02
SBP & AEF 0.29 0.02

IUGR BWT & DBP -0.36 0.01
HA & BWT -0.24 0.08

Clustering method: k-means
HEART BSA & PWDs 0.55 0.01

BWT & IVSd -0.47 0.03
BMI & PWDs 0.62 <0.01

ECHO TG & E/A -0.45 0.03
BMI & DecT 0.38 0.01
SBP & AEF 0.59 <0.01

IUGR BWT & DBP -0.38 0.01
HA & BWT -0.54 0.04

Clustering method: EM
HEART BSA & PWDs 0.51 0.01

BWT & IVSd -0.45 0.03
BMI & PWDs 0.61 <0.01

ECHO TG & E/A -0.44 0.01
BMI & DecT 0.35 0.05
SBP & AEF 0.46 0.01

IUGR BWT & DBP -0.58 0.01
HA & BWT -0.26 0.05

the proposed hybrid method allowed to discover relationships
which have not been identified previously.

Depending on the dataset, the growth of 10% - 100 % in
the number of correlations between diagnosed attributes was
obtained. Moreover all the calculated statistically significant
dependencies were stronger in clusters rather than in the whole
datasets.

The results of the presented investigations can be further
implemented in practical diagnostic applications and can con-
stitute the basis for improved medical inference described in
[13], [14] and [15].

Future research will consist in developing the proposed
methodology by considering some additional problems con-
nected with medical data analysis including data gathering,
data quality assurance, feature selection and outliers detection.
The last one is especially worth considering as statistical anal-
ysis results are deviation sensitive. Therefore, the data need to
be checked for outlier instances before proceeding with the
analysis. The problem of handling outliers can be considered
separately, or can be included as part of clustering process,
but in such a case cluster analysis algorithm which deals with

outliers should be implemented - random sample consensus
(RANSAC) algorithm is regarded as giving satisfactory results
[29].

Feature selection plays the crucial role in classification
analysis. Although the choice of clustering attributes was
carefully examined by medical experts and was consistent with
the research presented in [1], we cannot exclude the possibility
that considering other attributes may produce new meaningful
conclusions. Therefore in future investigations we intend to
verify this approach with different automatic feature selection
methods, including genetic algorithms [30].

The analysis carried out as part of the current study involved
data from laboratory tests, medical observations and their
interpretations. However, the data for the analysis can be
acquired by imaging studies. For the specified cardiac system
the future analysis will concern SPECT images, ECG and
EEG signals. Additional further studies will focus on efficient
mining in medical imaging data and binding them with any
other numerical and text data.
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Abstract—Data mining (DM) is a collection of 

algorithms that are used to find some novel, useful and 

interesting knowledge in databases. DM algorithms are 

based on applied fields of mathematics and informatics, 

such as mathematical statistics, probability theory, 

information theory, neural networks.  Some methods of 

these fields can be used to find hidden relation between 

data, what can be used to create models that predict 

some behavior or describe some common properties of 

analyzed objects. In this paper, we combine methods of 

DM with tools of reliability analysis to investigate 

importance of individual database attributes. Results of 

such investigation can be used in database optimization 

because it allows identifying attributes that are not 

important for purposes for which the database is used. 

Our approach is based on some coincidence between the 

key terms of DM and reliability analysis. 

I. INTRODUCTION 

NE of the current problems of modern medicine is 

processing and analysis of a huge amount of data that 

are generated by medical systems. This calls for design of 

automatic or semi-automatic process that could be used to 

find useful and understandable knowledge from data. This 

process is known as a Knowledge Discovery in Databases 

(KDDs) and it involves an (semi-)automatic, exploratory 

analysis and modeling of large data repositories to identify 

valid, novel, useful, and understandable patterns from large 

and complex datasets [1]. 

The main idea of a KDD is to transform a huge amount of 

row data into useful information and knowledge that can be 

very easy interpreted. In general, data represent basic facts 

and statistics without any context. As an example, let us 

consider numbers “100” or “22.3” or simple value “no”. 
When we add a context to the data, then we get information. 

For example, a patient with plasma glucose concentration at 

2 hours in an oral glucose tolerance test of 100 and body 

mass index (patient’s body mass in kg divided by the square 
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of its height in m) of 22.3 does not suffer diabetes. So, the 

basic difference between data and information is in its 

information value, i.e. data have no information value 

themselves in compare to information. 

If we have enough information from some domain, then it 

can be possible to identify some general facts that 

characterize the domain. These general facts are known as 

knowledge. For example, let us consider the example of 

relation between plasma glucose concentration, body mass 

index and diabetes of a patient. If we have such information 

about many patients, then, for example, we can derive that 

there is a little probability that patients with plasma glucose 

concentration under 127 and body mass index under 24.6 

suffer diabetes. This knowledge can be identified in dataset 

[2] that contains 768 records about the diabetes incidence in 

the Pima Indian population living near Phoenix in Arizona. 

The relation between data, information and knowledge is 

very often described by the knowledge pyramid (Fig. 1). It 

expresses that a huge amount of data can be transformed into 

information by adding a context and, then, analysis and 

aggregation of information can lead in the discovery of 

general patterns in data that represent knowledge about the 

studied domain. One of the most popular terms for the 

second phase is Data Mining (DM). 

 

Fig.  1 Knowledge pyramid 

II. KNOWLEDGE DISCOVERY PROCESS AND DATA MINING 

In general, DM is a collection of methods focused on 

building model and finding patterns or trends in data. When 

DM is used in a process in which their outcome is evaluated, 

so that we can think about the product as being a new 

package of information, then we speak about a knowledge 

discovery process [3].  
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A knowledge discovery process or KDD is a very 

complex non-linear process that involves not only data 

analysis but also its preparation as well as knowledge 

interpretation and using the discovered knowledge. A KDD 

involves six important steps that are [3], [4]: understanding 

the problem domain, understanding the data, preparation of 

the data, data mining, evaluation of the discovered 

knowledge and using the knowledge. The term non-linear 

means that, in any step, there can be identified some 

problems that cause need to return to some of the previous 

steps and repeat the whole process from that step. 

A KDD is not a one-pass process [3], and its every 

iteration gives a different view on the data. For example, in 

the preprocessing phase, we can identify quite a lot of 

missing data, so their prediction could become the goal of 

the first iteration of the KDD. In the second iteration, we can 

focus on the creation of a model that could be used to predict 

patient’s diagnosis from that data (predictive DM) or to 
identify patients with similar relations between their 

symptoms and diagnosis (descriptive DM). 

A. Understanding the Medical Problem Domain 

At the beginning of a KDD, we need to identify what type 

of knowledge should be found in the data. This requires 

understanding the problem domain. In case of medical data, 

the domain comes from medical area and, therefore, the main 

goals of this phase are [3]: 

a) translation of medical goals into DM ones, and 

b) determination of success criteria from the medical 

and DM point of view. 

B. Understanding the Data 

When we understand the medical problem domain, then 

the data that are available should be analyzed. This analysis 

identifies which data will be used, and which additional 

information will be needed. The main goal of this step is to 

create a dataset for the next steps of KDD. 

The result of this step can be very often interpreted as a 

table with rows and columns. The columns represent 

individual attributes of analyzed data while rows agree with 

individual records (instances/patients). Examples of two 

datasets are in Fig. 2. The first one contains 5 attributes 

related to cancer and it stores information about 14 patients. 

The second table is a sample of dataset focused on the 

diabetes incidence in the Pima Indian population [2]. It has 9 

attributes and 14 records (the all dataset has 768 rows). 

In Fig. 2, we can see that two different types of attributes 

exist – categorical and numerical [5] (Fig. 3). Categorical 

attributes are non-numerical and, usually, they have several 

possible values. They are also known as qualitative because 

they describe an object from qualitative point of view. The 

categorical attributes can be split into two separate groups: 

nominal and ordinal. The basic difference between them is 

that nominal attributes contain data that cannot be ordered, 

i.e. there is define no relation such as “greater/better than” or 
“lower/worse than”, while ordinal ones are defined on data 

that can be ordered in some way. As an example, let us 

consider blood groups (A, B, AB, 0) and pain degree 

(severe, mild, none). There is no reason to assume that blood 

group A is better than 0 but, in case of pain degree, it is clear 

that no pain is better than severe one. 

 
 

 

Fig.  2 Examples of medical datasets 

 

 

Fig.  3 Types of attributes 

 

Numerical attributes are another class. They are expressed 

in the form of numbers. These attributes define object 

properties from quantitative point of view and, therefore, 

they are also known as quantitative attributes. They can be 

subdivided into two groups: discrete and continuous. 

Discrete attributes are often defined on a set of some whole 

numerical values and very often count numbers of some 

events. As an example, let us consider the number of times 

when a woman has been pregnant or the birth year of a 

patient. When the attribute is continuous, then it means there 

is no limitation (except the lower and upper limits) on the 

values that can be taken. Typical examples are patient’s 
height, weight or plasma glucose concentration. 

One of the typical problems of KDD that is related to data 

is how much data is optimal for DM algorithms (Fig. 4). 
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There exists no definitive answer but, in general, more 

records are better because we can avoid the problems of 

underfitting, when the created model is too simple to analyze 

data that do not come from the original dataset. Similarly, 

datasets with less attributes are better than ones with many 

because the discovered knowledge can be interpreted easier. 

 

Fig.  4 Problems of DM related to the number of attributes and records 

C. Preparation of the Data 

When we understand the medical problem domain and the 

data on which KDD will be performed, we can prepare them 

for DM algorithms. This is one of the most important and the 

most time consuming steps of KDD [3]. It consists of two 

phases: data cleansing and data transformation. 

The quality of data is the most important factor on which 

the success of KDD depends. Real databases contain a lot of 

data. However, these data can include incorrect or missing 

values. If there are a lot of such values, then the result of a 

DM algorithm will be a model that is unusable in practice. 

Therefore, data cleansing is very important step. Its main 

task is to enhance data reliability. There exist a lot of 

methods that can be used for this purpose. The simplest ones 

are based on the assumption that most of the data are correct 

and, therefore, incorrect data can be handled simply by its 

removing. More sophisticated methods involve some 

statistical methods to identify and replace incorrect or 

missing values and the most complex ones use supervised 

DM algorithms to predict the correct value of an attribute. 

When the data have required quality, then we can prepare 

them for DM algorithms. This phase involves production of 

new attributes (when given attributes are not very 

appropriate for DM) and reduction of attribute count (models 

created from huge amount of attributes are usually very 

complicated, which results in problems with interpretation of 

gained knowledge; also, such models are usually very 

accurate for data from which they have been produced, but 

inaccurate for new data and, therefore, their deployment can 

be very problematic). 

New attributes can be produced from one or more existing 

attributes. Therefore, we distinguish between one-attribute 

and multi-attribute transformations. Typical examples of 

one-attribute transformations are: normalization (mapping 

continuous data to values in interval <0, 1>), percentages 

(values are related to a specified base value), scores 

(transformation of ordinal data to discrete ones), etc. 

Examples of multi-attribute transformations are ratios 

(quotient of two attributes, e.g. using body mass index 

instead of weight and height), rates (number of event 

occurrences divided by time, e.g. number of cigarettes per 

day), and other linear and nonlinear combinations. 

There exist several approaches for reducing the number of 

attributes. Very often, medical expert knowledge can be 

sufficient to solve this problem. Another alternative is to use 

some methods of mathematical statistic such as principal 

component analysis, kernel principal component analysis, 

independent component analysis [6], etc. 

D. Data Mining 

At the beginning of this phase, the appropriate DM task 

has to be chosen (Fig. 5). There exist two different goals, for 

which DM can be used: description and prediction [7]. 

 

Fig.  5 Basic data mining models 

 

Descriptive methods create models that are used for better 

understanding of given dataset. Typical examples are 

clustering, summarization and visualization [3]. The main 

idea of clustering is to find natural clusters of objects in a 

dataset. Objects are grouped together if they are similar to 

one another and dissimilar from objects in other clusters. 

Summarization is focused on data aggregation that is useful 

if we want to find some global characteristics of the entire 

dataset. The global characteristics allow describing data 

without necessity of knowing exact values of attributes of 

individual objects in dataset. So, they reduce the dataset size 

in terms of attributes or records count. Visualization includes 

techniques that aim is to simplify data understanding. 

Predictive methods are used when the attributes can be 

subdivided into two groups: input and output attributes. In 

this case, DM can be used to discover the relationship 

between inputs and output attribute. (For example, the 

second dataset in Fig. 2 contains 8 input attributes, which 

more or less relates to diabetes, and 1 output attribute that 

identifies whether the patient suffer diabetes or not.) Based 

on the possible values of the output attribute, two types of 

prediction can be recognized: classification and regression 

[7]. The former maps the input space into predefined classes 

or, in general, into a discrete-valued domain, i.e. the output 

attribute is categorical or discrete numerical (Fig. 3). Typical 

algorithms of classification include neural networks (existing 

dataset is used to create and train a neural network that will 

be used to classify new records), decision trees (existing 

dataset is used to create a decision tree that will be capable 

to correct classify new records), instance based learning 

(every new record is classified according to its similarity 
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with records that have already been classified), etc. 

Regression models transform the space of input attributes 

into a real-valued domain, i.e. the output attribute is 

continuous numerical according to Fig. 3, and the typical 

examples are linear and non-linear regression. 

When we identify the appropriate DM task, then we have 

to choose and employ DM algorithm that will be used to 

achieve the goal, e.g. for clustering, we can select from 

statistical methods, support vector clustering, k-means 

clustering, hierarchical clustering, etc. Every algorithm has 

some parameters that have to be set correct to get satisfied 

result, e.g. how many clusters do we want to create, what is 

the minimal size of a cluster. These parameters are usually 

obtained by running the algorithm more times with different 

values of parameters and analyzing the obtained results. 

E. Evaluation of the Discovered Knowledge 

The result of DM phase is a model that can be used to 

describe given data or to predict values of some attributes. 

When we want to interpret the model, then we have to 

understand the results that are described by it. This means 

that we have to be able to interpret the results from the 

medical point of view. This allows us to understand the 

discovered knowledge and identify whether it is novel and 

interesting. If the obtained knowledge is novel, then we can 

check its impact on the medical goal determined at the 

beginning of the KDD and recognize its usefulness in 

medical environment. 

F. Using the Discovered Knowledge 

Finally, when the model is evaluated, then it should be 

incorporated into another system that will use the knowledge 

represented by the model. The success of this step 

determines the effectiveness of the entire KDD because the 

KDD has been unnecessary without further use of the 

discovered knowledge. According to [7], there are many 

challenges in this step, such as losing the “laboratory 

conditions” under which the model has been created. This 

means that the model has been produced from a certain static 

dataset, but the data become dynamic after the model 

deployment. 

The result of KDD is knowledge that can be used for 

description purposes or for prediction. In case of predictive 

model that is created from a dataset containing only 

categorical attributes, the discovered knowledge can be 

represented as a table that enumerates all combinations of 

values of input attributes and defines value of the output for 

each of them. Such kind of table is used also in reliability 

analysis, and it is known as the structure function. This 

indicates that some tools of reliability analysis could be used 

in the analysis of the discovered knowledge. 

III. RELIABILITY ANALYSIS 

Reliability is an important characteristic of systems. Every 

system consists of one or more components (basic parts of 

the system that are assumed to be indivisible into smaller 

elements). One of the principal tasks of reliability analysis is 

investigation of influence of individual system components 

on system activity and identification of components that are 

most important for system proper work. This investigation is 

known as importance analysis. 

A. Binary- and Multi-State Systems  

Before the importance analysis can be performed, a model 

of the system has to be created. As a rule two types of 

models are used in reliability analysis. The first one is known 

as a Binary-State System (BSS). This model is based on the 

assumption that the system and all its components can be in 

one of only two possible states – functioning (labelled by 

number 1) and failure (represented by number 0). The 

dependency between states of individual system components 

and system state is expressed by a special relation that is 

known as structure function. The structure function of a BSS 

has the following form [8], [9]: 

    ,1,01,0:)(),...,( 1  n

nxx x  (1) 

where n is a number of system components, xi is a variable 

denoting state of the i-th component and  x = (x1,…, xn) is a 

vector of states of system components (state vector). The 

structure function of a BSS can be viewed as a Boolean 

function and, therefore, some approaches related to analysis 

of Boolean functions can be used in the analysis of BSSs [9]. 

BSSs have been widely used in reliability analysis, 

especially in the analysis of systems in which any deviation 

from perfect functioning results in failure of the system, e.g. 

nuclear power plants [10], aviation systems [11]. However, 

these models are not very appropriate for systems that can 

operate at different performance levels, i.e. systems that can 

meet their mission also when they are not perfectly 

functioning, e.g. distribution networks [12] or healthcare 

systems [13]. Therefore, models that allow defining more 

than two states in system/components performance are used 

in the analysis of such systems. These models are known as 

Multi-State Systems (MSSs). 

A general MSS permits defining different number of states 

for the system and for its components. If we assume that the 

system has m possible states and its i-th component, for 

i = 1,…, n, can be in one of mi states, then the structure 

function of the MSS corresponds to the next map [14]–[16]: 

      ,1,...,01,...,01,...,0
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where 0 corresponds to completely failure of the system/ 

component while m -1 (mi -1) means that the system (the i-th 

component) is perfectly functioning. 

A special type of MSSs is a homogenous system, in which 

m1 = … = mn = m. The structure function of such system can 

be interpreted as a Multiple-Valued Logic (MVL) function. 

This fact allows us to use some methods of MVL logic in 

reliability analysis of MSSs [16]. 

314 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

 

The mathematical model of structure function used in 

reliability analysis can be combined with methods of DM to 

perform analysis of medical databases. This analysis can be 

used to identify database attributes that carry no important 

information from the point of view of database purpose. 

For example, let us consider the example of database for 

the analysis of the breast cancer diagnosis from [17]. In this 

example 4 categorical input attributes are used (Table I): A1 

(Gynecological history), A2 (Tumor), A3 (Heredity), and A4 

(Age). Each combination of values of the input attributes is 

connected to output attribute B (Breast Cancer Possibility). 

Let the attributes have the next values: A1 = {A1,1, A1,2, A1,3}, 

A2 = {A2,1, A2,2, A2,3}, A3 = {A3,1, A3,2}, A4 = {A4,1, A4,2}, and 

B = {B1, B2, B3} assuming that these values has the meaning 

presented in Table I.  

TABLE I. 

ATTRIBUTES VALUES 

Attribute Attribute 

Values 

Description of Attribute Values  

A1 A1,1 Gynecological history with high risk 

 A1,2 Gynecological history with medium risk 

 A1,3 Gynecological history with low risk 

A2 A2,1 Yes and confirmed by medical examination 

 A2,2 Yes and non-confirmed 

 A2,3 No 

A3 A3,1 Yes 

 A3,2 No 

A4 A4,1 Younger than 40 years 

 A4,2 40 years or more 

B B1 High Possibility of Breast Cancer  

 B2 Medium Possibility of Breast Cancer 

 B3 Low Possibility of Breast Cancer 
 

In [17], an association rule for breast cancer diagnosis was 

inducted based on the methods of DM. This rule includes 4 

input attributes and one output attribute (Table II). From 

reliability point of view, the input attributes can be 

interpreted as system components and the output attribute is 

considered to be the system state. This implies that the table 

representing the discovered knowledge can be interpreted as 

the structure function of a MSS that depends on 4 variables: 

the 1-st and 2-nd variable has 3 possible values and the 3-rd 

and 4-th have two values. This structure function is defined 

based on all possible values of the input attributes and the 

output attribute is calculated according to the association 

rule derived in [17]. 

In section IV, we will use some approaches of reliability 

analysis to identify input attributes that have the greatest 

influence on the value of the output attribute. These results 

can be used to perform some database optimization since we 

can find attributes that have very little influence on the 

output attribute and, therefore, it might not be necessary to 

store them in the database. 

B. Coherent and Noncoherent Systems 

Based on the properties of the structure function, two 

different classes of systems can be recognized – coherent and 

noncoherent. A system is coherent if a failure/degradation of 

any system component can result only in system failure/ 

degradation. This means that the structure function of 

coherent systems is monotonic (non-decreasing) [8], [14].  

TABLE II. 

STRUCTURE FUNCTION FOR DATABASE OF BREAST CANCER 

DIAGNOSIS 

Variables 

x1 x2 x3 x4 
(x) Variables 

x1 x2 x3 x4 
(x) 

0  0  0  0 1 1  1  1  1 2 

0  0  0  1 1 1  2  0  0 0 

0  0  1  0 1 1  2  0  0 2 

0  0  1  1 1 1  2  0  1 2 

0  1  0  0 2 1  2  1  0 2 

0  1  0  1 0 1  2  1  1 2 

0  1  1  0 2 2  0  0  0 2 

0  1  1  1 0 2  0  0  1 2 

0  2  0  0 2 2  0  1  0 2 

0  2  0  1 2 2  0  1  1 2 

0  2  1  0 2 2  1  0  0 2 

0  2  1  1 2 2  1  0  1 2 

1  0  0  0 1 2  1  1  1 2 

1  0  0  1 1 2  2  0  0 2 

1  0  1  0 1 2  2  0  0 2 

1  0  1  1 1 2  2  0  1 2 

1  1  0  0 2 2  2  1  0 2 

1  1  0  1 0 2  2  1  1 2 
 

A system is noncoherent if its structure function is not 

monotonic. This implies that a noncoherent system admits 

situations in which component failure/degradation can cause 

system repair/improvement [18]. 

The coherency is a typical property of most systems 

studied in reliability engineering. This indicates that many 

tools of reliability analysis are based on the assumption that 

the structure function is monotonic. However, there also 

exist some systems whose structure function cannot be 

monotone, e.g. logic networks [19] or k-to-l-out-of-n 

systems, which are functioning if at least k but not more than 

l components are working [20]. The analysis of such systems 

is more complicated than the analysis of coherent systems 

and, therefore, it has to be done more carefully.  

C. Availability 

The structure function defines system topology, and it 

carries no information about reliability of individual system 

components. Therefore, if we want to analyze not only 

topological properties of the system but also some 

probabilistic characteristics (e.g. system availability or 

unavailability, mean time to failure), the probabilities of 

states of individual system components have to be known: 

     ,,,1,1,,0},{Pr, nimssxp iisi    (3) 

where mi = 2 for BSSs. Please note that in case of BSSs, pi,0 

is known as unavailability of the i-th system component and 

pi,1 as its availability. 

Knowledge of system structure function and probabilities 

(3) can be used to compute three important characteristics of 

the system – the probability that the system is in state j (for 

j = 0,…, m -1), the system availability, which is defined with 

regard to system state j as follows [14], [15]: 
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and the system unavailability, which is defined with regard to 

system state j as the probability that the system cannot fulfill 

a requirement that requires at least level j of system 

performance [14], [15]: 

  .1,,1,1})(Pr{  
mjAjU

jj x  (5) 

Please note, in case of BSSs (m = 2 in definitions (4) and 

(5)), the system availability is defined as the probability that 

the system is in state 1 while the unavailability agrees with 

the probability of system 0-state. Therefore, terms “system 
availability (unavailability)” and “the probability that the 
system is in state 1 (0)” can be used as synonyms in case of 

BSSs. However, this is not true for MSSs, in which these two 

terms represent two different concepts. 

System availability and unavailability are very important 

in reliability analysis. They can be used to estimate mean 

time to system failure or mean time to system repair. 

However, they do not allow identifying components that 

have the greatest influence on system activity. This is very 

important task because its results can be used to optimize 

system reliability or to plan system maintenance. 

D. Importance Analysis 

Importance analysis is a part of reliability engineering. It 

is used to quantify situations in which a change of 

component state results in a change of system state. For this 

purpose, Importance Measures (IMs) are used. There exist a 

lot of IMs [21]. However, in what follows, we will consider 

only two of them – the Structural Importance (SI) and the 

Birnbaum’s Importance (BI). 

The SI and BI have originally been developed for the 

analysis of coherent systems. In [22], the SI of component i 

has been defined as a relative number of situations in which 

the component is critical for system failure/functioning, i.e. 

as a proportion of cases when a failure (repair) of the i-th 

system component results in system failure (repair). In the 

same paper, the BI has been introduced as the probability 

that the component failure (repair) causes system failure 

(repair). These definitions imply that the main difference 

between the SI and BI is that the former analyzes only the 

system structure while the latter takes into account not only 

the structure function but also availabilities (unavailabilities) 

of system components. Therefore, the SI is primarily used to 

analyze topological properties of the system. 

The considered IMs have been generalized for coherent 

MSSs in [16], [23]–[25]. These works have introduced 

several types of the SI and BI depending on whether we are 

interested in: 

a) identification of component states that are the 

most important for a given system state/ 

availability [16], [23], [25], 

b) identifying component states that have the most 

influence on the whole system (not only on a 

specific system state/availability) [24], 

c) finding components that are the most important 

for a given system state/availability, 

d) revealing the total importance of individual 

components for the whole system [25]. 

Finally, works [18], [26] have introduced definitions of 

the SI and BI for noncoherent BSSs. These versions of the SI 

and BI allow quantifying: 

a) dependency of system failure (repair) on a failure 

(repair) of a given component, 

b) dependency of system repair (failure) on a failure 

(repair) of a given component, 

c) the total influence of a given component on the 

system activity. 

According to our knowledge, no generalizations of the 

considered IMs have been proposed for importance analysis 

of noncoherent MSSs. This can be caused by the fact that 

these models are used in reliability analysis very rarely.  

E. Logical Differential Calculus 

Logical differential calculus is a tool used to investigate 

dynamic properties of Boolean and MVL functions [27]. The 

central term of this tool is a Boolean/MVL derivative. There 

exist several types of this derivative. For our purposes, the 

most important is Direct Partial Logic Derivative (DPLD). 

A DPLD of a Boolean function f(x) with respect to 

variable xi can be defined in the following way [27]: 
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where f(ai, x) = f(x1,…, xi-1, a, xi+1,…, xn) for a  {s, s } and 

s, j  {0, 1}. According to this definition, the DPLD of a 

Boolean function reveals situations in which change of 

Boolean variable xi from value s to s  causes that the 

Boolean function value changes from j to j . 

In the similar way, a DPLD of a MVL function fm(x) with 

respect to variable xi is defined as follows [27]: 
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where fm(ai, x) = fm(x1,…, xi-1, a, xi+1,…, xn) for a  {s, r}; s, 

r, j, h  {0,…, m -1}, s ≠ r, and j ≠ h. Clearly, this derivative 

models consequence of change of the MVL variable from 

value s to r on the value of the considered MVL function 

and, therefore, it can be used to detect situations in which the 

investigated change of the MVL variable results in the 

change of the function value from j to h. 

Since the structure function of a BSS can be interpreted as 

a Boolean function and the structure function of a 

homogenous MSS as a MVL function, DPLDs can also be 

used in reliability analysis of such systems [9], [16]. 

Moreover, the next little modification of definition (6) also 

allows applying them to non-homogenous MSSs: 
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where s, r  {0,…, mi -1}, s ≠ r and j, h  {0,…, m -1}, 

j ≠ h. Please note that this definition is the most general 

definition of a DPLD from which definitions (6) and (7) can 

be obtained simply using the assumption that s, r, j, 

h  {0,1} or s, r, j, h  {0,…, m -1} respectively. Therefore, 

in what follows, we will primarily use this definition. 

In terms of reliability analysis, DPLDs are used to identify 

situations in which a given change of state of the i-th system 

component results in the investigated change of the system 

state. These derivatives can be split into four groups: 

A. j > h and s > r – these derivatives identify 

situations in which component failure/degradation 

results in system failure/degradation, 

B. j < h and s < r – these DPLDs detect situations in 

which component repair/improvement causes a 

repair/improvement of system activity, 

C. j > h and s < r – these derivatives can be used to 

find coincidence between component repair/ 

improvement and system failure/degradation, 

D. j < h and s > r – these DPLDs investigate 

situations in which system repair/improvement is 

caused by failure/degradation of the considered 

component. 

Based on the definition of a coherent system, only DPLDs 

from groups A and B are relevant in the analysis of such 

systems. However, this is not true for noncoherent systems, 

for which the derivatives from all groups can be nonzero. 

F. Importance Measures based on Direct Partial 

Logic Derivatives  

The SI and BI are used to quantify coincidence between 

component state change and change of system state. Based 

on the previous paragraphs, this coincidence can be 

identified based on DPLDs. Therefore, these derivatives can 

also be used to compute the SI and BI [9], [13], [16]. 

Firstly, let us consider a coherent BSS. The structure 

function of this system is monotone, therefore, only DPLDs 

)01()01(  ix  and )10()10(  ix  can be 

nonzero for this type of systems. The former identifies 

situations in which a failure of component i results in system 

failure, and the latter detects state vectors at which a repair 

of the component causes that the system begins work. Since 

the SI of component i is defined as a relative number of 

situations in which a failure (repair) of component i results in 

system failure (repair), this IM can be computed using 

DPLDs in the following manner [9]: 
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where TD(.) denotes truth density of the argument 

interpreted as a function with Boolean-valued output, i.e. a 

proportion of situations in which the argument takes value 1. 

The BI of component i can be calculated using DPLDs in 

the similar way [9]: 
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since it is defined as the probability that a failure (repair) of 

the component causes system failure (repair). 

Secondly, let us consider a noncoherent BSS. In this case 

all four DPLDs that can be defined are relevant because all 

of them can contain nonzero elements, i.e. DPLDs 

)01()01(  ix , )10()01(  ix  can be used to 

find correlation between system failure and change of state 

of component i while derivatives )10()10(  ix , 

)01()10(  ix  identify situations in which a change 

of component state results in system repair. 

It has been proposed in [18] that importance analysis of 

noncoherent BSSs should be performed in three steps. 

Firstly, we should quantify influence of component failure on 

system failure (repair). Secondly, impact of component 

repair on system failure (repair) should be quantified. 

Finally, the total influence of the considered component on 

system failure (repair) can be estimated as the sum of the 

results obtained in the previous two steps. This implies that 

several IMs of one type can be defined for one component. 

For example, in case of the SI, the next four measures can be 

calculated: 
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 (11) 

The first two SI measures are used to quantify coincidence 

between component failure (repair) and system failure 

(repair). The remaining SI measures estimates topological 

correlation between component failure (repair) and repair 

(failure) of the system. The total topological influence of 

component i on system failure is computed in the following 

manner [26]: 
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and on system repair in the following way: 
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It is clear that 
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and, therefore, 
iSI , 

iSI , and 
iSI  can be used not only in 

the investigation of system failure but also in the analysis of 

system repair. 

Please note that the same results can also be obtained for 

the BI of noncoherent BSSs by replacement of the truth 

densities in equations (11) – (13) with the probabilities that 

the DPLDs take value 1. 

Thirdly, let us focus on coherent MSSs. In this case, we 

can quantify several dependencies between component state 

and system state. For simplicity, we will consider only 

situations in which component degradation coincide with 

system degradation, i.e. we will not introduce the IMs for 

component improvement. Furthermore, we will assume that 

system components can degrade only one state. Using these 

assumptions, we can calculate the SI of state s of component 

i for system state j as follows [16]: 
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for i  {1,…, n}, s  {1,…, mi -1}, j  {1,…, m -1}. 

Based on the meaning of DPLDs, this IM corresponds to 

the relative number of situations in which a minor 

degradation (i.e. degradation by one state) of state s of 

component i results in degradation of system state j. Using 

the ideas presented in [24], [25], this SI can also be used to 

compute the relative number of situations in which a minor 

degradation of state s of component i results in system 

degradation: 
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or the relative number of situations in which a minor 

degradation of component i causes degradation of system 

state j: 
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or the proportion of state vectors at which a minor 

degradation of component i results in system degradation: 
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Equation (16) can be used to quantify topological 

influence of state s of component i on the whole system. 

Similarly, equations (17) allows us to investigate the total 

influence of component i on system state j and formula (18) 

the total influence on the whole system. In the similar way, 

the BI for a minor degradation of component state for a 

coherent MSS can be defined. The only difference is that the 

truth densities in (15) – (17) have to be replaced with the 

probabilities that the considered DPLDs are nonzero. 

IV. USE OF IMPORTANCE ANALYSIS IN INVESTIGATION OF 

MEDICAL DATABASES 

As we mentioned in section III.A, a complete medical 

database can be obtained from a medical dataset using some 

tools of DM. The complete database containing only 

qualitative (categorical) attributes can be viewed as a MSS 

whose structure function agrees with the relation (discovered 

knowledge) between the input attributes and the output 

attribute. However, the main problem is that the database has 

to be interpreted as the structure function of a noncoherent 

MSS because it can contain situations in which a decrease in 

value of input attribute can result in increase of value of the 

output attribute. For example, in Table II, change of variable 

x2, which corresponds to value of attribute A2, from value 1 

to 0 causes that the value of the structure function of the 

considered database changes from value 0 to 1 if x1 = 0, 

x3 = 0, and x4 = 1. This fact requires proposing some 

generalizations of the SI for noncoherent MSSs if we want to 

use this measure to find input attributes that have the greatest 

influence on the output attribute. 

In noncoherent systems, not only component degradation 

but also component improvement can result in system 

degradation. This implies that we also need to detect 

situations in which component improvement results in 

system degradation. DPLDs )1()(  ssxhj i  in 

which j > h can be used for this purpose. Based on these 

DPLDs, topological influence of a minor improvement of 

state s of component i on degradation of system state j can be 

estimated using the next version of SI: 
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for i  {1,…, n}, s  {0,…, mi -2}, j  {1,…, m -1}. 

In case of noncoherent BSSs, the total influence of a given 

component on system failure is computed as the sum of SI 

measures analyzing consequences of the component failure 

and repair. Therefore, in case of MSSs, the total importance 

of state s of component i for degradation of system state j 

can be computed simply using the next SI: 
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where 



j

si,
SI  is computed based on formula (15). 

SI measures (15), (19), and (20) are useful for evaluation 

of influence of a given component state on degradation of a 

given system state. However, they do not allow identifying 

importance of the whole component on degradation of a 

given system state or importance of a given component state 
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on the entire system (regardless of a concrete system state). 

For these purposes, other versions of the SI have to be 

defined. This can be done in the similar way as in the case of 

coherent MSSs, i.e. the total importance of a given 

component state on system activity can be computed as 

follows: 
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where 
si,

SI  (definition (16)) quantifies consequences of 

deterioration of state s of the i-th system component on 

system activity, and 
si,

SI  calculates results of improvement 

of state s of component i on system degradation. Please note 

that 
si,

SI is computed similarly as 
si,

SI , i.e.: 
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The total topological influence of component i on a given 

system state can be calculated based on the next formula: 
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where 


j

i
SI  (definition (17)) quantifies results of degradation 

of the i-th system component on degradation of system state 

j, and 


j

i
SI  evaluating consequences of improvement of the 

i-th component on degradation of system state j is computed 

using the following formula: 
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Based on the meaning of DPLDs, it can be shown simply 

that SI (21) agrees with the relative number of state vectors 

at which a minor change (i.e. a change by one state) of state s 

of component i results in system degradation, SI (22) 

identifies the relative count of state vectors at which a minor 

improvement of state s of component i results in system  

degradation, SI (23) corresponds to the relative number of 

situations in which a degradation or improvement of 

component i causes decrease in state j of the system, and SI 

(24) agrees with the proportion of state vectors at which an 

improvement of component i causes deterioration of state j 

of the system 

Finally, the total topological importance of a given 

component on system activity can be defined as the relative 

number of state vectors at which a change of component 

state results in system deterioration and, therefore, it can be 

computed as follows: 
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where 
iSI  (definition (18)) quantifies results of degradation 

of the i-th system component on system degradation, and 

iSI  computed based on the next formula: 
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evaluates consequences of improvement of the considered 

component on system degradation. 

In this section, we have proposed a lot of SI measures that 

can be used in the investigation of topological properties of 

noncoherent MSSs. For clarity, we summarize them in Table 

III. The similar formulae could also be proposed for BI 

measures. The only difference is that the probabilities that 

the DPLDs are nonzero have to be used in formulae (15) – 

(26) instead of the truth densities. 

TABLE III. 

STRUCTURAL IMPORTANCE MEASURES FOR NONCOHERENT MULTI-

STATE SYSTEMS 

SI Coherent Part 

(Influence of Component 

Degradation) 

Noncoherent Part 

(Influence of Component 

Improvement) 
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Based on the relation between medical database and the 

structure function of a noncoherent MSS, the proposed SI 

measures can be used to analyze importance of individual 

input attributes on the value of the output attribute. For 

illustration, let us consider the medical database defined by 

Table II. The total topological importance of individual input 

attributes is computed based on formula (25) in Table IV. 

Based on the data presented in this table, the input attribute 

that has the greatest influence on the output attribute is A2. 

On the other hand, value of attribute A3 has no influence on 

attribute B. This implies that attribute A3 is not important for 

tasks for which the table is used (i.e. decision whether the 

breast cancer has high possibility or not) and, therefore, it is 

not necessary to store its values in the database. 

V. CONCLUSION 

This paper focuses on correlation between some key terms 

of KDD (or DM) and reliability analysis. We illustrated that 

KDD is a very complex process whose main part is DM. DM 

is used to discover some new information (knowledge) in a 
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database (predictive DM) or for better understanding of data 

stored in a database (descriptive DM). In case of predictive 

DM used on databases containing only categorical attributes, 

the discovered knowledge can be interpreted as a table that 

can be viewed as the structure function of a MSS. This 

allows us to use some methods of reliability analysis in 

investigation of database properties. One of them is 

importance analysis, which identifies influence of system 

components on the system activity. 

TABLE IV. 

IMPORTANCE OF INDIVIDUAL INPUT ATTRIBUTES FOR THE OUTPUT 

ATTRIBUTE 

Input 

Attribute 


iSI  

A1 0.25 

A2 0.50 

A3 0 

A4 0.22 
 

In this paper, we considered use of importance analysis in 

investigation of coincidence between change of input 

attributes and change of the output attribute of a table 

representing the discovered knowledge. This required 

extending some measures used in importance analysis on 

noncoherent MSSs. The extension was done using logical 

differential calculus. The presented approach can be used to 

optimize number of attributes occurring in the table. 

Furthermore, it can also be used to decide which attributes 

have to be measured with the most accuracy to ensure that 

the prediction based on the table representing the discovered 

knowledge will be correct. 
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Abstract—The paper is devoted to classification of MEDLINE
abstracts into categories that correspond to types of medical
interventions - types of patient treatments. This set of categories
was extracted from Clinicaltrials.gov web site. Few classification
algorithms were tested including Multinomial Naive Bayes, Multi-
nomial Logistic Regression, and Linear SVM implementations
from sklearn machine learning library. Document marking was
based on the consideration of abstracts containing links to the
Clinicaltrials.gov Web site. As the result of an automatical
marking 3534 abstracts were marked for training and testing
the set of algorithms metioned above. Best result of multinomial
classification was achieved by Linear SVM with macro evaluation
precision 70.06%, recall 55.62% and F-measure 62.01%, and
micro evaluation precision 64.91%, recall 79.13% and F-measure
71.32%.

I. INTRODUCTION

AT THE moment an evidence-based medicine approach is
actively developing in medical practice. This approach

requires an expert to choose a method of patient treatment
based on available evidences of safety and efficiency of the
method. Complexity of evidence-based medicine application
in practice involves not only control over saving new research
results, but also assessment of the quality and reliability
of existing ones. To solve this problem in evidence-based
medicine a grading scale for ranking studies by level of
evidence is used. For example, in the USA the National
Guideline Clearinghouse1 recommends to follow levels of
evidence and grades (table I, table II).

However, in some cases studies corresponding to the first
level of evidence may contain errors in the correctness of
randomized controlled trials (RCTs). More detailed description
of some examples with errors in studies with the first level of
evidence is reviewed in [1]. Solution of the problem is the
Grading of Recommendations Assessment, Development and
Evaluation (GRADE) system. This system evaluates level of
evidence for different studies and ranks them by recommenda-
tion significance with due consideration of additional criteria
for evaluation. Additional criteria for GRADE are presented in
table III and described in more detail in [2]. GRADE considers
only two classes of recommendations: strong or low-level

1http://www.guideline.gov/

TABLE I
LEVELS OF EVIDENCE

I A Evidence from meta-analysis
of randomized controlled trials (RCTs)

I B Evidence from at least one
randomized controlled trial

II A Evidence from at least one
controlled study without randomization

II B Evidence from at least one other
type of quasi-experimental study

III
Evidence from non-experimental descriptive
studies, such as comparative studies,
correlation studies, and case-control studies

IV
Evidence from expert committee reports
or opinions or clinical experience
of respected authorities, or both

TABLE II
GRADES OF RECOMMENDATIONS

A Directly based on Level I evidence

B Directly based on Level II evidence or extrapolated
recommendations from Level I evidence

C Directly based on Level III evidence or extrapolated
recommendations from Level I or II evidence

D Directly based on Level IV evidence or extrapolated
recommendations from Level I, II, or III evidence

recommendations. The quality level of evidence is presented
in 4 levels. Thus, using additional GRADE factors it becomes
possible to rise or lower the value of research.

Another actively developing research trend is information
retrieval application in the field of medicine based directly on
the use of MEDLINE2 database. For example, in [3] MEDIE
search engine developed for MEDLINE database, that executes
semantic search, keyword search and generalized concordance
lists (GCL) search is described. In [4] the Hierarchical Hidden

2http://www.nlm.nih.gov/
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TABLE III
QUALITY ASSESSMENT CRITERIA

Study design Quality of evidence Lower if Higher if

Randomized trial High Risk of bias Large effect
Moderate -1 Serious +1 Large

Observational study Low -2 Very serious +2 Very large
Very low Inconsistency Dose response

-1 Serious +1 Evidence of gradient
-2 Very serious All plausible can founding
Indirectness +1 Would reduce a
-1 Serious demonstrated effect or
-2 Very serious +1 Would suggest a spurious
Imprecision effect when results show no
-1 Serious effect
-2 Very serious
Publication bias
-1 Serious
-2 Very serious

Markov Models algorithm for retrieving information about
protein and its location from the MEDLINE abstract database
is considered. Study [5] considers a method of automatic
term extraction developed specifically for indexing documents
from large medical collections. Computational experiments are
conducted on a set of documents from MEDLINE database.
In [6] an unsupervised clustering technique called SOPHIA
is presented, that is evaluated on the MEDLINE testing set
collection. Study [7] describes an experiment that changes
the ranking strategy using the term-graph data structure for
assessing the importance of a document to a user’s query to
the MEDLINE database. In [8] existent question-answering
system based on principles of evidence based medicine is
presented. Study [11] describes a fuzzy VIKOR framework
for ranking internet health information providers.

Based on the relevance and demand for joint studies in the
field of medicine and information retrieval, it was decided
to start a development of a search engine for the MEDLINE
database on the basis of the Saint-Petersburg State University
with the support of Pavlov First Saint-Petersburg State Medical
University and Tashkent Institute of Postgraduate Medical
Education. The main goal of the project is to develop a new
ranking method for search results, which takes account for a
level of evidence and GRADE criteria.

II. PROBLEM STATEMENT

The object of analysis of this work are documents con-
taining abstracts of articles from the MEDLINE international
database of medical research. The goal is to group abstracts
according to subtypes of medical interventions. Subtypes of
medical interventions correspond to various methods for pa-
tient treatment and prophylaxis. Examples of medical interven-
tion subtypes were taken from the Clinicaltrials.gov3 Internet
resource:

1). Drug;
2). Biological;
3). Device;

3https://clinicaltrials.gov/

4). Dietary Supplement;
5). Procedure;
6). Radiation;
7). Behavioral;
8). Genetic;
9). Other.
This website is a public register approved by the US

International Committee of Medical Journal Editors. It pro-
vides relevant structured information about conducting clinical
studies for a wide range of diseases.

The assigned task falls within the domain of machine
learning and requires an implementation of the following
auxiliary problems:

1). Development of a method for automatic markup of
abstracts from a training and test set by medical intervention
subtypes, based on the existence of a link between documents
that represent paper abstracts from MEDLINE database and
contents of registered clinical trials on Clinicaltrials.gov. The
link is presented by reference to Clinicaltrials.gov Web re-
source.

2). Training methods for multinomial classification by
means of selected set of classical algorithms such as Multi-
nomial Naive Bayes, Multinomial Logistic Regression, and
Linear SVM from the sklearn4 library for further evaluation
and selection of a more effective algorithm.

First it was decided to evaluate linear multinomial classifi-
cation algorithms for an obtained marked sample of MED-
LINE abstracts. Therefore, the following linear algorithms
were chosen: Multinomial Naive Bayes, Multinomial Logistic
Regression, and Linear SVM. In the future it is planned to
choose a set of nonlinear multinomial classification algorithms
and conduct experiments with the same marked sample of
MEDLINE abstracts.

III. METHODS FOR ABSTRACTS MARKUP

At the first stage of handling the problem 90 paper ab-
stracts of the year 2011 taken from MEDLINE database and

4http://scikit-learn.org/
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which contained links to the Clinicaltrials.gov Web site were
examined. To simplify abstract processing, an abstracts.xml
document was created which has the following structure (per
entry). Document structure (1):

<document>
<doc_id></doc_id>
<date></date>
<title></title>
<body></body>
<topics></topics>
<place></place>
<author></author>
<type></type>

</document>

where: <document> is a document container; <doc_id> is a
paper identifier; <date> – publication date of the article; <title>
– title of the article; <body> – body of the abstract; <topics>
– article keywords; <place> – journal where the article was
published; <author> – paper authors; <type> – a subtype of
medical intervention. All abstracts were transfered into this
structure. Every record in abstracts.xml satisfies the structure
listed above.

These 90 documents were marked manually based on the
search for links between abstracts and Clinicaltrials.gov Web
resource. Linkage was performed by finding in abstract a
reference (eg., NCT00893711). Such a reference meant that
the study was indexed at Clinicaltrials.gov. The sequence of
manual markup was as follows:

1) A link to Clinicaltrials.gov site was retrieved from an
abstract.

2) With the help of Clinicaltrials.gov internal search engine
a search was performed in order to find studies corresponding
to the reference given in the abstract. An example of using
internal search engine is presented in Fig. 1.

3) After the search, a found subtype of medical intervention
was manually added to the document structure in the <type>
</type> field. It was proposed to impose a restriction on the
Clinicaltrials.gov web-resource search results: if the study was
represented by two subtypes of medical intervention as it is
shown in Fig. 1, it was suggested to use the first subtype
because it contains the main information about the study.

As a result of manual marking it was possible to group 60
out of 90 abstracts into the following subtypes: Behavioral,
Biological, Device, Dietary_Supplement, Drug, Other, and
Procedure. The remaining 30 abstracts were divided into 4
groups:

1) no link to clinicaltrials.gov;
2) contains a link, but no information about the subtype of

medical intervention;
3) contains a link but studies are of observational type;
4) contains a link with an error (eg., ISRCTN51481987).
It was further decided to consider corpus containing

2000000 abstracts for years 2006 to 2013 and automate the
process of markup. An automation has been implemented with
the help of an application developed in python that performs

a search for links in abstracts (eg. NCT00893711) as a regular
expression and a web-crawler that searches through links
http://clinicaltrials.gov/show/NCT00776256?resultsxml=true
replacing the part (NCT00893711) with the one found in
the abstract and extracting data from the xml page contained
in the <intervention_type> field. Results extracted from
<intervention_type> field were then added to the <type> </
type> field of document structure (1) using the developed
software application. The result of parsing xml pages also
imposes restrictions: in case of two fields <intervention_type>
is marked by the first field.

As a result of an automatic marking of 2000000 abstracts,
3534 abstracts were marked. Remaining abstracts were divided
into groups:

1) no link to clinicaltrials.gov;
2) contained a link, but when referring to web-crawler on

corresponding page an error appeared "404 - page not found";
3) contained a link but corresponding studies were of

observational type;
4) contained a link with an error (eg., CTNO1481987).
As a result of marking, every subtype of medical inter-

vention aggregated the following number of the abstracts:
Behavioral – 585, Biological – 242, Device – 238, Dietary
Supplement – 191, Drug – 1619, Other – 333, Procedure
– 300, Radiation – 18, and Genetic – 8. After that, 3534
abstracts were divided into training set and testing set for
performing training and testing of the following classifiers:
Multinomial Naive Bayes, Multinomial Logistic Regression,
and Linear SVM using the sklearn library. Also, experiments
with changing parameters of classifiers were performed in or-
der to determine the most efficient algorithm for classification.

IV. EXPERIMENTAL PART

This section presents experiment results for multinomial
classification of automatically marked 3534 MEDLINE ab-
stracts by subtypes of medical interventions. Such algorithms
as Multinomial Naive Bayes, Multinomial Logistic Regres-
sion, and Linear SVM were used (names of algorithms in
sklearn library: MultinomialNB, LinearSVC, LogisticRegres-
sion). Marked abstracts were divided into training set and
testing set in ascending order by date of publication as follows:

• For training:
– 2651 abstracts from 2006 till 2012 year contain-

ing the following number of classes with abstracts:
Behavioral - 450, Biological - 174, Device- 189,
Dietary Supplement - 145, Drug - 1198, Other - 266,
Procedure - 209, Radiation - 12, Genetic - 8.

• For testing:
– 883 abstracts from 2012 till 2013 year containing

the following number of classes with abstracts: Be-
havioral - 135, Biological - 68, Device - 49, Dietary
Supplement - 46, Drug - 421 Other - 67, Procedure
- 91, Radiation - 6.

As a partition result, testing set contained the following
sub-types of medical interventions: Behavioral, Biological,
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Fig. 1. Search results by link at Cliniclatrials.gov

Dietary Supplement, Drug, Other, Procedure, and Radiation.
To evaluate classification result for the testing set for each
subtype of medical intervention such measures as precision,
recall and F-measure were used:

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

F -measure = 2 ∗ Precision∗Recall
Precision+Recall ,

where TP – true positive classification value, i.e. the classifier
identified an element of the testing set correctly. FP – false
positive value, i.e. the classifier referred an element to the
class falsely. FN – false negative elements, i.e. the classifier
falsely did not refer an element to the class. To assess different
multinomial classification algorithms, macro and micro preci-
sion and recall values, as well as F-measure were calculated
using the following formulas:
Macro:

precision =

∑m
n=1 Precisionn

m
,

recall =

∑m
n=1 Recalln

m
,

F -measure = 2 ∗ precision∗recall
precision+recall .

Micro:

precision =

∑m
n=1 TPn∑m

n=1 TPn +
∑m

n=1 FPn
,

recall =

∑m
n=1 TPn∑m

n=1 TPn +
∑m

n=1 FNn
,

F -measure = 2 ∗ (precision)∗(recall)
(precision)+(recall) ,

where m is the number of classes. Calculation of micro preci-
sion and recall was performed by summing up all true positive,
false positive and false negative results of classification for
each class.

In this experiment we use the «bag of words» model [9]. For
vector of features we use vector of terms from the dictionary,
composed of all annotations from corpora. In process of
forming dictionary no stemming was used. With the help of
tf -idf metric, weight for every term was assessed.

tf -idf(t, d) = tf(t, d) ∗ idf(t),
where tf – term frequency:

tf(t, d) =
nt,d

|d| ,

t – term, d – document, nt,d – entry of t term occurence in d
document, |d| – total number of terms in d document; idf –
inverse document frequency:

idf(t) = log
N

df(t)
,

where N – number of documents in corpora; df – number of
documents, in which term t occures.

During the experiments, the optimal parameters of classi-
fiers were selected for the case with the removal of stop words,
as well as for the case with no stop words removing from
the dictionary. More detailed options of the algorithms and
their values are given in the documentation for the library
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TABLE IV
RESULT OF CLASSIFICATION WITH THE REMOVAL OF STOP WORDS

Precision Recall F-measure
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Behavioral 77% 73% 70% 49% 78% 76% 60% 75% 73%
Biological 100% 89% 96% 24% 72% 65% 38% 80% 77%

Device 0% 62% 71% 0% 41% 10% 0% 49% 18%
Dietary Supplement 0% 58% 58% 0% 63% 24% 0% 60% 34%

Drug 53% 79% 65% 99% 94% 97% 69% 86% 78%
Other 100% 34% 50% 1% 22% 9% 3% 27% 15%
Procedure 0% 64% 65% 0% 42% 14% 0% 51% 23%

Radiation 0% 100% 0% 0% 33% 0% 0% 50% 0%

TABLE V
RESULT OF CLASSIFICATION WITH THE REMOVAL OF STOP WORDS (MICRO AND MACRO EVALUATION)

Precision Recall F-measure
Micro Macro Micro Macro Micro Macro

Multinomial Naive Bayes 55.77% 41.27% 86.87% 21.62% 67.93% 28.37%

Linear SVM 64.91% 70.06% 79.13% 55.62% 71.32% 62.01%
Maximum Entropy 65.66% 59.34% 76.63% 36.93% 70.72% 45.53%

TABLE VI
RESULT OF CLASSIFICATION WITHOUT STOP WORDS REMOVAL

Precision Recall F-measure
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Behavioral 87% 73% 74% 1% 84% 76% 17% 78% 75%
Biological 0% 89% 96% 0% 75% 65% 6% 82% 77%

Device 0% 56% 67% 0% 39% 8% 0% 46% 15%
Dietary Supplement 0% 59% 57% 0% 70% 26% 0% 64% 36%
Drug 48% 80% 65% 100% 93% 97% 65% 86% 78%

Other 0% 59% 63% 0% 38% 13% 0% 47% 22%
Procedure 0% 100% 0% 0% 33% 0% 0% 50% 0%

Radiation 0% 100% 0% 0% 33% 0% 0% 50% 0%

TABLE VII
RESULT OF CLASSIFICATION WITHOUT STOP WORDS REMOVAL (MICRO AND MACRO EVALUATION)

Precision Recall F-measure
Micro Macro Micro Macro Micro Macro

Multinomial Naive Bayes 49.03% 16.88% 77.87% 13.67% 60.18% 15.10%

Linear SVM 61.72% 69.72% 75.74% 56.73% 68.01% 62.56%
Maximum Entropy 63.49% 57.87% 72.62% 37.19% 37.19% 45.28%
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sklearn. Below the optimum parameters of the algorithms are
presented.

The following algorithm parameters were used for the
classification of documents from the test set with no account
for stop words:

MultinomialNB: alpha = 1.0, fit_prior = True;
LinearSVC: penalty = ’l2’, loss = ’squared_hingle’,

multi_class = ’ovr’, C = 1.0;
LogisticRegression: penalty = ’l2’, multi_class = ’ovr’, C =

1.0, solver = ’liblinear’;
Results are presented in tables IV, V.
The following algorithm parameters were used for the clas-

sification of the testing set with stop words in the dictionary:
MultinomialNB: alpha = 2.0, fit_prior = True;
LinearSVC: penalty = ’l1’, loss = ’hingle’, multi_class =

’crammer_singer’, C = 0.8;
LogisticRegression: penalty = ’l1’, multi_class = ’multino-

mial’, C = 0.8, solver = ’newton-cg’.
Corresponding results are presented in tables VI, VII.
Based on the results of computational experiments, the best

results were obtained without accounting for stop words in
the dictionary and when using LinearSVC with the following
parameters: penalty = ’l2’, loss = ’squared_hingle’, multi_class
= ’ovr’, C = 1.0.

Corresponding results for macro evaluation: precision=
70.06%; recall = 55.62%; F-measure = 62.01%. Results of
micro evaluation: precision = 64.91%; recall= 79.13%; F-
measure = 71.32%.

V. DISCUSSION

Relatively low classification quality rates are associated with
the fact, that documents for classification describe medical
studies, which were performed during patients treatment.
Some differences in documents from various classes are
related only to subtypes of medical treatments, that were
considered in the studies, and can describe patients suffering
from the same disease. The result that was recieved can be
compared with results from the research [10],where maximum
F-measure value of 80% has been achieved by using linear
SVM during the classification of abstracts on RCTs and on
non RCTs. In our case maximum value of macro F-measure =
62.01% and micro F-measure = 71.32% has been also retrieved
when using linear SVM, with multiclassification of abstracts
by subtypes of medical interventions.

VI. CONCLUSION

This article describes methods that allow to automate group-
ing MEDLINE abstracts by subtypes of medical interven-
tions. Computational experiments were carried out using the
following algorithms: Multinomial Naive Bayes, Multinomial
Logistic Regression, and Linear SVM from the sklearn library.
Linear SVM algorithm showed the best result of multinomial
classification.

For further research it is planned to perform the following
tasks:

• chose the set of nonlinear multinomial classifier algo-
rithms and examine 3534 MEDLINE abstracts using
these algorithms;

• classify the remaining 1996466 unmarked abstracts using
Linear SVM algorithm;

• extract facts from the marked abstracts about a specific
subtype of a medical intervention described in the study;

• group abstracts by subtypes of medical intervention using
a catalog of natural science subjects MESH5 and contents
of the <topics> field from the document structure (1).
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Abstract—The  paper  contributes  to  the  problem  solving  in

semantic  browsing  and  analysis  of  scientific  articles.   With

reference to presented visual interface, four – the most popular

methods  of  mapping  including  own  approach  -  MDS  with

spherical  topology,  have  been  compared.  For  a  comparison

quantitative measures were applied which allowed to select the

most appropriate mapping way with an accurate reflection of the

dynamics of data. For the quantitative analysis the authors used

machine  learning  and  pattern  recognition  algorithms  and

described:  clusterization  degree,  fractal  dimension  and

lacunarity.  Local  density  differences,  clusterization,

homogeneity,  and  gappiness  were  measured  to  show the  most

acceptable  layout  for  an  analysis,  perception  and  exploration

processes.  Visual  interface  for  analysis  how  computer  science

evolved  through  the  two last  decades  is  presented  on  website.

Results  of  both  quantitative  and  qualitative  analysis  have

revealed good convergence. 

I. INTRODUCTION

onlinear  growth of  scientific  writing imposes  a  new

forms of academic databases management. The latter

includes the both retrieval and analytical exploration. Ana-

lysts, science of science professionals, science policy makers

need various computing, statistical and visualization tools to

monitor how science or scientific domains evolved. 

N

Authors designed and described in a series of papers [1],

[2] the visual interface for analysis of dynamics of computer

science through the two last decades1. Screenshot of spheri-

cal application is shown on Figure 1. Users can interact, ma-

nipulate and browse the data and see how graphical pattern

change in time. The nodes represent scientific articles from

digital  library and the colour –  appropriate  thematic cate-

gory. Similarity metrics was based on semantic relations be-

tween documents [2]. In order to generate 3D layout, multi-

dimensional scaling (MDS) technique was applied and en-

riched by Morse potential [1]. 

Overlapping spots show where the categories mutually in-

tegrate that means an articles at that location are semantically

similar.  Visualization of classified  documents reveals  both

organization of digital library content as well as allows users

to track how it changes over time. This paper presents fur-

1http://www-users.mat.umk. pl/~garfi/vis2009v3/

ther study on visualization maps. Authors decided to test this

prototype regarding to  mapping algorithms. Four mapping

methods were compared in terms of dynamics and analytical

possibility of output visualization. The next chapter  shows

the outline of VxOrd, MDS, VOS, SOM as the most popular

methods.

II.MAPPING PREVIEW

How we, as analysts, perceive and understand the connec-

tions between data, depends on graphical layout. Thus, the

final structure of visualized knowledge can be drawn either

by spatial arrangement (2D or 3D) of analysis units or by the

relationship between nodes in graph or combination of these

two. 

One of the basic ordination algorithm - VxOrd extends a

traditional  force-directed  approach  [3].  VxOrd  determines

the both number and size of clusters automatically based on

the data. Popular software for data mapping and visualiza-

tion - Gephi2 uses this technique. Due to Gephi users can an-

alyse large networks consisting of even millions of nodes.

The  most  popular  technique  for  dimension  reduction  is

MDS,  which  involves  minimizing  the  difference  between

Euclidean  and  graph-theoretic  distances.  MDS  has  been

widely applied for constructing knowledge maps of authors,

articles, journals, and keywords [3]-[5]. The same satisfac-

tory representation of knowledge can be produced by use of

new mapping technique VOS introduced in series of works

by Van Eck and Waltman [6],[7].  The idea of  VOS is to

minimize a weighted sum of the squared distances between

all pairs of items. 

Dimension reduction can be also achieved in self orga-

nized maps – the kind of unsupervised neural network which

aimed to project high-dimensional data into a lower-dimen-

sional space [4]. The nodes (input vectors) form two dimen-

sional regular grid; node’s neighbourhood is defined to be all

connected nodes. During training process similar input vec-

tors  stimulate adjacent  neurons and therefore  output  SOM

map shows semantic relationships between data, where simi-

lar items are mapped close together. Comparing MDS and

VOS, 

2http://gephi.github.io/
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Fig.  1 Interface screenshot - the prototype

of application for semantic browsing

researchers concluded that maps constructed using VOS ap-

proach provide a more satisfactory representation of the un-

derlying dataset [8]. MDS-VOS tests revealed the first one is

distance preserving while the second - topology preserving

technique [9],[10].

III. METHODOLOGY

The complex structure of large graphs commonly is mea-

sured by modularity. According to Fortunato [11], modular-

ity can be defined as the function which evaluates the good-

ness of partitions of graph and is defined by ties between

vertices, vertices and hubs. Structure described by linked ob-

jects does not match with character of present data. Authors

analyse  the  visualization  of  classified  documents.  Primary

categories are taken from library classification. All relation-

ships between collected classes and documents were prede-

fined by specialists permanently working on computer sci-

ence taxonomy. Visualized articles are assumed to reveal se-

mantics while keeping their thematic similarity. These new

correlations (down-top) between data allow to rich indepen-

dence of the original organization of items (top-down). As

every rigid scheme, it is characterized by adequacy and dis-

jointedness of subclasses. Therefore, evaluation metrics can

be based on spatial configuration of visual layout instead of

links outline. To analyze the final nodes distribution, image

processing methods were applied. Then evaluation of graphi-

cal pattern should be carried out taking into account the ac-

curacy, topology (space filling and capacity) and perception

abilities of users. 

The authors present alternative approach: a sphere surface

has been selected as a target mapping space. There are some

arguments for a sphere surface: it “has no edges and there-

fore it is possible to represent not only local similarities but

also large-scale ones regarding the whole space. The benefit

of a curved surface in comparison to a plane one is a more

capacious exploration space”  [1,10].  3D visualization is  a

popular  but also challenging method in large dataset  map-

ping and modelling.

A. Assumptions

By implication, evaluation process will touch how to fit

interface to the requirements of analysts and domain experts.

The study is based on the following assumptions.

1. A given visualization layout might serve as a graph-

ical  interface for  the exploration and semantic re-

trieval of scientific articles. From this point of view

the most important is configuration on the bottom

level (documents) – then can be evaluated the spa-

tial distribution of nodes. 

2. Current  modifications  by  editors  of  the  original

classification  are  aiming at  its  improvement.  The

classification reflects the most of current changes in

computer  science.  Quickly  developing  categories

will  form dense  clusters  and  overlap  each  other.

These  tendencies  must be  visible  on visualization

maps generated for different time periods. 

3. In the construction of the ergonomic user interface,

such features as capacity, homogeneous distribution

and edgelessness must be taken into consideration. 

Short movie3 shows how three dimensional configuration al-

lows the user to analyze semantic distribution of articles and

its behavior in time.

B. Evaluation steps

On  Figure  2  we  can  see  the  elements  of  evaluation

process.  Continuity  characteristics  is  crucial  for  present

study.  For  this  purposes  clusterization  potential  was  vali-

dated by machine learning and image recognition algorithms.

Structural complexity can be evaluated by fractals analysis.

Quantitative measures are different for several maps and the

changes tendency are essential too. 

All dimension reduction methods determine the arrange-

ment of classes and subclasses nodes. Documents distribu-

tion was calculated by using geometrical rules in 2D or 3D

space [10]. Obtained pattern became the basic material for

comparison and further study. 

If we plan to involve users to scientific domain analysis,

visualization interface must be user-friendly and carry good

navigational features. Another usefulness of such application

is retrieval of semantically similar documents. Precision in

this case will be an appropriate measure of this visual search-

ing system. 

C. Research material

Visualization maps were obtained by using the same data

but distinct in terms of data configuration (like matrixes ver-

sus data pairs), mapping algorithms and space topology. The

series of every ten-year layouts show the changes of pattern

and thus the evolution of the ACM classification and com-

puter science knowledge (see Appendix). An insight into the

differences in graphical patterns could reveal the most and

the least complex structures due to human perception. The

system of human perception is able to recognize a natural tex

3www.wizulizacjainformacji.pl/unas/interface.avi
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Fig.  2 Decision map of visualization evaluation steps

ture appearing in nature as a result of evolutionary adapta-

tion.  The  human vision  allows determining  approximately

whether the perceived structure differs one from another in

terms of complexity[12].

For example, the first series of maps is characterized by a

relative even distribution while VxOrd by data grouping on

edges and bends. Furthermore, VxOrd and VOS distributions

are  highly limited to the output geometry [10].  The result

may be a non-effective space for navigation in those cases.

But human perception cannot be one of the main criteria for

comparison and estimation of visual layouts, although useful

in the final conclusions. Quantitative approach requires that

the  authors  analyze  local  density differences  and  quantify

clusterization, rarefaction, homogeneity and porosity. 

Output maps can be described by both density and colour

of nodes. If information about the main thematic category as-

signment is  excluded (i.e.  the colour),  the clusters  can be

identified by density only. Consequently, clusterization and

its changes can deliver information on how knowledge ad-

vances and how knowledge organization changes throughout

two decades, independently of the primary (original) classifi-

cation. 

IV. QUANTITATIVE ANALYSIS OF MAPS

A. Clusterization and its dynamics 

To identify clusters on given maps we used the most pop-

ular partition technique, based on distances between points

and/or points to centroids – k-means clustering [11]. Algo-

rithm aims to minimize the within-cluster sum of squares:

∑
i=1

k

∑
x j∈S i

‖x j−ci‖
2

(1)

where Si indicates the subset of points in the i-cluster, ci – the

centroid of cluster.

The disadvantage of this algorithm in our assignment is

the  requirement  to  know the  number  of  clusters.  To  find

optimal number of classes we modeled the data by a set of

Gaussian distributions [13]. 

The  number  of  components  can  be  estimated  by  the

Bayesian Information Criterion [14] (BIC),  which is based

on a penalization of the observed log-likelihood – the func-

tion of x,  θ. The preffered model is the one with the lowest

value of BIC which decides about the number of clusters.

Thus the 6 clusters are recognized for the MDS –sphere (au-

thors method) and SOM and 8 for both VxOrd and VOS.

These new clusters reorqanize initial data assignment to the

11 main initial categories, coded by colour. By k-means clus-

tering the centroids of clusters are found, demonstrated on

Figure 3 according to the the MDS –sphere map.

Dynamical characteristics of clustering are crucial for a fi-

nal evaluation of the presented approaches in terms of struc-

tural analysis. In any sequence of maps it is possible to find

the  one  with  a  highly  developed  clusterization  just  intu-

itively. 

To evaluate clustering and its dynamics, a misclassifica-

tion rate offered by the standard k nearest neighbour (k-NN)

rule was used as a criterion. That error rate was estimated by

the leave-one-out method [15],[16]. The k-NN rule assigns

the  classified  object  to  the  class  most heavily represented

from among its nearest objects in the training set (i.e. nearest

neighbours). The reference set, also called a training set, is a

set of objects with a known class membership and in a cer-

tain sense it defines the considered classes. The leave-one-

out method consists in the classification of each object from

the reference set by the decision rule obtained from the train-

ing set decreased by the currently classified object. The ratio

of the number of misclassified objects to a numerical force

of the reference set estimates the above mentioned error rate

used as the clustering quality criterion. 

The  low  error  rate  value  denotes  that  the  considered

classes (or  clusters) differentiate easily,  but high values of

the error rate mean that the classes overlap. The leave one

out method is very convenient in the case of classifiers based

on the k-NN rule since no training is required. This property

of  the k-NN classifiers  was intesively used  for  creating a

fuzzy  k-NN  rule  proposed  by  one  of  the  authors  of  the

present work [17] and for introducing the more sophisticated

pair-wise k-NN classifier [18].

Fig.  3 Data distribution with six clusters centroids

(along “horseshoe” shape).
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In every series of visualizations it is possible to point at

the map with the clearest clustering structure –  model map.

The other, as it can be assumed, develops towards clustering

pattern.  If  the  algorithm for  pattern  (points)  clustering  of

model map is trained, other ones can be tested by using the

nearest neighbour method. Which one serves as a training set

and which one as a testing set can be found first by evalua-

tion of  the standard  k-NN classifier.  The lower error  rate

means a better clustering structure (bold numbers in  Train-

ing part of Table 1). 

The  results  of  training  allow  selecting  an  apropriate

dataset (bold) for testing. During the testing phase (Testing

part) the clusterization quality can be tracked on the basis of

error rate changes. It is worth noting that comparison must

be made along rows, not columns, because of the use of dif-

ferent methods to generate patterns. 

The data in Table 1 show that the clusterization increases

in one case – the first row, which characterizes the authors’

approach.  It  proves  continuous  changes  of  CCS  towards

overlapping categories and reorganization needs.

B. Even distribution, FD and Lacunarity

The authors’ study of visualization maps relates to visual

interface: which method of mapping can deliver the best way

to explore a complex dataset of scientific articles? 

Restrained  homogenous distribution on a sphere surface

can be estimated by the volume of empty places. The more

holes in the pattern, the more heterogeneous it is. The appro-

priate parameter is Lacunarity - the degree of holes distribu-

tion having the lowest value for indeterminate structure. La-

cunarity is often used in medical  imaging for detection of

structural changes in bone texture on radiographs [19].

Visualization maps can be considered as flat textures asso-

ciated with the patterns of documents nodes distribution. La-

cunarity λ is defined as:

λϵ ,g=CV ϵ ,g
2 =(σμ )ϵ , g

2

(2)

where  σ is the standard deviation and  μ is the mean for

pixel per  box at this size  ε,  in a box at this orientation  g.

Lacunarity  pertains  to  both  gaps  and  heterogeneity.  To

simplify,  the  more  gappiness in  the  image  (i.e.  sparsely

occupied maps), the higher lacunarity. Some recent research

has shown that there is a correlation between lacunarity and

fractal dimension, FD [20],[21].

The FD is a complexity indicator with a non-integer value.

The fractal dimension could be characterized as a scale of

transition to homogeneity and is therefore very practical in

the dynamics study case. Because the maps were generated

by three different mapping algorithms they present distinct

homogeneity,  what is according to our assumption, one of

the criteria of the ergonomic visual interface.

The values of lacunarity and the FD for  every map are

shown in  Table  2.  The  highest  value  in  each  row  (bold

numbers in the first part of Table 2) indicates a map with the

large porosity (gappiness). Bold FD values in the second part

of the same table means the best formed structure (implicitly

clear clusterization). The first row data presents a continuous

growth  of  complexity  degree  with  simultaneously  dense

occupation  (high  FD and  lowest  lacunarity  values).  Other

(VOS,  SOM  and  VxOrd)  demonstrate  oscillations  are

difficult  to  interpret.  Consequently,  the  dynamics  of  each

index  across  time  for  every  method  was  evaluated.

Lacunarities  of  every  method  should  not  be  compared

because of different spanning geometry.

If  should  be  taken  into  consideration  that  the  fractal

dimension  for  random  (or  pseudo-random)  distribution

equals 2.77,  the more does the FD tend to this value,  the

pattern is more homogeneous [22]. And inversely,  the low

FD  (bold  numbers  in  Table  2)  means  the  distribution

resembles linear.  A stable structural change (in contrary of

step change) in time is proved by the authors’ method.

V. DISCUSSION

According to authors’ conception, in order to measure dy-

namics of graphical patterns we need to focus on how com-

plexity  evolves.  Therefore  clustering  resolution  has  been

tested by use of machine learning and pattern recognition al-

gorithms. 

TABLE I.EVALUATION OF CLUSTERIZATION BY K-NEAREST NEIGBOURS METHOD FOR EACH VISUALIZATION MAP BASED ON ERROR RATES.

Phase Training Testing

 1988 1998 2009 1988 1998 2009

Authors’ method 0.0140 0.0115 0.0074 0.8890 0.8300 -

VOS 0.0119 0.0078 0.0110 0.9011 - 0.8710

VxOrd 0.0084 0.0107 0.0045 0.8707 0.7898 -

SOM 0.0143 0.0121 0.0128 0.8480  0.8090
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The authors proposed the qualitative measures for evalua-

tion of structural changes of pattern: FD and lacunarity. 

In general, we can conclude: the larger complexity degree,

the lower randomness. On the other hand, the complex struc-

ture is also can be determined by the clustering level. The

current findings confirmed by presented measures (Table 1,

Table 2) show that clusters have become more explicit with

time at the maps generated by authors’ approach and at the

same time tend to uniform distribution (lowest lacunarity and

FD resembles the value of random distribution). The high la-

cunarity informs about dense network of holes among others,

due to overlapping pattern. Next acceptable technique in the

terms of changes continuity is SOM. Qualitative approach to

compare visualization maps [10] shows the similar results:

both MDS-sphere and SOM reveal consequence in dynamics

changes, moreover VOS and VxOrd – inappropriate topol-

ogy for data exploration [10, Appendix]

How  easy  users  can  play  with  data  and  analyze  their

change – show the ergonomic properties of visualization in-

terface. Homogeneous occupation of visual layout, edgeless,

continuity in changes should feature good visualization [23].

Several  papers  described  particularly this application from

the  end-users-analysts  point  of  view  [10],  [24].  Another

practical aspect pertain relevant documents retrieval due to

visual representation. This still remains the main direction of

current  study.  After  receiving  good  precision  for  a  small

sample,  authors  intend  to  repeat  experiment  with  bigger

dataset and all presented methods. 

Recent  research [20],[21]  show a strong correlation be-

tween the FD and lacunarity. To check this, it is required to

have a more representative dataset i.e. be multi-various. To

find  essential  changes  including  paradigms,  the  period  of

analysis must be extended to three or four decades, i.e. until

2017. There basic technological problem has appeared: the

ACM has changed the classification and applied it to the col-

lection of 2013. The success to supplement the dataset de-

pends on whether the ACM will standardize the old classifi-

cation schemes according the new version and adapt it to the

whole dataset. 

Undoubtedly,  a  sequential  series  of  three  maps  is  not

enough to estimate knowledge evolution dynamics. A more

multi-variety  dataset  to  track  all  changes  in  fast  growing

knowledge is needed, but truly objective circumstances con-

cerning data  gathering were appeared.  However,  proposed

measures can be considered if we need to select the best data

distribution in the terms of interface functionality.

VI. SUMMARY

Visual  interface  for  analyzing  how  computer  science

evolved through the two last decades is briefly presented in

current  paper.  This  application  includes  an interactive  3D

map of scientific articles organized by their semantic rela-

tionships. The authors proposed the conception how to quan-

titatively evaluate different visualization maps in respect of

possibilities  of  dynamics  analysis.  They  also  characterize

topological arrangement in the terms of navigation function-

ality.

Four  methods  of  mapping  including  own  approach  of

mapping  (MDS with  spherical  topology)  have  been  com-

pared. Quantitative measures allowed selecting the most ap-

propriate mapping way with an accurate reflection of the cur-

rent changes of computer science. In the quantitative analysis

authors  tracked  the  changes  of  pattern  clusterization  over

time.  Clusterization  degree  they  evaluate  using  machine

learning and pattern recognition algorithms (Table 1). They

adopted both lacunarity and the fractal dimension of visual-

ization patterns to find the scale of randomness in dynamics

(Table 2). Moreover the local density differences, clusteriza-

tion, rarefaction, homogeneity, and gappiness were measured

to show the most acceptable layout for analysis, perception

and  exploration  processes.  3D  MDS  maps  (authors’  ap-

proach)  and  SOM  have  shown the  better  properties  than

VOS and VxOrd. These results have proved the findings and

interpretations obtained from qualitative analysis [9]. Given

maps have revealed essential  changes in computer science

literature  during the  time of  the  development  of  the  CCS

classification compared. 

TABLE II. LACUNARITY AND FD FOR EACH VISUALIZATION MAP.

Method Lacunarity Fractal Dimension

 1988 1998 2009 1988 1998 2009

Authors’ method 0.0185 0.0155 0.0147 2.34 2.39 2.50

VOS 0.0035 0.0144 0.0067 2.23 2.15 2.40

VxOrd 0.0247 0.054 0.0421 2.18 2.15 2.23

SOM 0.3340 0.305 0.319 1.82 1.84  1.97
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Abstract—This paper describes the automatic summarization
system developed for the Polish language. The system implements
sentence-based extractive summarization technique, which con-
sists in determining most important sentences in document due to
their computed salience. A structure of the system is presented, as
well as the evaluation method and achieved results. The presented
attempt is intended to serve as the baseline for future solutions, as
it is the first summarization project evaluated against the Polish
Summaries Corpus, the standardized corpus of summaries for
the Polish language.

I. INTRODUCTION

AUTOMATIC text summarization is a very active research
field in recent years. Its purpose is to reduce a text

document, by extracting its most important parts in order
to create more condensed, but still human-readable form,
known as summary. The task consists in the creation of an
appropriate computer application and a framework for testing
and evaluation.

In this paper we focus on sentence-based extractive summa-
rization using machine learning. We implement well-known
techniques, improved and merged into a single summarizing
system. The system uses a list of features applied in previous
projects, supplemented by new ones, introduced by the paper’s
authors. Polish Summaries Corpus, a resource created by
Ogrodniczuk and Kopeć in [1] has been used as the dataset for
training machine learning algorithms. No one has ever used
this corpus to create a summarizing system before.

Moreover, an evaluation method has been developed. It
is based on the ROUGE summarization evaluation package
introduced at Document Understanding Conference (DUC) in
2004, by Chin-Yew Lin [2], who proved it to be a correct
measure for the task. We propose to use this evaluation method
in future automatic summarization solutions for the Polish
language for the sake of objective comparison. The present
solution could then serve as the baseline for new systems.

The paper is organized as follows: the rest of the current
section describes briefly the aim of the summarization task
and main methods in the field. Section 2 provides a review
of already existing summarization systems for the Polish lan-
guage. In section 3 Polish Summaries Corpus is described in
detail. Section 4 outlines our solution, it’s overall framework,
as well as the employed set of features. Section 5 introduces
the evaluation methodology and presents our experiments and

their results. Eventually, section 6 contains some conclusions
and the outline for future work.

A. Aim of summarization

Modern digital technologies, including World Wide Web,
result in information excess. Everyday brings vast amount
of new on-line information of various type. Processing this
continuously growing information databases is not possible
by a single human. Automatic summarization is an attempt
to confront information processing needs. It is based on the
assumption that a computer system can read all data quickly
and present its condensed from. Summarization is useful in
medicine, law or scientific areas, as well as in everyday life.

Formally, in the area of text summarization, “summary
can be defined as a text that is produced from one or more
texts, that contains a significant portion of information in the
original text(s), and that is no longer than half of the original
text(s)” [3].

B. Methods of summarization

Automatic text summarization may be classified according
to program’s input or output. As regards input, summarization
may concern one document or multiple documents (multi-
document summarization). Further, in case of multi-document
summarization, input data may be monolingual or multilin-
gual. As regards output, one may distinguish extracts and
abstracts. Mani (2001) claims that “an extract is a summary
consisting entirely of material copied from the input” (which in
fact can be paragraphs, sentences, phrases, terms or even single
nouns) and “abstract is a summary at least some of whose
material is not present in the input”. Extractive summaries
are obviously easier to obtain. Moreover, summaries may
be indicative or informative, which means they can indicate
source text’s topics and give a brief idea of what the original
text is about, or cover the topics in the source text, respec-
tively [3]. Finally, generic and user-focused (a.k.a. query-
driven) summaries may be distinguished. Generic summaries
try to cover all relevant information from the source text,
while user-focused ones respond to user’s information needs
expressed as topic or query [3].

Literature often considers automatic summarization a three-
stage process. Lloret (2006) names the following steps of the
process:
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• interpretation of the source text in order to obtain a text
representation,

• transformation of the text representation into a summary
representation,

• generation of the summary text from the summary rep-
resentation.

Methods of text summarization may differ as far as the
level of processing is concerned: surface, entity, or discourse
levels [4]. It is worth noting that there exist systems, which
adopt hybrid-approaches.

Surface-level approaches make use of shallow features to
analyze information included in a text document. Usually,
these features are combined together into a salience function
used to extract information. Examples of such features are:

• Thematic features — based on term frequency analysis
and statistically salient terms,

• Location features — based on position in text, paragraph
or section depth,

• Background features — based on presence of title or
headings terms, or a user’s query,

• Cue words and phrases — based on presence of special
‘bonus’ or ‘stigma’ terms.

Entity-level approaches are based on the internal represen-
tation of text. They model text entities and their relationships
across a document. Examples of such relationships between
entities are:

• Similarity — e.g. vocabulary overlap,
• Proximity — distance between text units,
• Co-occurrence — words occurring in common contexts,
• Thesaural relationship among words — e.g. synonymy,

hypernymy,
• Coreference — e.g. anaphora, cataphora, noun phrases,
• Logical relations — e.g. agreement, contradiction, entail-

ment, consistency,
• Syntactic relations — e.g. relations based on parse trees,
• Meaning representation-based relations — e.g. predicate-

argument relations.
Discourse-level approaches model the global structure of

text, and its relation to communicative goals. Examples of
such structures are:

• Format of the document,
• Threads or topics as they are revealed in the text,
• Rhetorical structure of the text.

II. REVIEW OF EXPERIMENTS ON SUMMARIZATION OF
POLISH TEXTS

This section covers experiments on automatic summariza-
tion for the Polish language, resulting in theoretical works, as
well as working implementations. All of them apply extractive
methods of summarization.

A. PolSum2 (S. Kulikow)

The first attempt on automatic text summarization for the
Polish language was made by Ciura et al. [5] and resulted
in the PolSum system, which then evolved into PolSum2.

The system is still available at http://las.aei.polsl.pl/PolSum/.
PolSum2 is an extractive system. It performs various kinds
of text analysis (morphological, syntactic, semantic) in order
to extract most important sentences from an input document.
The system also recognizes anaphora, which results in better
coherence between selected sentences.

PolSum2 performs in three stages of summarizing[5]. The
first stage, called ‘Calling remote analyzer’ is intended to call
the remote server, which performs text analysis. The Linguistic
Analysis Server (LAS) is used for this purpose. This tool,
created by the same authors, performs linguistic analysis on
the levels of: morphological, syntactic and semantic analysis.
The syntactic analysis builds a parse tree on the basis of
Syntactic Group Grammar for Polish (SGGP) [6]. The system
also performs the analysis of anaphoric relations. The seconds
stage of summarization process is ‘Selecting the essential
sentences’. There is no concrete information on the criteria for
sentence weighting. The last stage is called ‘linearization’. It is
designed to create coherent output. Proper forms of words are
generated and placed in proper places in sentence. The system
also performs homonyms reduction and anaphora substitution
for better result reading.

The papers that describe the system do not provide any
information about evaluation results.

B. Lakon (A. Dudczak)

Adam Dudczak’s Lakon is another automatic text summa-
rization system created for the Polish language [7]. It is avail-
able on-line at http://www.cs.put.poznan.pl/dweiss/research/
lakon/. The system was developed as a result of author’s
Master Thesis, whose one of main goals was to compare
effectiveness of some popular extractive methods for the Polish
language. Three methods were developed. They were based on
the following heuristics:

• tf × idf and Bm25 Okapi — assumes that words occur-
rence frequency determines sentence’s salience

• sentence’s position in text — assumes that most important
sentences are often at the beginning of paragraphs,

• lexical chain — assumes that relations across sentences
determine their salience.

The system was evaluated on the corpus created from
10 manually summarized newspaper articles. 60 volunteers
manually created totally 285 summaries of these articles.
Evaluation results indicated that the most effective features
were words occurrence frequency and sentence’s position. The
lexical chains method was proved to be worse than the others.

C. Summarizer (J. Świetlicka)

Świetlicka’s Summarizer [8] is the latest tool created for
Polish. It is available on-line at http://clip.ipipan.waw.pl/
Summarizer. This solution is the most similar to the one
proposed here. It uses various machine learning methods for
training an extractive summarizer based on a set of sentence’s
features. These features include:

• LLR — Log Likelihood Ratio,
• tf × idf ,
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• Sentence’s centrality,
• Occurrence of characteristics phrases — bonus and

stigma words, popularity of one or two first words of
a sentence,

• Similarity to the title — indicating occurrence of words
from the title in a sentence,

• Number of words starting with uppercase — indicating
Named Entities,

• Number of tokens that are not proper words — i.e.
punctuation or numbers,

• Localization — position of the sentence in paragraphs
and position of the sentence in the whole text,

• Length of sentence,
• Length of paragraph,
• Length of text,
• Type of sentence — based on the last token: declarative,

interrogative, imperative.
A number of tests were performed on different subsets of

these features. The author used about 13 different machine
learning algorithms in order to compare their effectiveness.
The corpus was created by the author on his own and con-
tains 102 newspaper articles for training and 67 articles for
evaluation.

Świetlicka’s Summarizer also performs simple summary
linearization. It consists of three steps. At first, sentences
are sorted in the order of their appearance in the document.
Secondly, fragments in parentheses are removed in order
to make sentences shorter. Lastly, some special words are
removed from the beginnings of sentences, such as: therefore,
moreover or however.

The discussed work contained the following conclusions:
• localization-based features, particularly sentence position

in the paragraph and the whole document, tend to be the
most important ones,

• sentence centrality feature is also very effective,
• cue words feature are not so effective,
• machine learning algorithms tend to be an effective

solution for automatic summarization. Using a set of
features result in better quality than using each separate
feature.

III. POLISH SUMMARIES CORPUS

Polish Summaries Corpus is a resource created by Ogrod-
niczuk and Kopeć in 2014 [1]. Its aim is to provide a high qual-
ity corpus containing manual summarization examples. The
corpus forms a significant facilitation for further researchers,
who can build their own summarization tools based on this
corpus, as well as evaluate them. Ogrodniczuk and Kopeć
notice that previous works on automatic summarization in
the Polish language lacked a common corpus and a common
evaluation method, therefore their results are not comparable.
Rzeczpospolita corpus — a collection of articles from the Web
archive of a Polish newspaper [9] was used as the base corpus
for Polish Summaries Corpus.

Polish Summaries Corpus contains 569 text documents
divided into 7 categories: Society and Politics, Sport, Econ-

omy, Culture news, Law, National news and Science and
Technology. All these texts have been manually summarized
by independent annotators. All 569 documents have the extrac-
tive summaries and 154 have also the abstractive summaries.
For each document in the corpus 5 independent proposi-
tions of summarization have been created. Each proposition
of summarization contains 3 summaries of a given text of
the approximate length of 5%, 10%, 15% of the original,
respectively. The summaries are included in one another: 10%
summary contains only fragments from previously selected
20% summary and so on. Therefore, the corpus size is 8355
summaries.

IV. THE PROPOSED SOLUTION

The solution presented here implements sentence-based
extractive summarization. It consists of two main components:
linguistic analysis and summarization application. The latter
component selects essential sentences and generates the re-
sult summary. The summarization component appplies neural
networks as a machine learning algorithm. The Open Source
implementation — PyBrain[10] was used.

A. Methodology

The linguistic analysis component performs various kinds
of text analysis. The input document is divided into para-
graphs, sentences and tokens. Subsequently, lemmatization is
performed, parts of speech, named entities and headers are
determined. Finally, the internal document model is created
and transferred to the summarization component.

The summarization component works as a three-stage pro-
cess. The first stage computes feature values for each sentence
in the document. The second stage is sentence weighting
based on the previously trained machine learning model and
computed features. In the third stage, the summary is prepared
according to the obtained sentences weights. This stage in-
cludes the sorting of result sentences, according to their order
in the original document.

B. Description of features

This section describes each feature used in the system.
Selection of the features was based on literature [3], [4], [11],
[7], [8] as well as a few new ideas. The complete list of used
features includes:

• TfIdf — sum of term frequency – inverse document
frequency value for every word in sentence,

• Centrality — arithmetic average of sentences similarity to
every other sentence in the document. Cosine similarity
is used as a similarity measure between two sentences,

• SentLocPara — position of a sentence in the paragraph:
in the first, second or third of equal parts,

• ParaLocSection — position of the paragraph in the doc-
ument: in the first, second or third of equal parts,

• SentSpecialSection — occurrence in a special section like
the beginning (introduction) or ending (conclusion) of
document,
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ROUGE-N =

∑

S∈{ReferenceSummaries}

∑

gramn∈S

Countmatch(gramn)

∑

S∈{ReferenceSummaries}

∑

gramn∈S

Count(gramn)
(1)

• SentInHighestTitle — number of words from heading or
title in the sentence,

• ParaLength — paragraph length: short (up to 1 sentence),
average (2–5 sentences) or long (more than 5 sentences),

• SentLength — sentence length: short (up to 7 words),
average (7–14 words) or long (more than 14 words),

• SentType — type of the sentences, based on its last
punctuation mark: declarative, interrogative or imperative.

• MetaInfo — sentences not referring to the document
content, i.e.: an information about document’s author or
photo signatures,

• AvWordLength — the average of words lengths in sen-
tences,

• Verb — existence of the final verb,
• Nouns — number of nouns in sentence,
• Pronouns — number of pronouns in sentence,
• SentInHighestPname — number of Named Entities in the

sentence as found by a naive method, recognizing Named
Entity as a word starting with capital letter,

• NER — number of Named Entities in the sentence as
found by NERf Named Entities Recognition tool [12],

• NERTf — sum of every Named Entity frequency in the
whole document, occurring in given sentence,

• PersNameNE — number of recognized NE of the "per-
son" type,

• OrgNameNE — number of recognized NE of the "orga-
nization" type,

• PlaceNameNE — number of recognized NE of the
"place" type,

• DateNE — number of recognized NE of the "date" type,
• GeogNameNE — number of recognized NE of the "ge-

ography" type,
• TimeNE — number of recognized NE of the "time" type.
The features applied by authors of this paper, which

were not mentioned in the referred works, are: MetaInfo,
AvWordLength, Verb, Nouns, Pronouns, NER, NERTf, Per-
sNameNE, OrgNameNE, PlaceNameNE, DateNE, Geog-
NameNE and TimeNE.

V. EVALUATION

A. Evaluation method ROUGE (DUC conference)

ROUGE stands for Recall-Oriented Understudy for Gisting
Evaluation [2]. It was introduced by Chin-Yew Lin at Doc-
ument Understanding Conference (DUC) in 2004 and since
then it has became the standard method for the evaluation
of automatic summarization systems. It provides a set of
measures to automatically determine the quality of summary
in comparison to ideal summaries created by humans. The
measures are based on overlapping units such as n-grams,

word sequences and word pairs. ROUGE has been proved
to be highly correlated with human judgements. This section
describes ROUGE-N methods, which were proved to work
well in single document summarization tasks.

ROUGE-N is an n-gram recall between a candidate sum-
mary and a set of reference summaries [2].

It is computed using the (1) formula, where n stands for
the length of the n-gram, gramn, and Countmatch(gramn) is
the maximum number of n-grams co-occurring in a candidate
summary and a set of reference summaries. It is worth noting
that the denominator of (1) increases if more than one refer-
ence documents are used. Moreover, larger weight is assigned
to matching n-grams occurring in multiple references, so if
words are shared by more references, ROUGE-N favors them.

B. Experiments and Results

A number of experiments were performed. Different subsets
of features were used in order to achieve the best results in
summarization. Every learned model for each features susbset
was evaluated with ROUGE-1, ROUGE-2 and ROUGE-3
methods. Random summarization was used as a baseline.
Features were divided into subsets, as follows:

• Sub1 ∈ {TfIdf, ParaLength, Centrality, SentType,
SentSpecialSection, SentInHighestT itle,
SentLength, SentLocPara, ParaLocSection}

• Sub2 ∈ Sub1 ∪ {Pronouns,MetaInfo, V erb,Nouns,
AvWordLength}

• Ner1 ∈ {SentInHighestPname}
• Ner2 ∈ {NER,NERTf}
• Ner3 ∈ {OrgNameNe,GeogNameNe,DateNe,

P laceNameNe, PersNameNe, T imeNe}
Evaluation results are placed in Table I. It is clear that

almost every subset of features used in experiments gave
nearly the same results, which were about 15% better than the
baseline, according to the F-1 score. No feature subset per-
formed clearly better than the others. New features, included
in Sub2 raised the score slightly, just as dividing the Named
Entities information into categories did (Ner3). In fact, using
the NER tool, instead of naive methods tends to give slightly
better results in summarization. Summing up, the best results
in ROUGE-1, ROUGE-2 and ROUGE-3 were achieved using
the largest subset of features. The experiments have shown
that developing new features may be quite useful, but there is
no single feature that separately raises the score significantly.

VI. CONCLUSION AND FUTURE WORK

In this article, we have presented the document summarizing
approach for the Polish language. It is based on sentence
extraction and applies neural networks as a machine learning
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TABLE I
EXPERIMENTS’ RESULTS.

ROUGE-1 ROUGE-2 ROUGE-3
Recall Precision F-1 Recall Precision F-1 Recall Precision F-1

RANDOM 0.29 0.34 0.30 0.14 0.17 0.15 0.13 0.15 0.13

Sub1 0.45 0.45 0.44 0.34 0.33 0.33 0.33 0.32 0.32

Sub2 0.47 0.45 0.45 0.35 0.33 0.33 0.35 0.32 0.33

Sub1 ∪Ner1 0.44 0.42 0.43 0.32 0.29 0.30 0.31 0.28 0.29

Sub1 ∪Ner2 0.49 0.43 0.45 0.37 0.31 0.34 0.37 0.31 0.33

Sub1 ∪Ner3 0.49 0.42 0.45 0.37 0.30 0.33 0.36 0.29 0.32

Sub2 ∪Ner1 0.48 0.42 0.46 0.37 0.32 0.34 0.36 0.31 0.33

Sub2 ∪Ner2 0.47 0.42 0.44 0.35 0.3 0.32 0.34 0.29 0.31

Sub2 ∪Ner3 0.51 0.43 0.46 0.39 0.32 0.35 0.39 0.31 0.34

algorithm. This approach seems to be promising in achieving
acceptable summarizing method for the Polish language, how-
ever there are some difficulties in choosing the proper features
set and tuning machine learning algorithm. We conclude that
there is still much work to do in the field. We hope that our
approach will serve as a inspiration, as well as a baseline for
the future research at the task of automatic summarization for
Polish.
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Abstract—This paper focuses on a generalized approach to
providing user interface to a web-based expert system (WBES).
We examine MVC and MVP design patterns used traditionally to
construct a web application user interface. In order to leverage
the strength of the MVC/MVP design patterns we propose a
special ontology representing a user communication domain. We
describe a self-service networked infrastructure for automatic
deployment of command line interface (CLI) applications. We
demonstrate how to apply the proposed ontology for the design
of a WBES aimed at supporting client software re-execution in
clouds. In particular, we address the problems existing in the
area of software development for music information retrieval
algorithms implementation.

I. INTRODUCTION

Pervasive nature of modern software is a popular subject
of the present-day technology discourse, whether the ques-
tion concerns computer-assisted education, interface design,
usability or elementary forms of programming, which are
one of necessary elements of modern information literacy.
In particular, service-oriented software and cloud technology
significantly transformed the way we use computing and
storage capabilities.

There is a constant interest to organizing processes of
research software distribution in order to make computational
and data resources available for other users. For example,
in the domain of information retrieval (IR) many developed
approaches are semantic relatedness centered. The focus of
such works is on developing algorithms for better semantic
relatedness evaluation, semantic classification or clusteriza-
tion. An obvious way to evaluate an IR algorithm is to use
various test collections, while an algorithm itself might be
implemented in the form of a computer program. However,
those programs often remain unpublished. In some IR do-
mains, particularly, in music information retrieval (MIR), even
if a software implementation is reusable, test collections might
not be available for a third party researcher either for the
reason of their big size or due to the copyright restrictions.
That’s one of the reasons explaining difficulties of comparing
or reproducing results achieved by other researchers. From the
study [1] we know some statistics of what MIR researchers are

as software developers. The figures are rather discouraging:
82% of researchers did develop software, but only 39% of
those took steps to achieve better reproducibility. It is no
wonder that only 35% of those developers published any
code, whereas 51% said their code had never left their own
computer. Often the only way to follow is to believe in the
results reported in papers without any possibility to be sure
that the reported results came from a research method, and
not from bugs in the software. Thus, researchers often re-
implement algorithms based on the published descriptions;
such re-implementations are not often executed in the same
context as it was for the original software.

In [2] the best practices are examined, which are aimed
to improve research reproducibility. Among them there are
such ones as using collaborative platforms (like Github) and
resource sharing mechanisms in order to lower the barrier
to reproduce the third party work. In [3] a platform for re-
executing software in the same context is described. That
solution is based on capturing files and environments required
for an experiment, and building an archive with subsequent
software re-execution on a third party machine.

In [4] the authors took the significant step toward research
reusability and reproducibility in the domain of machine
learning. They developed and maintain a networked system
(OpenML) for sharing and organizing data sets and algorithms
solving the typical machine learning tasks. In our work we
pay attention to two broader aspects of the reproducibility
problem. Firstly, it might not be permitted to distribute the
source code, the binary files or the datasets due to the legal
issues. Secondly, due to manifold existing supporting tools
(such as version control systems, build systems or runtime
environments) it is not easy to configure a local environment
in a way to be capable to run a third party software not limited
by the specific data and task types.

A possible solution addressing both mentioned issues is to
distribute both software and datasets as services accessible via
a standard client (e.g. a web browser). In such a case nei-
ther data copying, nor environment configuration is required.
However, distributing algorithms and datasets as services is far
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from being a trivial problem. There is a certain similarity with
Milne and Witten’s consideration on data mining. Researchers
who want to use Wikipedia as a knowledge source have
two major options: either to base their work on secondary
structures, or to build their own algorithms from scratch [5].
There are difficulties to share the algorithms due to lack of
supporting platforms. We think that the similar situation exists
in the domain of MIR.

Clouds can serve as a platform to share algorithms as
services. One significant problem is a relatively high barrier
to entry for non-experts. In our earlier work we described
sources, advantages and problems of deploying research soft-
ware in clouds and proposed an architecture of a provisioning
service for automatic CLI applications deployment in comput-
ing clouds [6]. The proposed solution targets problems of build
and run error discovery and handling, with special emphasis
on errors conditioned by possible misconfiguration of a virtual
platform where client software modules have to be executed.

The remaining text is organized as follows. In section II-A
we discuss the process of CLI software deployment and pro-
vide a brief survey of existing approaches in order to explain
their limitations and constraints (conditioning difficulties of
provisioning applications as services). For the reason that we
consider using expert systems as one of possible ways to
overcome such difficulties, in section II-B we pay attention
to a web based expert system (WBES) user interfaces. In
section II-C we analyze a state-of-the art example of a web
based expert system and evaluate its architecture with reuse
and change scenarios. We discover that the modification of a
model requires changes in all the model-view-presenter (MVP)
architecture components, which, in a sense, goes against the
motivation to use MVC/MVP pattern in design. In section III
we examine two approaches to define a model interface: a
domain aware approach and a domain agnostic approach.
In order to better separate a presenter from a model, we
propose to complement a subject domain ontology with a
user communication ontology. For the problem of provision-
ing software in clouds, we define an ontology of software
provisioning partially described in section III-A as well as a
user communication ontology (section III-B). In section IV
we describe a software provisioning self-service networked
infrastructure, its architecture and its major components. In
section V we demonstrate how the proposed approach helps
in developing a web-based expert system for CLI applications
deployment in computing clouds. We list some experiments we
arranged in order to evaluate the knowledge based approach
of using introduced networked infrastructure for provisioning
a series of projects developed in the domain of MIR. We
compare the knowledge based approach with the other existing
implementations (section V-A) and describe a scenario based
architecture evaluation process (section V-B).

II. RELATED WORK

In order to position our work within the framework of the
service distribution domain we have to examine three major
issues. First, we attempt to have a look at existing systems

for deploying CLI applications in clouds with respect to the
user expertise necessary to use such systems properly. Second,
we analyze existing works on expert system user interface
development with special attention paid to WBESs. Third, we
analyze an emerging problem of providing a web-based user
interface of an expert system to end users: specifically, how
to apply MVC or MVP design patterns (widely used in web
application architectures) for a WBES.

A. Deploying a CLI Application in a Cloud

Research software (especially in the MIR domain) is often
developed as desktop applications which primarily were not
intended to be executed in networked or distributed envi-
ronments. This aspect causes difficulties of their deployment
in clouds without significant changes in software code. For
example, an OpenShift PaaS1 provides two ways to deploy an
application in a cloud. The first way is to develop a custom
cartridge, while the second one is to develop a module for
an existing cartridge (e.g. JavaEE cartridge, Python cartridge,
Ruby-on-Rails cartridge, etc.). Unfortunately, both approaches
seem to be unsuitable for deploying CLI applications having
no any networking capabilities. In order to support networking
features without modification of an existing application, a
proxy component is required [7]. The reality is that a deployer
must be provided with the exact configuration describing a
runtime environment. If the configuration is not valid (for
example, an incorrect Python version is selected) users get
unrecoverable deployment errors. In order to recover deploy-
ment errors automatically we could use such approaches as
AutoBash [8].

In our earlier work we described how to extend the Au-
toBash approach by applying knowledge engineering for-
malisms [9]. We designed a proxy architecture which, in turn,
is an enhanced MEDEA2 proxy where a knowledge base is
leveraged to control deployment and execution processes. In
fact, the system described in the following sections of this
paper can be considered as a web based expert system helping
users to deploy a CLI application both in a cloud and within
a desktop environment. Thus, the idea is to make deployment
and invocation process as easy as uploading applications and
datasets via web forms. Specifically, in the MIR domain the
main algorithm experimentation scenarios are the following:

• A researcher wishes to test his/her algorithm by using
one of the standard test collections, which might not be
publicly available;

• A researcher wishes to compare the algorithm to other
algorithms by using the same corpus;

• A researcher wishes to test a third party algorithm by
using his/her own test corpus;

• A researcher wishes to test the corpus by running third
party algorithms.

In the above mentioned work [9] we analyzed two popular
software platforms facilitating the above mentioned scenarios:

1http://openshift.redhat.com
2MEDEA – Message, Enqueue, Dequeue, Execute, Access
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one used in MIR, while the second used as a software
deployment infrastructure.

NEMA3 [10] provides access to the MIR software and data
sets through the Internet. The environment was developed in
2008–2010, just about the period when the very first cloud
service commercial implementations appeared. In fact, the
NEMA provides a platform as a service (PaaS) and allows
provisioning client software as a service (SaaS). The NEMA
uses a set of preconfigured virtual machine images; each
image provides a platform (e.g. Python, Java, etc.), which is
completely configured to be used by the NEMA flow service.
Storing a large set of custom images is expensive, moreover,
any image modification has to be done manually; that’s why
using NEMA in public clouds is not easy.

The MEDEA4 [7] infrastructure enables the deployment of
an arbitrary CLI application on an arbitrary cloud platform.
The MEDEA uses standard virtual machine images provided
by a cloud and uploads a special wrapper (a task worker, in
MEDEA terms) to the running virtual machine. The wrapper
initializes the respective execution environment (Python or
Java, for example) and then executes a client application.
If we consider MEDEA as a self-service platform (within
the context of MIR), there are two issues to be observed.
Firstly, MIR applications often have dependencies on third
party components and libraries, therefore, a wrapper might
not initialize the environment properly. Sometimes researchers
are unable to upload these libraries due to certain license
restrictions; sometimes they don’t know how to create an
application package containing all the required dependencies.
Secondly, there are MIR test collections which are not publicly
available, so the code executed against those collections shall
be considered to be “unsafe”, and shall be executed in man-
aged way in order to avoid dataset leaking. Let us mention
that within the framework of the proposed architecture we
address both issues by introducing a deployment manager
that includes a wrapper component as it is described in the
following sections.

The special case is MIREX5, which is not a platform but
an organization providing a service for testing algorithms
delivered by its creators. In addition to the published test
collections, some “secret” test collections are also used, and
the evaluation process is arranged in the form of an annual
contest. Thus, researchers have to wait for the results till the
next competition, hence, this is not a way for everyday use.

B. Expert System User Interfaces

As mentioned in [11], “Expert systems is a branch of
Artificial Intelligence that makes extensive use of specialized
knowledge to solve problems at the level of a human expert.”
As a result of Internet evolution and telecommunication tools
development a new type of expert systems appeared: Web

3NEMA – Networked Environment for Music Analysis: www.music-ir.org/
?q-nema/overview

4MEDEA – Message, Enqueue, Dequeue, Execute, Access
5MIREX – Music Information Retrieval Evaluation eXchange: http://www.

music-ir.org/mirex/

Based Expert Systems (WBES)[12]. In our work we pay
attention to one important aspect of WBES design, i.e. user
communication with WBES.

The focus of the majority of current works on expert system
user interfaces is on the functional requirements (e.g. on
capabilities the UI does provide and the reasons for them).
Examples of such requirements are listed in [11]. We also
found research works focused on a particular expert system
development containing some screenshots of an expert system
user interface and a discussion on the system architecture
(see [13] for instance). Fewer works are focused on WBES de-
velopment process [14]. We only found few works discussing
a level of workload separation between a server and a client of
an expert system [15]. The same is true for architectural issues
of providing a user interface for a generic expert system [16],
[17].

In [18] the authors realized that existing approaches to
evaluate an expert system are connected mostly with the
rules evaluation, paying less attention to user interaction
issues. Some researchers complain about “a lack of a general
methodology for developing web-based expert systems” [12]
and notice that “web sites that enclose an expert system have
been developing ad hoc and their developers do not follow
any systematic method or process” [19].

C. A Case Study: Web Based Expert Systems and Design
Patterns

In order to better understand WBES user communication
issues, we studied one of the rare state-of-the-art examples of
the WBES where there is a discussion on WBES architecture
and WBES-related design patterns.

For an end user, a WBES is presented as a web application.
As we can see from many works (see [20], [21] for example)
a common way to implement web applications is to use a
model-view-controller (MVC) pattern [22] or its generalization
known as a model-view-presenter (MVP) pattern [23]. How-
ever, using MVP might present a problem if we evaluate an
architecture by using any scenario-based method (for example,
SAAM [24]).

Let us think, for instance, of an MVC-based solution for
an automatic price negotiation proposed in [25]. The authors
suggest we use a production knowledge base with an inference
engine as a Model, while the generated HTML pages are Views
and a mediator component is a Controller (see Figure 1).
As it is well known, if we follow an MVC pattern we
expect to have such an advantage that each of the three
structural components (e.g. a Model, a View and a Controller)
can be modified independently. It allows to improve such
software quality properties as reusability, modifiability and
reduce a ripple effect appearing if one of the components
changes significantly [23]. Let’s evaluate this statement with
the following scenarios:

1) Reusability: we can change an expert system domain
from price negotiation to CLI application execution. If
we consider this rather substantial change, we have to
modify the Model (despite keeping the inference engine,
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Fig. 1. The MVC design pattern and the price negotiation system class diagram [25]

we still have to change the knowledge base), the View
(in order to be compatible with another ontology serving
us as a dictionary of concepts used for production rules)
as well as the Controller (since the model interface has
to be updated in order to be compatible with that new
ontology).

2) Changeability: during the evolution the price negotia-
tion domain description changes significantly: temporal
aspects are added to the price negotiation rules similar to
“if a seller decreased the price on a small value followed
by decreasing the price on a medium value then ...”. If
we consider this change, we have to modify the View (in
order to make it compatible with another set of concepts)
as well as the Model and the Controller (for the similar
reasons as those in the reusability scenario description).

Thus, the above scenarios require changes in all the three
MVC major components.

Applying methods of formal architecture evaluation allows
to evaluate component relations and discover whether a system
follows a loosely coupled design strategy [26]. Let us note that
using component interfaces doesn’t guarantee system loose
coupling since a scenario might affect changes in an interface,
which, in turn, leads to the changes in all the components
depending on this interface.

Both of the above mentioned scenarios require an ontology
to be changed (e.g. the dictionaries used in production rules).
This is a key factor since other two components (e.g. the View
and the Presenter/Controller) directly depend on the domain
ontology.

We think that the problem is that an interface is strongly
connected to the subject domain. If we succeed to remove
the subject domain related information from the interface, we
are able to construct a user friendly GUI without having to
redesign an expert system architecture in order to fit every
change in the expert system subject domain.

Following [23], there are two major problems to be resolved
while developing a GUI application:

• UI: How does the user interact with my data?

• Data Management: How do I manage my data?
Each problem falls into three more concrete questions

(see Figure 2). In our work we only address the following
questions: What is my data? (see Section III-A), How do
I change my data? (see Section IV-C1), and partially the
question How do I display my data? (see Section IV-C2). In
MVC terms the questions are: What is the interface of my
model for the view? and What is the interface of my model for
the controller?.

III. INTRODUCING THE MODEL

After the analysis of a series of existing expert system im-
plementations, we realized that there are two basic approaches
to define a Model interface:

1) Expert system domain aware model interface: There
are interface methods directly connected to the subject
domain as it is implemented in work [25] (e.g. setPrice-
High in the example of automated price negotiation on
the web). Figure 5 (1) illustrates this issue.

2) Domain agnostic model interface: A user interface
communicates directly with the inference engine inter-
face as it is implemented in works [27], [28]. It means
that there are methods like assertFact(fact: Fact) (see
Figure 5 (2)).

If we follow the first approach, we have to change the Model
interface in order to respond to subject domain changes. If
we rely on the second one, we are able to keep the Model–
presenter interaction interface, but changes in the subject
domain still require changes both in the Model (the knowledge
base rules) and in the Presenter (since the latter should be
able to assert new facts to the knowledge base). Thus, both
approaches are not aimed at using the MVP pattern in the best
way.

In order to separate the Presenter and the Model we propose
to complement an expert system subject domain ontology
(e.g. automatic price negotiation or CLI application deploy-
ment) with a user communication subject domain ontology
(UserComm, see Figure 5 (3)). As far as a problem of user
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Fig. 2. The MVP design pattern [23]

communication can be described with no connection to the
subject domain problems, a user communication model can
be developed once and then reused oftentimes as long as its
interface is well designed and doesn’t change. Therefore, as
a Model, we propose to use a knowledge base (with rules
description and its working memory), but an interface of the
model for other components includes only the concepts from
the UserComm domain.

A. Introducing a Request-Activity and Related Facts Core
Ontology

In order to formalize both software provisioning and execu-
tion error description, as well as the relationships between an
error and an error resolution procedure, knowledge engineer-
ing formalisms are required. In [29] and [9] we proposed and
argued for a Software Provisioning Ontology that describes
processes of software code building and execution with much
attention paid to represent build and execution errors as well
as the actions required to fix the recognized errors. In the
earlier mentioned works we also demonstrated how ontologies
of specific tasks can be defined by extending the core ontology
base entities.

Hereinafter we only introduce basic entities of the above
mentioned software provisioning ontology aimed at describing
and resolving the problems of CLI software provisioning
to a virtual platform. Let us mention again that we focus
on deployment problems in relation to the special software
class – research software implementing the MIR algorithms.
The authors of such programs are usually able to implement
an algorithm in the form of CLI-based console application,
which transforms the input data to the output according to
the data formats required by a certain algorithm evaluation
system. However, it is common that a developer might not be
experienced enough to resolve runtime environment failures or
to guarantee that virtual platform requirements are satisfied.

The major concepts of this ontology are Activities and
activity Requests (see Figure 3). An Activity is a sequence of
Actions aimed at achieving an activity goal, while a Request
can be considered as a new goal setting. An activity might
aggregate requests (being subrequests, in a sense), while a
request might consist of activities: if an activity fails, an error
has to be identified and fixed, then the activity for the same

request has to be restarted. If the activity failure can not be
fixed, the request is considered failed.

In order to describe activity results, we introduce a concept
of an Activity status, which is twofold: there may be an Activity
runtime status and an Activity completion status. The Activity
runtime status instances are an Activity being executed and an
Activity suspended. The Activity completion status instances
are an Activity succeeded and an Activity failed. We assume
that an activity is completed successfully if the activity goal is
reached (for example, for the activity Unpacking the artifact
has been successfully unpacked). Otherwise the activity is
failed (for example, some file artifact has not been unpacked
for the reason that the required archiving utility has not been
found in the system).

The Request features a necessary and appropriate condition
that there starts an activity of a particular type. Similar to an
activity concept, a Request might also have its status, which is
also twofold: there are a Request runtime status and a Request
completion status. The Request runtime status instances are a
Request being executed and a Request suspended, while the
Request completion status instances are a Request succeeded
and a Request failed. If at least one activity for the request
is completed successfully, the request is considered to be
completed successfully too. By contrast, if all the activities
associated with the given request failed, the request is consid-
ered to be failed.

Subject domain ontologies are rarely used in expert systems
directly: they are usually too common to describe the subject
domain-related specific tasks. However, we are able to define
an ontology of specific tasks by extending the base entities of
the core ontology, and in so doing to follow an extendibility
principle of the ontology design: “an ontology should be
designed so as to allow to use shared vocabularies and to
support monotonic ontology extension or/and specialization
(i.e. new terms might be introduced without revising existing
definitions)” [30].

Let us note that in the earlier mentioned work [9] we also
demonstrated how to construct the knowledge base production
rules in order to manage processes of client application build-
ing and execution with detecting respective errors while using
some building tool (e.g. maven) as a kind of specific building
system.
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Fig. 3. Activities and requests are main ontology concepts

B. User Communication Ontology
The user communication ontology (that we refer to as

UserComm) is based on Request-RequestStatus and Related-
Facts concepts of the core ontology mentioned in the previous
section.

The UserComm ontology provides the following concepts
(see Figure 4) which represent users’ requests:

• A user request extends a Request concept and represents
a request generated by a user. Associated request related
facts provide more details on the user request

• An ordered argument extends a request related fact and
represents a part of the user request in the form of an
integer-value, where a value is an arbitrary string.

• A key-value argument extends a request related fact
concept and represents a part of the user request in the
form of key-value where key and value are strings.

• A key-(multivalue argument) extends a request related
fact concept and represents a part of the user request in
the form of key-(array of values), where key and each
value are strings.

• A named artifact extends a request related fact concept
and represents a part of the user request in the form of a
name-(binary file), where name is a string

• An unnamed artifact extends a request related fact
concept and represents a part of the user request in the
form of binary file. At most one unnamed artifact may
be associated with a request.

The UserComm domain description serves as an abstraction
layer used by both the Presenter and the Model allowing to
hide real expert system’s domain from the Presenter as shown
in Figure 5 (3). UML diagram presenting the Model interface
to be used by a Presenter, a Controller or a View is shown
in Figure 6. In the following sections we describe how the
Presenter and the View use the Model interface, and how the
expert system domain rules communicate with a user via the
UserComm ontology abstraction layer.

IV. SOFTWARE PROVISIONING SELF-SERVICE
NETWORKED INFRASTRUCTURE: AN ARCHITECTURE AND

MAJOR COMPONENTS

An architecture of a system for automated experiments
with algorithms developed in MIR is shown in Figure 7 (see
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Fig. 4. UserComm domain ontology

also [6]). It includes the following components:

• User interface
• Submitted applications repository
• Virtual machine images repository
• Deployment knowledge base
• Deployment manager
• Input provider service
• Result collecting service
• Statistics service
• Authentication and authorization service
• Client virtual machines
• Cloud manager
• Cloud administrator console

Some of the listed components (e.g. a cloud administrator
console, authentication and authorization services, etc.) are
provided by a cloud infrastructure.

Provisioning client applications to a cloud is supported by
two major components of a virtual platform: a cloud broker
and a deployment manager (see Figure 8). The latter is a
composition of a deployment manager agent and a configu-
ration manager. A knowledge base (KB), an inference engine
and its working memory are components of an expert system
controlling the provisioning process.
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Fig. 5. Model interface for a presenter: (1) expert system domain aware; (2)
expert system domain agnostic; (3) user communication domain aware

+createNewRequest(in context : ContextHandler) : RequestHandler

+addRequestRelatedFact(in h : RequestHandler, in f : RequestRelatedFact)

+getRequestStatus(in h : RequestHandler) : RequestStatus

+getRequestStatusRelatedFacts(in h : RequestHandler) : RequestStatusRelatedFact[]

«interface»
UserCommModel

Fig. 6. Model interface

Fig. 7. CLI software provisioning service architecture

A. Deployment Manager

Similar to the MEDEA approach, a wrapper is uploaded to
a virtual machine deployed in a cloud. The wrapper provides
an HTTP interface and executes a client CLI application in
response to user inputs provided via an HTTP proxy interface.
Normally the wrapper consists of two components: a proxy
and an executor, where the proxy invokes the executor directly
according to HTTP commands received via an HTTP interface.
In our implementation, in contrast to a traditional approach, the
proxy and the executor never interact directly but via indirect
communications using a knowledge base. In terms of the MVP
design pattern the Proxy is a Presenter, the Knowledge Base
is a Model. while the View could be either a client side web
browser, or a server side HTML code generator component.

Let us note that an expert system often communicates not
only with a user but with other components of the system. For
instance, for the purpose of CLI application deployment an ex-
pert system might need executing a command (a communica-
tion with the executor) or changing a platform configuration (a
communication with the configuration manager). The problem
is how to define an interface that doesn’t need to be changed
if an expert system domain changes. This problem is similar
to the problem of interface definition between a View and a
Model, as well as between a Presenter and a Model in MVP
pattern. Hence, we can use the same approach. We can define
an ontology (ActionExecution ontology or ConfigManagement
ontology) used for communication between an expert system
and any external component.

B. Deployment Manager Agent

The deployment manager agent gathers runtime information
about the client application and about the environment state
and uses the knowledge base in order to resolve deployment
and execution errors such as absence of required components
or libraries, improper runtime environment version, etc. The
agent interacts with the configuration manager by using the
ConfigManagement ontology (including high-level commands
like “need Python3”) in order to reconfigure the platform
properly. In turn, the configuration manager interacts with the
cloud broker (which is a component provided by a cloud itself)
by using low-level commands (e.g. “change VM image”). In
so doing, the configuration manager controls the installation of
the external components (such as language runtimes, necessary
middleware or databases) to the platform. It also controls
virtual machines recreation if required.

C. Proxy

The proxy component is responsible for providing a capa-
bility to access the expert system by supporting two routines:

1) Asserting user requests to the knowledge base;
2) Retrieving the execution status.

In a sense, the proxy acts as an adapter transforming the data
representation from one form (HTTP) to another (UserComm
facts) and vice versa. The UserCommModel interface (see
Figure 6) is used for interaction with the knowledge base.
Request related facts for a request generated by the proxy
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Fig. 8. Managing application deployment in a cloud

should be only concepts from the set of concepts defined by
the UserComm ontology. In order to interact with a user the
REST-like HTTP interface is provided (as defined in Table I).

Two major procedures for HTTP requests processing are
described in the following subsections.

1) Proxy: Processing POST Requests: In this section we
describe a method for an arbitrary HTTP request transfor-
mation to a knowledge base facts representation with use
of a fixed set of UserComm ontology concepts. The method
consists of five major steps:

1) Parse an HTTP request (according to RFC 2616).
2) Map parts of the HTTP request to ontology facts ac-

cording to the rules defined in Table II.
3) Obtain a ContextHandler6 object from the HTTP

request URL.
4) Obtain a RequestHandler object by invoking

createNewRequest method (see Figure 6) with a
ContextHandler parameter obtained in the previous
step. In fact, this invocation asserts new UserRequest
object to the knowledge base of the model.

5) Assert all the RequestRelatedFacts by
invoking addRequestRelatedFact method with a
RequestHandler parameter obtained in the previous
step.

2) Proxy: Processing GET Requests: In this section we
describe a method for querying a RequestResult with an
HTTP request. The method consists of six major steps:

1) Parse an HTTP request according to RFC 2616.
2) Extract RequestHandler object from the request URL.
3) Get a RequestStatus for a RequestHandler by in-

voking getRequestStatus method (see Figure 6) with
a RequestHandler parameter obtained in the previous
step.

6According to Section III-A a context for a Request is an Activity. By
convention a top-level activity may represent a user and a context for all
top-level requests. For a subrequest its context is represented by the request’s
parent Activity

4) Get a RequestStatusRelatedFacts
for a RequestHandler by invoking
getRequestStatusRelatedFacts method (see
Figure 6).

5) Decide on view layout on the base of
the RequestStatus properties (including
runtime type information) and a variety of
RequestStatusRelatedFacts (or use some default
layout).

6) Draw each object with its own widget being a part of
the layout.

D. Execution Process

As we described in our earlier work [6], we extended the
MEDEA and NEMA execution model by adding the second
phase of the execution process. During the first phase (com-
mand execution) some debugging information can be written
to stdout/stderr, to the environment logs and so on. These
execution results are represented as facts and asserted into
the working memory. During the second phase the results
are analyzed. As soon as the expert system determines the
execution failure and the error cause is determined, the ex-
pert system issues appropriate reconfiguration command. This
command is handled by the executor, which either performs
the necessary operations by itself or delegates them to the
configuration manager.

An executor is a platform-specific component. It observes
a working memory for the presence of action facts. We use
a deferred action execution model: as soon as the inference
engine does not have any active rules, the executor performs
the required actions described in the form of action facts stored
in the working memory. Such an approach is tolerant to action
facts addition, deletion or modification up until the moment
when the agent performs the action.

E. Configuration Manager

The configuration manager interacts with the cloud bro-
ker in order to provide the required configuration, i.e. to
install/uninstall necessary/unnecessary system components,
(frameworks, applications). As soon as the reconfiguration
process is completed, the configuration manager asserts new
environment configuration facts. As a result, this assertion
might activate the rules asserting actions in order to execute
the failed command again or to notify the user about an
unrecoverable failure detected.

V. EVALUATION

First, let us demonstrate how to apply the proposed system
architecture to develop a web-based expert system for CLI
applications deployment in a cloud. We consider only user
communication aspect of the system in this example.

The Proxy component provides an API as described in
Table I. We extended the proxy interface with a GET method
for all URLs supporting POST requests. The response to the
GET request to such a URL returns a simple HTML page that
a user can use to upload an artifact (zip archive, for example)
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TABLE I
REST INTERFACE OF THE PROXY COMPONENT

URL HTTP
method

Description

/action/<contextHandler>/<relative path>?<query string> POST Submit a user request within the context contextHandler. The
request is executed according to the procedure described in sec-
tion IV-C1.

/status/<requestHandler> GET Get execution result for a request identified by requestHandler.
The request is executed according to the procedure described in
section IV-C2.

TABLE II
HTTP REQUEST TO UserComm CONCEPTS TRANSFORMATION RULES

HTTP message part Ontology concept Description

Segment(*) of <relative path> OrderedArgument(segNo, segValue) The segment is represented by its value segValue (path
segment name as it appears in the URL) and its order
segNo(i.e. number of ’/’ signs in the URL before the
segment)

Parameter(**) from <query string>
(’key=value’)

KeyValueArgument(key, value) The query string parameter is represented by its key and
value.

Parameter from <query string>
(’key’ or ’key=values[]’)

KeyMultivalueArgument(key, value[]) The query string parameter is represented by its key and
value[] (zero or several, but not exactly one value).

HTML form input field
(input field type is not ’file’)

KeyValueArgument(fieldId, value) The form input field is represented by its id fieldId as it
appears in HTML code or in multipart HTTP message
and value (the contents of the field or the entity value
in multipart HTTP message)

HTML form input field
(input field type is ’file’)

NamedArtifact(fieldId, fileContentsPath) The file input field is represented by its id fieldId as it
appears in HTML code or in multipart HTTP message
and a path fileContentsPath to a local copy of the binary
file received from a user

HTTP named entity
(not HTML form)

NamedArtifact(entityName, fileContentsPath) Named entity is represented by its id entityName as it
appears in multipart HTTP message and a path fileCon-
tentsPath to a local copy of the binary file received from
a user

HTTP default entity UnamedArtifact(fileContentsPath) Default entity is represented by a path fileContentsPath
to a local copy of the binary file received from a user

(*) According to RFC 3986 path of a URL consists of zero or more segments separated by slash (’/’) character.
(**) RFC 3986 doesn’t set any restrictions on a query string format. In practice Web developers use ampersand (’&’) separated ’key=value’, ’key=values[]’

or ’key’ format as defined in RFC 1866.

to the server. Selecting a file to upload followed by clicking on
“Submit” button causes the form to be uploaded to the same
URL that is used to download the form. In our system the
GET URL path is “/action/user/deploy/” so the POST URL
path is also “/action/user/deploy/”.

According to the algorithm described in Section IV-C1,
the proxy parses an HTTP message in the following
way: a contextHandler is string “user”, a relative
path consists of one segment “deploy”. Hence
an input field with an artifact is transformed to
NamedArtifact(“artifact′′, “/local/file/path′′)
and URL path is transformed to
OrderedArgument(1, “deploy′′). The proxy invokes
createNewRequest method (see Figure 6) of the model and
receives a RequestHandler that is used to assert all other
facts via addRequestRelatedFact method and returns the
RequestHandler to the user’s browser. The latter redirects
the response to URL “/status/RequestHandler”.

In the knowledge base we can construct a rule translating a
UserComm domain to an expert system domain as follows:

RULE ‘Deploy an artifact’
IF

ctx : Context(‘user’)
req : UserRequest(ctx)
exists OrderedArgument( order==1

AND value==‘deploy’
AND request==req)

artifact : NamedArtifact(name==‘artifact’
AND request==req)

THEN
assert(Expert system domain facts)

END RULE

Similarly, we are able to define the rules to translate the
expert system domain back to the UserComm domain.

Redirection to “/status/RequestHandler” URL enables users
to monitor execution process. In the simplest case the request
result might be described as a status string, e.g. “in progress”,
“completed” and so on.
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A. Expert System Evaluation: Preview

Currently we tested the approach by implementing a proto-
type system that was successfully used for automatic deploy-
ment of two Java projects (built with maven) selected among
the projects submitted to the MIREX 2013 contest7. During
the deployment there were several configuration errors. For
each error we provided the knowledge base rule in order to
detect and fix configuration errors. Table III lists the examples
of build and run errors discovered during our experiments.

B. Scenario Based System Architecture Evaluation

1) Reuse Scenario: Domain That Changes: Let’s revisit
the case study investigated in Section II-C: the change of
the Model provoked changes in both the View and the Con-
troller. As we discovered in Section II-C, these changes are
conditioned by the fact that the Model provides a domain-
specific interface for data modification. If we use the described
architecture (which includes two domains: the communication
domain (UserComm) and the expert system domain), changing
the expert system domain doesn’t lead us to the commu-
nication domain changes. Thus, the Model interface can be
preserved, and the Presenter remains unchanged. The View
might need to be updated in order to support new Request-
StatusRelatedFacts introduced by the changed expert system
domain. The communication interface between a View and a
Model (as well as between a View and a Presenter) remains
unchanged. To sum up, updating the Model component leads
to changes in the View only because this new domain has new
concepts to be visualized.

2) Change Scenario: Model That Changes: The Model
change can be handled the same way as the domain change
(see section V-B1). Updating the Model might lead to changes
in the View if this new model has new concepts to be
visualized.

3) Change Scenario: Managed and Unmanaged Execution
Modes: As we described in [6], the architecture with isolated
proxy and executor components allows implementing different
execution modes (e.g. system behavior) without modifications
of neither the proxy, nor the executor. In practical cases,
at least two execution modes are useful: managed mode
and unmanaged mode. Regardless of the current mode, the
knowledge base is able to detect and fix recoverable errors in
order to support client software automatic deployment.

In the managed mode we have a predefined client code
invocation command, as well as we use strict validation of the
input and output data. Validated output data are automatically
published as request status related facts. Especially in case of
MIR, in the managed mode it is possible to keep private music
collections safe while providing access to these collections for
processing by third party algorithms.

In the unmanaged mode the invocation command, as well
as its input and output data are defined in an HTTP request.
The framework doesn’t check input and output data, but it still
detects and fixes recoverable execution errors.

7http://www.music-ir.org/mirex/wiki/2013:Main Page

While these modes differ significantly in behavior, they are
implemented entirely at the knowledge base level. It means
that in order to support managed or unmanaged modes, only
changes in the knowledge base component (i.e. in the Model)
are required.

4) Change Scenario: Deploying a CLI application in IaaS
or PaaS clouds: The basic idea of this evaluation scenario
is to check whether the expert system is able to deploy
a CLI application to PaaS and IaaS clouds. The platform
configuration can be handled in three different ways:

1) In PaaS clouds the configuration manager can delegate
all operations to the cloud broker (as in OpenShift).
Necessary components can be installed as cartridges
developed by the communities (e.g. Python or Ruby
cartridges). This approach is the easiest to implement,
but it requires support from the cloud as Figure 9 (left)
illustrates.

2) In PaaS and IaaS clouds the configuration manager is
able to install all the required software itself. Software
installation can be implemented using the same inter-
faces that end users have. Indeed, within the context of
deployment there is no big difference whether the de-
ployment manager deploys a particular version of a build
system (e.g. maven), or a MIR research application. This
approach is illustrated in Figure 9 (middle).

3) In IaaS clouds it is possible to have a set of preconfig-
ured virtual machines, hence configuring means switch-
ing of virtual machine images as shown in Figure 9
(right). This way might be resource consuming but in
some cases there is no other choice. For instance, it is
useful to have two images: one with *nix OS and the
other one with Windows OS, because there is no way to
install Windows applications to *nix or vice versa with
no virtual machines usage.

In its pure forms neither PaaS nor IaaS fits the task of
MIR research software automatic deployment and execution.
For example, using the only PaaS it is often impossible to
implement access to big local data. If we consider an example
of MSD (Million Songs Dataset [31]) with its size of about 240
GB, we immediately face two problems: 1) a virtual platform
is usually limited by only several GBs of disk space, 2) for
a virtual platform it is usually not allowed to mount new
partitions, volumes or remote file systems. Our subject domain
restrictions make it almost impossible to force client software
developers to use some network file system similar to webdav.

In turn, an IaaS does support mounting new partitions. How-
ever, installing and configuring, say, a Python environment
requires installing the Python interpreter from the repositories
and its additional configuration by using scripts, i.e. the
process not trivial for non-experts. On the contrary, in a PaaS
the same effect may be achieved by only one command for
installing the respective cartridge (of course, if the required
cartridge exists, and the latter observation is true for a great
majority of practical cases and PaaS platforms). Therefore we
propose to use a hybrid approach IaaS+PaaS, where a PaaS
may be deployed within an IaaS cloud.
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TABLE III
EXAMPLES OF ERRORS DISCOVERED DURING EXPERIMENTS WITH MIREX 2013 PROJECTS

Error Component Detection method Recovery action

Incorrect encoding of
source file

javac Pattern matching. Look for “error: unmappable character for
encoding” in javac log

Add appropriate javac/maven flag to spec-
ify encoding. Encoding can be detected
automatically or provided by user

copy-maven-plugin
runtime exception

maven Pattern matching. Look for “copy-maven-
plugin:0.2.5:copy” and “java.lang.NoClassDefFoundError:
Lorg/sonatype/aether/RepositorySystem;” in maven log

Downgrade maven to version 3.0.5

X11 server required JVM/AWT Pattern matching. Look for “java.awt.HeadlessException” in JVM
classloader log(*)

Install X11 server (we use Xvfb virtual
server)

(*)This exception is especially interesting for two reasons: 1) nobody expected AWT exception in CLI application and 2) This exception is caught in client
code, but it is not handled properly (it is ignored). The only way to detect that the exception was thrown is to analyze the classloader log.

Fig. 9. PaaS/IaaS reconfiguration: (Left) New cartridge installation; (Middle) New software installation; (Right) Virtual machine recreation.

VI. CONCLUSION

In this paper we have examined the problem of CLI
application provisioning in clouds. Being a web application
interacting with a cloud broker in order to manage cloud
resources and their configuration, the proposed infrastructure
provides a PaaS platform to deploy CLI applications as SaaS
services. In contrast to existing solutions we have proposed an
architecture where a proxy component and an executor don’t
interact directly. Instead of invoking each other, they assert
or retract facts in/from an expert system working memory.
Thus, the approach draws on the knowledge engineering
formalisms used not only for configuration errors recovery,
but also for decision making on how to handle requests in
order to protect intellectual property (in regards to MIR one
can talk about music collections, software implementations,
etc.). Although in this research we experimented mostly with
automatic deployment of Java+maven applications, we are
working on knowledge base extensions that allow deploying
native Windows, Python, MatLab and Vamp8 applications.

The proposed architecture addresses some of the most com-

8http://www.vamp-plugins.org/

plex tasks of client virtual machine automatic reconfiguration,
including the following:

1) Installing operating systems on a virtual machine;
2) Installing and configuring a build environment;
3) Installing and configuring a required version of a runtime

environment;
4) Installing third party libraries during building;
5) Installing third party runtime libraries;
6) Providing access to machine learning and test data;
7) Providing access to a storage for execution results;
8) Providing user-side access to a client virtual machine.

We have investigated MVC and MVP design patterns as
well as the major difficulties of their application to imple-
menting a user interface for a web-based expert system. By
introducing a special ontology representing user communica-
tion concepts, we have attempted to achieve an MVP-based
implementation of an expert system with respect to the loose
coupling design requirements, which, in turn, are strongly
connected to improving such software quality properties as
reusability and changeability. With regards to the demands
of scientific communities, we believe that the introduced
approach is in good direction to reproducibility, which is
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“not an afterthought – it is something that must be designed
into a project” [32]. Let us conclude with sharing the idea
that research reproducibility might add an overhead (that we
attempted to avoid in our approach). However, even “some
reproducible practices are better than none – it does not have
to be perfect to be a huge improvement” [2].
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Abstract—We present recently developed solution allowing
extraction of concepts from unstructured Polish texts with special
focus on correct morphological forms of obtained concept names.
As Polish is a highly inflected language, detected names need to
be transformed following Polish grammar rules. We propose a
user-friendly method for specification of transformation patterns,
which is based on a simple annotations language. Annotations
prepared by a user are compiled into transformation rules.
During the concept extraction process the input document is
split into sentences and the rules are applied to sequences
of words comprised in sentences. Recognized strings forming
concept names are aggregated at various levels and assigned with
scores. We report also results of initial experiments performed
on a medical text.

Index Terms—NLP, Text Mining, concept extraction, unstruc-
tured text, inflection, rules

I. INTRODUCTION

IN THIS PAPER we investigate the problem of concepts
extraction from unstructured Polish texts. The term concept

is defined here as a sequence of words (an n-gram) occur-
ring frequently in analyzed documents. However, as primary
function of concepts is to represent objects, ideas, events or
activities, extracted names should comprise words belonging
to specific parts of speech classes (usually nouns or verbal
nouns with complements) and also satisfy certain syntactical
restrictions stemming from language conventions.

Concepts retrieved from unstructured textual data have
several applications. Their usage improves relevance of doc-
uments returned by search queries due to more accurate
indexing and clustering. They may help to assure data privacy
by identifying sensitive information and removing it from
published texts (documents anonymization). Models based on
concepts can be used to express and structure knowledge
existing within an organization, which is often distributed
between large number of documents of various types: e-mails,
reports or internal regulations.

The goal of our work was to develop a tool allowing to
extract referenced concepts from documents in Polish lan-
guage. The key assumption made was that concept names
should have correct morphological forms according to Polish
grammar rules. Such feature was selected due to aesthetic
reasons (in various applications concept names are presented to
end users), as well as the expectation that in many situations
using the correct form may improve sense disambiguation.
Hence, the designed solution, apart from identifying concepts,
should provide automatic translation of n-grams representing

concepts to their nominative form. This task is particularly
challenging for the Polish language, which is characterized by
the high degree of inflection.

We decided to apply a rule based approach to perform
transformation of concept names. The rule language, inspired
by Petri nets, allows to define patterns of input tokens and
required transformations. For this purpose part of speech
(POS) information is used. Considering the complexity of
POS tags, specification of rules may be a complicated and
tedious task. We build the translation rules fully automatically
by defining samples of translation patterns (annotations) and
compiling them to rules.

The paper is organized as follows: next Section II discusses
the problem of concept extraction, as well as several tools
dedicated to Polish language processing. It is followed by
Section III, which presents general features of our approach.
Next Section IV describes shortly Morfologik, a dictionary
and POS tagging/lemmatizing library. In Section V we discuss
models, algorithms and other details of the solution. Results of
initial experiments are given in Section VI. Last Section VII
provides concluding remarks.

II. RELATED WORKS

Ontology learning is a process of building ontologies from
various data representations. It includes such tasks as identi-
fication of concepts, their relations and attributes, arranging
into hierarchies. Such task is apparently easier in the case
of structured or semi-structured data. A challenging problem,
however, is building ontologies (usually taxonomies) com-
prising concepts extracted from unstructured text documents
[14]. For this purpose various text mining techniques can be
used: syntactical analysis, Formal Concept Analysis [4] and
clustering [7].

Concepts (sometimes also referred as compound terms or
phrases) are important features used in Text Mining [23].
Compound terms processing is a technique aiming at im-
proving accuracy of search engines by indexing documents
according to compound terms, i.e. combinations of 2 or more
single words. During query execution searched compound
terms are also extracted form queries (which can be phrases
in natural language) and then matched with compound terms
attributed to documents. A good example can be a compound
term “table wine”. A document referencing it is more likely
to discuss wines, than pieces of furniture. Such approach
outperforms solutions that use in queries keywords combined
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with boolean operators. The idea of statistical compound terms
processing was proposed and commercialized by Concept
Search company [5]. On the other hand, a syntactical technique
based on rules defining patterns for various European lan-
guages was developed within CLAMOUR project (see reports
at http://webarchive.nationalarchives.gov.uk/20040117000117/
http://statistics.gov.uk/methods_quality/clamour/default.asp).

In [9] Dalvi, Kumar et al. from Yahoo Labs. coined an
idea of a web of concepts. They claimed that the current
model of the web in form hyperlinked pages represented by
bags of words should be augmented by extracting concepts
and creating a new rich view of all available resources for
each concept instance. The paper discussed several use cases
enabled by the new approach, including: more accurate web
search, browsing optimization, session optimization and ad-
vertising. The paper also indicated several challenges, related
mainly to information extraction, potential uncertainty and
changing data. An algorithm for concept extraction following
this idea was proposed in [20].

Blake and Pratt [2] used automatically retrieved concepts
to build searchable representations of medical texts. In [3]
authors also extracted ontologies from medical texts and
showed that using concepts improves search results.

Osinski and Weiss described Lingo, a concept driven docu-
ment clustering algorithm [19]. Concepts (frequent sequences
of terms), were used to label clusters in a document-term
matrix.

An important task in NLP language classification is tagging,
i.e. assigning part of speech (POS) information to inflected
forms of words. This is a challenging task for a highly inflected
languages like Polish. According to [1] words in English
language can be described with about 200 tags whereas for
Polish their number ranges at 1000.

In our work we used Morfologik stemming library [17],
which is discussed in detail in Section IV. The software and
the dictionary was used in several projects including Language
tool [18], carrot search [19], PSI toolkit [10], PELCRA [21]
and Smyrna [11]. Morfologik dictionary was integrated as a
part of PoliMorf [27].

Language tool [18], [16] is a proofreading program sup-
porting a number of languages including Polish. It allows to
define text correction rules referring to explicit token values,
lemmatized words and part of speech tags. Rules can be
specified either in XML format or written directly as Java
classes. The tool provides also a visual rule editor, which
allows to construct a rule in an interactive manner. As the rules
yield suggestions, their core functionality is somehow similar
to the concepts extraction rules described in this paper.

III. TOWARDS POLISH CONCEPTS EXTRACTION

Concepts are terms denoting sets of objects sharing common
properties. The most general concepts are represented in texts
as single nouns (referring to tangible or abstract objects) and
verbal nouns describing actions. Examples of both types can
be a car (a tangible object) or driving (an action). Subclasses

of general concepts are usually represented by various com-
plements, e.g. a green car (a car having the green color) or car
driving (an action performed on a specific type of vehicle).

Hence, concepts in texts are represented by n-grams (se-
quences of tokens), whose elements satisfy grammar rules
related to correct words ordering and their morphological
forms. The rules are language specific; this in particular
applies to the Polish language, in which the complements can
be declined depending on the noun case, e.g. for the green
car: zielony samochód (Nominative), zielonego samochodu
(Accusative), zielonemu samochodowi (Dative), etc.

Table I gives examples of several sentences and concepts
identified in a supervised manner. Underlined words indicate
parts of concept names denoting their superclasses, e.g. szybki
samochód ⊏ samochód. (The English equivalent is: FastCar
⊏ Car).

The concepts listed in Table I constitute typical parts
of speech combinations: adjective+noun (szybki samochód,
słone jezioro, mały ludzik), nount+noun (architektura systemu,
hurtownia danych) or verbal noun+noun (leczenie pacjenta,
zbieranie informacji). They appear in source sentences as
sequences of tokens that after identifying them should be
transformed into appropriate nominative forms following the
language grammar rules, especially, as regards noun com-
plements. In most cases concepts occur in distinct parts of
sentences, however sometimes they may overlap, e.g three
concepts can be selected for the entry 6 in the table. Similarly,
for the entry 10 showing two adjectives separated by a coma
and a noun, three concepts forming a small taxonomy are
possible:

• mały ludzik ⊏ ludzik
• zielony ludzik ⊏ ludzik
• mały zielony ludzik ⊏ mały ludzik ⊓ zielony ludzik

A. Rule based approach

The proposed approach to concept extraction consists in
defining rules that search for selected patterns in an input
text, then apply appropriate morphological transformations to
matched words in order to obtain correct forms of concepts.

This is shown in Fig. 1. A window having the length equal
to size of a rule input pattern slides through the input text.
Sentences are the natural boundaries for the analysis, i.e. the
window stops at the sentence end.

If the rule is applicable for a current n-gram appearing in
the window, a set of output sequences of tokens is produced.
They constitute candidates for concepts, that can be further
analyzed and aggregated according to various attributes: sen-
tences, where they occurred, frequency in the whole document,
weights describing confidence, etc.

B. Specification of rules - learn by example

Selection of the language used to specify extraction rules is
an important decision, as the language capabilities have strong
impact on both on the process on rules definition and obtained
results. In our approach we decided to define rules in a semi-
formal way, by giving samples of expected translations rather
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TABLE I
IDENTIFICATION OF CONCEPTS IN SENTENECES AND EXAMPLES OF ANNOTATIONS.

# Sentence Concept Annotation Function

1. Jeżdżę szybkim samochodem. szybki samochód @(szybki samochód = szybki
@samochód)

extract noun + verb

2. Morze Kaspijskie jest jeziorem
słonym.

słone jezioro @(jeziorem słonym = słone @jezioro) inversion + Instrumental → Nom-
inative

3. Leczenie pacjenta przebiegało
bardzo wolno.

leczenie pacjenta @(leczenie pacjenta = @leczenie pac-
jenta)

extract verbal noun + complement

4. Opracowałem architekturę
systemu.

architektura systemu @(architekturę systemu = @architektura
systemu)

Accusative → Nominative

5. Rozwojowi rolnictwa towarzyszyło
zanikanie lasów.

rozwój rolnictwa @(rozwojowi rolnictwa = @rozwój rol-
nictwa)

Dative → Nominative

zanikanie lasów @(zanikanie lasów = @zanikanie lasów) extract verbal noun + complement
in plural form

6. Następnie poświęcił się zbieraniu
informacji o losach misjonarza.

zbieranie informacji @(zbieraniu informacji = @zbieranie in-
formacji)

Dative → Nominative

los misjonarza @(losach misjonarza = @los misjonarza) Locative plural → Nominative
sing.

6.
Obecnie coraz częściej stosowane
są zwinne metodyki zarządzania
projektami informatycznymi.

zwinna metodyka @(zwinne metodyki = zwinna
@metodyka )

Nominative plural → Nominative
sing.

metodyka zarządzania @(metodyki zarządzania = @metodyka
zarządzania)

Nominative plural → Nominative
sing.

zarządzanie projektami
informatycznymi

@(zarządzania projektami
informatycznymi = @zarządzanie
projektami informatycznymi)

Accusative → Nominative

8.
Hurtownie danych stanowią
osobną klasę systemów
informatycznych.

hurtownia danych @(hurtownie danych = @hurtownia
danych)

Nominative plural → Nominative
sing.

system informatyczny @(systemów informatycznych = @sys-
tem informatyczny)

Genitive plural → Nominative
sing.

9. Małe, zielone ludziki rozłożyły się
u podnóża dębu.

zielony ludzik @(zielone ludziki = zielony @ludzik) Nominative plural → Nominative
sing.

podnóże dębu @(podnóża dębu = @podnóże dębu) Locative → Nominative

10. Małe, zielone ludziki rozłożyły się
u podnóża dębu.

mały ludzik, zielony
ludzik, mały zielony
ludzik

@(małe $, zielone ludziki = mały
@ludzik | zielony @ludzik | mały zielony
@ludzik)

Nominative plural → Nominative
sing.

Rule

...

input text

sliding window

Concepts

Fig. 1. General rule design

than using formally defined rules. The translation patterns are
defined using special, relatively simple textual annotations that
can be embedded in a source text or placed in a separate file.

The third column of Table I gives examples of annotation
matching the identified concepts. Each annotation starts with
‘@’ (at sign) followed by the annotation body put between two
parentheses. The ‘=’ sign separates the input pattern and a list

of output sequences, whereas ‘|’ is the output sequence sepa-
rator. Optional ‘@’ sign within an output sequence identifies
a key, i.e. a possible concept superclass.

The last column of Table I specifies the expected func-
tion for each annotation example. Usually, annotations define
transformations of declination cases and plural forms, which
according to Polish grammar rules should be applied both
to nouns and their complements. However, they may be
used to specify extraction patterns only, not accompanied by
morphological transformation. Examples are given in rows 1,
3 and 5.

It should be remarked that, basically, annotations do not
specify exact matches of words (for an exact match the dollar
sign is used as in row 10). The intent of annotations is to spec-
ify indirectly rules applicable to classes of tokens. For example
a rule derived from the annotation @(zwinne metodyki
= zwinna @metodyka ) (agile methodologies → agile
methodology) in row 6 of Table I applies to feminine nouns
in plural form with an adjective. Hence, it should match also
the pair of words, which are tagged with the same POS
information, e.g. długie wstążki (long ribbons), and properly
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convert it to the singular form długa wstążka.
An advantage of the proposed indirect method of rules spec-

ification is its simplicity: translation patterns can be defined
very quickly, moreover, specifications are not bounded to a
particular rule language or execution engine. Depending on
a compiler used, rulsets in various rule languages can be
obtained.

In many cases defined translation patterns may result in
conflicting rules. Let us consider the following annotations:

1) @(hurtowniom danych=@hurtownia
danych)

2) @(grubościom pokryw=@grubość pokrywy)

The first translation results in a noun having a complement
in plural form, whereas int the second case the complement is
singular. However, they both represent valid transformations.
To tackle with such problems the language used to represent
rules should allow to attribute results with weights representing
likelihood of concept occurrence.

C. Process of concept extraction

The outline of the process of concept extraction is presented
in Fig. 2. A text file containing manually prepared annotations
is compiled yielding a set of rules stored in an XML file.
The input text is split into sentences and then the rule set
is executed for each sentence giving candidate concepts.
Finally, the concept occurrences are aggregated and sorted.
As different rules may return identical results, the aggregation
is at first performed at the sentence level, then for the whole
document.

Annotations Input text

Compilation

RuleSet

RuleSet

Execution

Concept 

candidates

Aggregation

Concepts

Splitting

Sentences

Fig. 2. Process of concept extraction

IV. MORFOLOGIK

During annotations processing and rules execution input
words are checked for specific part of speech properties

and undergo morphological transformations. This function is
provided by the Morfologik.

Morfologik is both a a comprehensive dictionary of Polish
inflected forms and a software library written in Java accom-
panied by a number of utility tools. The main function offered
by the Morfologik is stemming (lemmatization) of Polish
words, i.e. finding a stem (lemma) accompanied by grammar
information for an inflected form. Examples of inflected forms
and corresponding stems can be: psu – pies (noun: dog),
czystego – czysty (adjective: clean) or pisaniu – pisać (verbal
noun writing and verb: to write).

Morfologik dictionary can be seen as a relation

D ⊂ IF × S × P, (1)

where IF is a set of inflected forms, S is a set of stems,
S ⊂ IF , and P is a set of POS tags defining properties of
inflected forms (part of speech, gender, singular vs. plural,
declination case, etc.)

A few entries from the Morfologik dictionary are shown
in Table II. It can be observed that several stems may be
found for an inflected form, e.g. czarnym – czarna, czarny.
Moreover, pairs of inflected forms and stems can be attributed
with multiple tags (separated with ‘+’ sign).

A tag is a string of symbols (usually abbreviations) sepa-
rated by colon signs. Examples in the table show typical tag
elements: subst – noun, adj-adjective, ger–verbal noun, sg–
singular, pl –plural, nom, gen, dat, acc, inst, loc – declination
cases. For a given part of speech class, tag components appear
in the same order. In some cases multiple symbols separated
by dot sign may occur, e.g. “m1.m2” - various classes of
masculine forms.

Based on the Morfologik dictionary scheme two functions
can be defined: stem (2) and synth (3). The first takes as input
an inflected form and returns a set of stems with accompanying
tags, the second synthesizes inflected forms from an input stem
and tag.

stem : IF → 2S×P (2)

synth : S × P → 2IF (3)

Morfologik fully supports stemming. The library uses in-
ternally an efficient dictionary representation based on Fi-
nite State Machine (FSM) model, which is characterized by
compact data size and short access times [8]. The current
Morfologik dictionary for the Polish language (version 2.0)
constitutes a large 317 MB text file, whereas the same data
compiled to FSM are stored in 2.7 MB binary file. The
precompiled dictionary is a part of Morfologik distribution,
however, the library offers also a number of awk scripts to
preprocess the dictionary data, as well as tools allowing to
compile it into FSM.

Unfortunately, the synthesizing function is not provided di-
rectly by the library, although the documentation suggests that
it is possible to rebuild (revert) the dictionary and recompile
to FSM form. As the guidelines for implementing an FSM
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TABLE II
SAMPLE ENTRIES FROM THE MORFOLOGIK DICTIONARY.

IF - inflected
form

S – stem
(lemma)

P - part of speech tags

czarnym czarna subst:pl:dat:f
czarny adj:pl:dat:m1.m2.m3.f.n1.n2.p1.p2.p3:pos

+adj:sg:inst:m1.m2.m3.n1.n2:pos
+adj:sg:loc:m1.m2.m3.n1.n2:pos
+subst:pl:dat:m1+subst:sg:inst:m1+subst:sg:loc:m1

czystego czysty adj:sg:acc:m1.m2:pos+adj:sg:gen:m1.m2.m3.n1.n2:pos
psu pies subst:sg:dat:m1+subst:sg:dat:m2
pisaniu pisać ger:sg:dat.loc:n2:imperf:aff:refl.nonrefl

pisanie subst:sg:dat:n2+subst:sg:loc:n2

based synthesizer seemed quite difficult to follow, we left this
possibility for further improvements. Instead, we developed a
synthesizing function, which uses the dictionary data stored in
a local PostgreSQL database. It was populated with 288657
stems, 1173 tags broken on plus (+) signs and 7410145 triples
comprising inflected forms, stems and tags.

The implemented synth(s, p) function comprises two steps:

1) A query to the database is made to select a set of triples
matching the stem s. As the query result set IFT =
{(if, s′, p′) ∈ D : s′ = s} is returned. The set is usually
small, in most cases it contains up to 30 entries.

2) From the triples in IFT a set of inflected forms IF =
{if : (if, s′, p′) ∈ IFT ∧ match(p, p′)} is selected,
whose tags p′ match p. The match(t, t′) function takes
into account order of symbols appearing in tags, as well
as alternate properties indicated by the dot separator.

The time efficiency of the implemented synth function is
obviously inferior to the stem function offered by Morfologik.
Single call to stem (based on FSM representation) takes
about 0.085 ms, whereas synth (based on database queries)
ranges to 0.75 ms. It should be remarked that we have also
implemented an ORM version of synth . In this case the
execution time is about 1.25 ms.

V. METHODS

The language used to define rules is based on Petri nets.
Each rule comprises ordered sets of input and output places,
which are linked by transitions.

Fig. 3 gives an example of the rule comprising three
input places, three output places and four transitions. Multiple
transitions, here t1 and t2 may link a pair of input and output
places. The net layout shows also, how inversion of tokens
can be achieved.

Each rule transition is assigned with two sets of tags: input
itag and output otag. Input tags are used as guards, they allow
check if the transition applies to a word tagged with part of
speech information. Output tags are used to synthesize target
inflected form from a word stem (lemma). Additionally, each
transition has assigned weight, that can be used to differentiate
less and more likely translation schema.

Below we give a formal definition of the language used to
define rules.

in#1 in#2 in#3

out#1 out#2 out#3

input places

transitions

output places

sequence 

of words

Rule

t1 t2 t3 t4

Concepts

Fig. 3. Detailed rule design

Definition 1. Concept extraction rule is a tuple R =
(P, I, O, T, itag, otag, itoken, µ), where:

• P is a set of tags
• I = {i1, i2, . . . , in} is an ordered set of input places,
• O = {o1, o2, . . . , om} is an ordered set of output places,
• T ⊂ I × (O ∪ {nil}) is a set of transitions,
• itag : T → 2P is a function assigning to a transition a

set of input tags,
• otag : T → 2P is a function assigning to a transition a

set of output tags,
• itoken : I → A is a function assigning to an input place

an exact (possible empty) string form A
• µ : T → [0, 1] is a transition weight function

The symbol nil used in transition definition denotes a
fake output place. It is used when a transition serves as a
guard allowing to check if an input place contains a word
appertaining to a particular class without translating it. The
itoken function is used to assign particular token values
to input places. They result from compilation of ‘$’-token
specifications in input annotations (see Table I row 10).

PIOTR SZWED: CONCEPTS EXTRACTION FROM UNSTRUCTURED POLISH TEXTS: A RULE BASED APPROACH 359



A. Compiling annotations to rules

An annotation defining multiple outputs @(σ =
π1|π2| . . . |πk) is split into k rules corresponding to
annotations @(σ = π1), @(σ = π2),. . . , @(σ = πk).
(Symbols σ and π stand here for input and output sequences
of words.

For an annotation @(σ = π), n input places and m output
places are created, where n and m denote the lengths of σ
and π respectively.

Then each word in sequences σ and π is stemmed and
transitions between input and output places are derived based
on stem matching.

Fig. 4 illustrates this process on an example of
annotation @(informacji przetwarzaniu =
@przetwarzanie informacji). The equivalent
English term is information processing. The annotation
defines a translation pattern that includes inversion and
changing the case of the whole expression from Dative to
Nominative form.

Rounded rectangles depict words appearing in the input
sequence σ (above) and output sequence π (below). For each
word in the sequence the stemming information is determined
with Morfologik stem function. It consists of a stem (lemma)
and a set of tags. The word informacji is classified as the
noun informacja tagged as singular or plural form with various
declination cases (see the first transition in Fig. 5 for details).
The stemming information for przetwarzanie(u) gives two
options: it is either a noun przetwarzanie (Eng. processing)
or a verbal noun (tagged by Morfologik as ger) derived from
the verb przetwarzać (Eng. to process).

Hence, by performing stem/tags matching three transitions
are created (indicated by arrows in Fig. 4): one for places
corresponding to the mapping informacji → informacji and
two for przetwarzaniu → przetwarzanie. XML code for the
resulting rule is presented in Fig. 5.

informacji przetwarzaniu

przetwarzanie informacji

przetwarzanie

noun (subst...)

informacja

noun (subst...)

przetwarzać
verbal noun (ger…)

przetwarzanie

noun (subst...)

przetwarzać
verbal noun (ger…)

informacja

noun (subst...)

input sequence (σ)

output sequence (π)

stemmed words 

from σ

stemmed words 

from π

Fig. 4. Translation of annotation @(informacji przetwarzaniu =
@przetwarzanie informacji)

It is expected that rules obtained as results of the annotations
compilation satisfy the following conditions:

• Each output place is a target of a transition:
∀o ∈ I.∃t = (is, oe) ∈ T : o = ee

• All transitions leaving an input place must target the same
output place:
∀t1 = (i1, o1), t2 = (i2, o2) ∈ T.i1 = i2 → o1 = o2

If the compilation returns a rule, which does not satisfy the
above conditions, the source annotation is reported as ambigu-
ous. Obviously, with the presented translation algorithm it is
not possible to compile such annotation as @(danym danym
= dane @dane) although it can be quite easily interpreted
as given data.

To our consolation, statistical translation functions of
Google Translate (as of 2015) also have problems in this
case: danym danym is translated to given the, wheras dane
dane to data data. However, after specifying the input n-gram
explicitly, i.e entering “dane dane” the correct form given
data is returned.

        <rule id="r:13" weight="1.0">
            <source>@( informacji przetwarzaniu  = @przetwarzanie informacji ) @line:34</source>
            <inputPlaces>
                <inputplace isExact="false" ord="0">
                    <transitions>
                        <transition target="op:30" isGuard="false" weight="1.0">
                            <inputTags>
                                <intag>subst:pl:gen:f</intag>
                                <intag>subst:sg:gen:f</intag>
                                <intag>subst:sg:dat:f</intag>
                                <intag>subst:sg:loc:f</intag>
                            </inputTags>
                            <outputTags>
                                <outtag>subst:pl:gen:f</outtag>
                                <outtag>subst:sg:gen:f</outtag>
                                <outtag>subst:sg:dat:f</outtag>
                                <outtag>subst:sg:loc:f</outtag>
                            </outputTags>
                        </transition>
                    </transitions>
                </inputplace>
                <inputplace isExact="false" ord="1">
                    <transitions>
                        <transition target="op:29" isGuard="false" weight="1.0">
                            <inputTags>
                                <intag>subst:sg:loc:n2</intag>
                                <intag>subst:sg:dat:n2</intag>
                            </inputTags>
                            <outputTags>
                                <outtag>subst:sg:nom:n2</outtag>
                                <outtag>subst:sg:acc:n2</outtag>
                                <outtag>subst:sg:voc:n2</outtag>
                            </outputTags>
                        </transition>
                        <transition target="op:29" isGuard="false" weight="1.0">
                            <inputTags>
                                <intag>ger:sg:dat.loc:n2:imperf:aff:refl.nonrefl</intag>
                            </inputTags>
                            <outputTags>
                                <outtag>ger:sg:nom.acc:n2:imperf:aff:refl.nonrefl</outtag>
                            </outputTags>
                        </transition>
                    </transitions>
                </inputplace>
            </inputPlaces>
            <outputPlaces>
                <outputplace id="op:29" ord="0" isKey="true"/>
                <outputplace id="op:30" ord="1" isKey="false"/>
            </outputPlaces>
        </rule>

Fig. 5. A rule in XML format

B. Execution of rules

As the described rules (see Definition 1) follow the Petri
net approach, to define their execution such notions as tokens
and marking are necessary. The set of tokens TK is defined as
TK = IF×S×P×R0+. (See also formula 1.) Components of
a token tuple (if, s, p, w) ∈ TK are the following: if denotes
an inflected form, s is a stem, p is a part of speech tag and w
is a non-negative weight.

Definition 2 (Marking). Marking for a rule R =
(P, I, O, T, itag, otag, itoken, µ) is defined as a function that
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assigns sets of tokens to places M : I ∪O → 2TO

Before executing rules, each word in an input sequence π =
(πi) is submitted to Morfologik stem function (see formula
2) and corresponding sequence of stemming information is
obtained ρ = (ρi), where ρi ∈ 2S×P . Hence, πi is an input
inflected form of a word and ρi a set of possible stem–tag
combinations for πi.

Execution of a rule comprises the following steps:
1) Input places are filled with tokens starting from position

b in sequences π and ρ (b defines the beginning of the
sliding window). Each k-th input place receives tokens
from πb+k and ρb+k. Its marking is gets: M(Ik) ←
{πb+k} × ρb+k × {0}.

2) For each input place Ik ∈ I it is checked, if there exists
at least one enabled transition (or exact word matching,
if specified). Hence, for each transition t ∈ T (Ik) and
each token tk = (if, s, p, w) ∈ M(Ik) it is checked, if
the sets of transition input tags itag(t) and token tags
p match. The matching function compares tags in both
sets, splitting them into smaller parts where needed. A
pair (t, tk), such that the transition t is enabled is called
an enabled binding.

3) Finally, transitions are executed for all enabled bindings
(t, tk). If Oi is the output place for the transition t, and
tk = (if, s, p, w), then the marking for Oi is modified
according to (4):

M(Oi)←M(Oi) ∪ synth(s, otag(t))× {s}×
× (p ∩ otag(t))× weight(t, tk) (4)

Interpretation of the formula (4) is the following: a stem
(lemma) together with output tags are submitted to the
synth function, which returns a set of inflected forms.
In consequence, for an input word ifin the chain of
translations is accomplished:

ifin
pin∩itag(t)−−−−−−−→ {s} p∩otag(t)−−−−−−→ {ifout}

In the first step ifin is converted into a set of stems
{s}. In the second stems are converted back to altered
inflected forms {ifout} according to the set of output
tags assigned to the transition.
The weight(t, tk) function is used to assign weight
value to tokens. It calculates the Jaccard index of two
sets: token tags p and transition input tags itag(t) and
then multiplies it by the transition weight µ(t).

weight(t, tk) =
|p ∩ itag(t)|
|p ∪ itag(t)| · µ(t) (5)

Weight calculation according to formula (5) is based on
a certain intuition: the Jaccard index allows assessing
the similarity between a prototype word appearing in
the annotation, from which the rule originates and the
input term.

After executing a rule, its output places may contain several
tokens. Such situation is shown in Fig 3, where the place

out#1 contains two tokens, the place out#2 three and the place
out#3 one. For the presented example six separate strings
representing concept candidates, each of them having different
content and weights are obtained.

C. Aggregation

Aggregation of results constitutes the final stage of text
processing and concepts extraction. Actually, it is rather a
chain of aggregations performed at subsequent levels (see
Fig. 6). All data processed within the chain are attributed
with numerical weights (scores). At each step, apart from data
conversions (e.g. combining tokens into strings) the assigned
weights are summarized using various norms: sum,min, max,
etc.

Place levelPlace level

Rule level

Sentence level

Document level

tokens

strings of tokens

concepts

concepts with information on 

occurences 

Fig. 6. The chain of aggregations

• During the aggregation occurring at the place level iden-
tical tokens assigned to an output places combined into
one. The default norm is sum.

• Aggregation at the rule level aims at creating strings from
sets of tokens residing in output places. In the same time
weights tokens are aggregated and obtained values are
assigned to strings. The default norm is min.

• Various rules may return identical concepts. At present
there are no measures implemented that would allow to
manage the ruleset, and in particular remove redundant
rules [13]. Aggregation at the sentence level combines
multiple strings using the selected norm (default is max).

• Finally, aggregation at the document level keeps track of
occurrences of concepts in sentences, counts them and
aggregates the weights. (The default norm is sum).

D. Implementation

The software implementing the discussed approach was
implemented in Java language, what enables integration with
Morfologik stemming libraries and Jena for OWL output
handling. It includes the following modules:

• A tool allowing to load the Morfologik dictionary into
PostgreSQL database (see Section IV)
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• Synthesizer shortly described in Section IV
• Annotations compilation tool, which create rules and

serializes them with JAXB libraries
• Sentence scanner allowing to split the input text into

sentences and perform additional preprocessing
• Rule execution modules
• Configurable aggregation modules, e.g. it is possible to

select various aggregation norms
• Output modules that renders results in various formats

including CSV and OWL

VI. EXPERIMENTS AND RESULTS

In this section we present initial results of concept extraction
from a large text file specifying medical guidelines for asthma
treatment. The file is a Polish translation of a document issued
by Global Initiative for Asthma (GINA) in 2011. The file size
is 308KB it contains about 40000 words and 2000 sentences.

We selected this document, as it was used in previous
works aiming at building ontologies of medical guidelines
and performing fuzzy reasoning based on ontological models
[24]. Moreover, the presented here solution was intended to
be an improvement of a prototype tool (unpublished) that
used internally FSM to extract concepts from texts. Both tools
were tested on the same file and we wanted to compare
the results of the described method and the previous one
(available at http://home.agh.edu.pl/~pszwed/en/doku.php?id=
ontologies#in_polishgina_guidelines_glossary). The main dif-
ference with respect to the previous solution is the focus on
correct morphological form of concept names and different
approach to evaluation of the accuracy of extracted concepts .

The ruleset used during the experiment resulted from compi-
lation of an annotations file comprising translation patterns for
single words and pairs of words only. Single word translations
were limited to nouns and verbal nouns, 2-grams included
variations comprising nouns, verbal nouns and adjectives in
various cases. The resulting ruleset contained 223 rules.

The average processing time (concepts extraction without
rules compilation) was about 36.785 seconds (executed on
Intel Core i7-2675QM laptop at 2.20 GHz, 8GB memory under
Windows 7). The extraction process returned 5151 concepts.

Table III shows selected results ordered by the weight
values. It comprises top 20 results, 10 concepts from the
middle and 10 concepts with the lowest weights. The word in
capital letter indicates the key, i.e. the part of the concept name
referring to a prospective superclass. Improperly identified
concepts are underlined.

In the whole table the entry 2495 is apparently incor-
rect according to syntactical rules. The correct form should
be: EKONOMIKA_wdrażania. Other underlined entries are
formed correctly according to grammar rules, however their
semantics does not match the document content. Position 18
WIEKO (Eng. lid) should be replaced by WIEK (Eng. age).
The word NIEODPOWIEDNI (Eng. inaccurate) is rather an
adjective. However, according to Morfologik it can be clas-
sified both as adjective and noun. The word SŁUŻĄCY can

be interpreted as “a servant” and “serving to”. In this context
rather the second meaning was used over the document.

TABLE III
EXTRACTED CONCEPTS FROM THE POLISH TRANSLATION OF ASTHMA

TREATMENT MEDICAL GUIDELINE

Pos Concept Count weight
1 DROGI_oddechowe 161 644.00
2 LECZENIE 487 496.35
3 LECZENIE_astmy 87 348.00
4 ASTMA 965 289.50
5 ZAOSTRZENIE_astmy 42 126.00
6 LECZENIE_zaostrzenia 23 92.00
7 GLIKOKORTYKOSTEROID_wziewny 46 92.00
8 ZAOSTRZENIE 103 90.90
9 BADANIE 87 90.75
10 ROZPOZNANIE_astmy 30 90.00
11 RYZYKO 98 87.30
12 POSTĘPOWANIE 73 70.20
13 ZATOKI_przynosowe 17 68.00
14 ciężkie_ZAOSTRZENIE 22 66.00
15 PRZEPŁYW_powietrza 31 62.00
16 WYSTĘPOWANIE 65 61.50
17 ROZPOZNANIE 68 60.30
18 WIEKO 85 59.85
19 STOSOWANIE 192 57.60
20 GRUPY_wiekowe 14 56.00
2488 szkodliwa_CZĄSTKA 1 1.00
2489 DZIAŁANIE_glikokortykosteroidu 1 1.00
2490 ZAKRESY_zużycia 1 1.00
2491 JAMA_nosowa 1 1.00
2492 źródłowy_DOKUMENT 1 1.00
2493 nowoczesny_LEK 1 1.00
2494 charakterystyczna_CECHA 1 1.00
2495 EKONOMIKI_wdrażania 1 1.00
2496 OCENA_lekarska 1 1.00
2497 PRZETWÓRNIA_ryb 1 1.00
5141 MOC 1 0.04
5142 ODPOWIEDZIALNOŚĆ 1 0.04
5143 OKOLICZNOŚĆ 1 0.04
5144 NIEODPOWIEDNI 1 0.04
5145 POŚCIEL 1 0.04
5146 MNIEJSZOŚĆ 1 0.04
5147 PRACUJĄCY 1 0.04
5148 CAŁOŚĆ 1 0.04
5149 SŁUŻĄCY 1 0.04
5150 WPŁYW_CFC 1 0.04
5151 BETA 1 0.01

Fig. 7 shows extracted concepts related to the term ryzyko
(Eng. risk) arranged into a small hierarchy. The term repeated
quite frequently over the document. It can be seen that in
two cases 3-grams would be more adequate, because some
complements are missing, e.g. RYZYKO_utraty (Eng. risk of
loosing).

The presented software is still in development phase, hence
only preliminary results of concept extraction can be given.
During future experiments several parameters controlling the
execution should be tuned to provide high accuracy ratio.

The configurable parameters include norms used at various
stages of aggregation (see Section V-C), as well as weights as-
signed to rules and individual transitions. Taking into account
the complexity of rule definitions (see Fig. 5) and the number
of rules, weights tuning must be performed in an automated
way.

We already started to implement such mechanisms. During

362 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



the experiment described in Section VI rules with single word
transformation patterns were attributed with smaller weights
(0.3). This value was selected quite arbitrarily.

Another example is related to handling a situation described
as tag conflict. Quite often Morfologik identifies a word a
member of two various part of speech classes, e.g. an adjective
vs. a noun or a verbal noun vs. a noun. In this case, while
compiling the annotations, we attribute higher weights to
transitions derived from adjectives and verbal nouns (0.9), than
nouns (0.1).

RYZYKO (87.30)

RYZYKO_wystąpienia (15.00)

RYZYKO_działania (12.00)

RYZYKO_zaostrzenia (12.00)

RYZYKO_astmy (9.00)

RYZYKO_złamania (9.00)

RYZYKO_skutku (6.00)

RYZYKO_zakażenia (6.00)

RYZYKO_uczulenia (3.00)

RYZYKO_utraty (3.00)

RYZYKO_chorób (2.00)

RYZYKO_alergizacji (1.93)

RYZYKO_hospitalizacji (1.25)

RYZYKO_objawu (1.00)

RYZYKO_zgonu (1.00)

RYZYKO_toksyczności (0.13)

Fig. 7. Concepts related to the term ryzyko (risk)

VII. CONCLUSIONS

In this paper we present a solution for concept extraction
from Polish texts with special focus on correct morphological
forms of obtained concept names. As Polish is a highly
inflected language, detected names need to be transformed
following Polish grammar rules. We propose a user-friendly
method for specification of transformation patterns, which is
based on a simple annotations language. Annotations prepared
by a user are compiled into transformation rules. During
the concept extraction process the input document is split
into sentences and the rules are applied to sequences of
words comprised in sentences. Recognized strings forming
concept names are aggregated as various levels. Although
the annotation language is simple, it is flexible enough to
specify various translation patterns, for example it is possible
to apply inversion or to omit such tokens appearing in the
input sequence as commas or prepositions.

The design of rules follow the language of Petri nets,
combining elements of colored [12] and fuzzy [6] Petri
nets. Rules comprise input places (filled with elements of
analyzed n-grams), output places, where results are collected,
and transitions linking them. Similarly to colored Petri nets,
tokens are tuples – in this case they represent words and part
of speech information. Tokens are also equipped with fuzzy
weights. The internal behavior exhibited during rules execution

borrows from fuzzy Petri nets (i.e. there is no conflict between
transitions that may fire simultaneously and produce multiple
tokens in output places). A similar approach was used in our
previous works related to semantic event recognition and it
turned out to be very efficient [26], [25].

Although we did not provide the formalization in the flavor
of fuzzy rules and Fuzzy Inference Systems and fuzzy rules
[22], [15], the discussed approach follows this direction. A
token put in an input place receives a weight based on a kind
of membership function (see Section V-B, step 3). This step
resembles the fuzzification stage in fuzzy inference systems.
Further, after a rule is executed, weights of output token
are combined using configurable aggregation norms. This in
turn corresponds to defuzzification step. Nevertheless, the
transformation rules are not semantic, they are not prepared
by experts and do not reference linguistic terms in the sense
of fuzzy logic.

The rules are obtained fully automatically. This point also
differs the presented approach from the Language tool [18]
discussed in Section. II.

The developed software is tightly coupled with the Mor-
fologik dictionary for the Polish language and accompanying
library API. However, the proposed approach is quite general
and can be applied to texts in other languages, provided that a
language specific dictionary, as well as a software supporting
lemmatization and synthesizing are available.

There are several avenues for future work. We plan to define
3-gram translation patterns and patterns comprising verbs, .e.g.
he reads a book → book reading. Further improvement to
the extraction accuracy can be achieved by tuning several
parameters: rule and transition weights and norms. Another
direction may be related to rule management, removing redun-
dant rules, refactoring (e.g. splitting transitions) and purging
tag sets assigned to transitions.
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[21] P. Pęzik, “Wyszukiwarka PELCRA dla danych NKJP,” 2012.
[22] T. Ross, Fuzzy Logic with Engineering Applications. Wiley, 2009.
[23] A. Stavrianou, P. Andritsos, and N. Nicoloyannis, “Overview and

semantic issues of text mining,” ACM Sigmod Record, vol. 36, no. 3,
pp. 23–34, 2007.

[24] P. Szwed, “Application of fuzzy ontological reasoning in an implemen-
tation of medical guidelines,” in Human System Interaction (HSI), 2013
The 6th International Conference on, June 2013, pp. 342–349.

[25] ——, “Video event recognition with Fuzzy Semantic Petri Nets,” in
Man-Machine Interactions 3, ser. Advances in Intelligent Systems and
Computing, A. Gruca, T. Czachórski, and S. Kozielski, Eds. Springer
International Publishing, 2014, vol. 242, pp. 431–439. [Online].
Available: http://dx.doi.org/10.1007/978-3-319-02309-0\_47

[26] P. Szwed and M. Komorkiewicz, “Object tracking and video event
recognition with fuzzy semantic petri nets,” in Proceedings of the 2013
Federated Conference on Computer Science and Information Systems,
Kraków, Poland, September 8-11, 2013., M. Ganzha, L. A. Maciaszek,
and M. Paprzycki, Eds., 2013, pp. 167–174. [Online]. Available:
http://fedcsis.org/2013/

[27] M. Wolinski, M. Milkowski, M. Ogrodniczuk, and A. Przepiórkowski,
“Polimorf: a (not so) new open morphological dictionary for polish.” in
LREC, 2012, pp. 860–864.

364 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



AIA'15 Data Mining Competition: Tagging Firefighter
Activities at a Fire Scene is a continuation of the last

year's competition organized within the framework of Inter-
national  Symposium on Advances in Artificial  Intelligence
and  Applications  (AAIA'15,  https://fedcsis.org/aaia).  It  is
also an integral part of the 2nd Complex Events and Infor-
mation  Modelling  workshop  (CEIM'15  https://fedcsis.org/
ceim) devoted to the fire protection engeneering. This time,
the task is related to the problem of recognizing activities
carried out by firefighters based on streams of information
from body sensor networks.  Prizes worth over 4,000 PLN
will be awarded to the most successful teams. The contest is
sponsored  by  Polish  Information  Processing  Society
(http://www.pti.org.pl/),  with a  support  from University of
Warsaw  (http://www.mimuw.edu.pl/)  and  ICRA  project
(http://icra-project.org/).

A

INTRODUCTION

A fire ground is considered to be one of the most challeng-
ing decision  taking environment.  In  dynamically changing
situations, such as those occurring at a fire scene, all deci-
sions need to be taken in a very short time. Since wrong de-
cisions might have severe consequences, a commander of the
response team is forced to act under a huge psychological
pressure. This fact, combined with incomplete or inaccurate
information about the current situation, sometimes leads to
committing serious mistakes [1].

There are several initiatives that investigate this complex
problem. One of them is The National Near Miss program in
the  USA (www.nationalnearmiss.org/).  It  gathers  and  ana-
lyzes  reports  describing real-life  dangerous  situations,  and
tries to draw some conclusions regarding their causes. Based
on several  thousand of  carefully analyzed  reports,  experts
identified the “lack of situational awareness” as the main fac-
tor associated with major accidents among firefighters [2].
This observation is in accordance with the results of the pre-
vious edition of our data mining competition [3]. The situa-
tional awareness corresponds to the cautiousness of a com-
mander and his understanding of the actual state of the envi-
ronment. Conditions affecting the situational awareness can
be broken down into three groups: a lack of information, a
lack of knowledge and a lack of cognition [4]. In this con-
text, it seems that an increase in the situational awareness of
commanders would result in taking better decision and thus
increasing the safety of firefighters. Studies on the causes for
mortal accidents during the actions of firefighters were also
conducted by the Department of Homeland Security of the
United States [5].  One conclusion of their research is that
over 43% of deaths at a fire scene was caused by the stress
or overexertion. Therefore, another critical way of increasing
the firefighter safety is by monitoring their kinematics and

psychophysical condition during the course of fire & rescue
actions. 

Our  research  team  works  on  those  problems  within  a
frame of ICRA project (www.icra-project.org/). One of pro-
totype tools developed as a result of this project is, so called,
a "smart jacket". This device is a wearable set of body sen-
sors that allows to automatically track a firefighter at a fire
scene. It also enables real-time screening of firefighter’s vital
functions and monitoring of ongoing activities at the scene.
The later of those two tasks is the main scope of this year’s
AAIA Data Mining Competition. We would like to ask par-
ticipants to come up with efficient algorithms for labelling
activities conducted by firefighters during their training exer-
cises, based on provided data sets from our body sensor net-
work. More details regarding the data and their acquisition
process can be found in Task description section. Moreover,
a good starting point for research on the problem of activity
recognition based on body sensor data was described in [6].
We hope that  your expertise and innovative ideas will be-
come a  valuable contribution in our  effort  to  increase  the
safety of brave men and women serving in Polish State Fire
Service.

SPECIAL SESSION AT CEIM'15

As in the previous year, a special session devoted to the
competition will be held at 2nd Complex Events and Infor-
mation  Modelling  workshop  (CEIM'15  https://fedcsis.org/
ceim) which is a part  of 10th International Symposium on
Advances  in  Artificial  Intelligence  and  Applications
(AAIA'15, https://fedcsis.org/aaia). We will invite authors of
selected reports to extend them for publication in the confer-
ence  proceedings  (after  reviews by Organizing Committee
members) and presentation at the conference. The publica-
tions will be treated as regular papers (including indexation
in the Thomson Reuters Web of Science, DBLP, Scopus and
other  portals).  The invited teams will  be  chosen based  on
their final rank, innovativeness of their approach and quality
of the submitted report.

AWARDS

Authors of  the top ranked solutions (based  on the final
evaluation scores) will be awarded with prizes:

• First Prize: 3000 PLN + one free FedCSIS'15 con-
ference registration,

• Second Prize:  1000  PLN + one  free  FedCSIS'15
conference registration,

• Third Prize: one free FedCSIS'15 conference regis-
tration.

The  award  ceremony  will  take  place  during  the
FedCSIS'15  conference (September 13 - 16,  Łódź).  Tradi-
tionally, invited authors who decide to attend the conference
will receive a diploma and a competition T-shirt. 
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Abstract—In this paper, we summarize AAIA’15 data mining
competition: Tagging Firefighter Activities at a Fire Scene, which
was held between March 9 and July 6, 2015. We describe
the scope and background of the competition. We also reveal
details regarding the data set used in the competition, which
was collected and tagged specifically for the purpose of this data
challenge. We explain the data acquisition process which involved
using a body sensor network system consisting of several inertial
measurement units and a physiological data sensor. Finally, we
briefly discuss submitted results with respect to their possible
real-life application in our decision support system.

I. INTRODUCTION

The emergency scene is considered to be one of the most
dangerous and stressful working environments [3]. Each year
the numbers of firefighters die or are injured during the fire &
rescue operations. There are many contributing factors which
lead to the unsafe events. Those factors are investigated by
special commissions and according to [10] 25% of accidents
are caused by bad decision making, 29% by bad situational
awareness and 10% by bad communication.

The key aspect (regardless of the type of the Incident
Management System) comes down to modelling of percep-
tion and evaluation of the emergency scene by the Incident
Commander (IC) [5], [9], [6]. The relevant incident assessment
methodology increases the safety of the rescuers and the
chances for success. Information plays a pivotal role in the
perception and evaluation. Therefore, there is a strong demand
on increasing the sensor density in order to provide more
information to the IC. The information reported to the IC must
satisfy the information triangle rule [5]. It means that it should
be relevant, accurate and timely. All of those aspects — in
dynamically changing environment such as a fire incident is
— is difficult to satisfy.

The research was partially supported by the Polish National Science Centre
- grant 2012/05/B/ST6/03215 and by the Polish National Centre for Research
and Development (NCBiR) — grant No. O ROB/0010/03/001 in the frame of
Defence and Security Programmes and Projects: “Modern engineering tools
for decision support for commanders of the State Fire Service of Poland during
Fire&Rescue operations in the buildings”.

During emergency firefighters are mostly concentrated on
their principal activities. For the safety reasons they are not
able to share in real-time with the IC the information about the
current conditions. Paradoxically, as described above, activities
currently performed by the firefighters, their physical condition
as well as temporal and spatial relation to the fire are crucial
for the IC in order to ensure safety operating of the firefighters.

Since the information at the emergency scene is crucial for
the operating safety and the personal real-time reporting from
firefighters are hampered, the new ways of indirect commu-
nication and information sharing are needed. The computer-
based systems for human activity recognition may help to
reduce the unsafe events, improving the communication and
increasing the efficacy of the incident management. Moreover,
due to the dangerous environment for human, it could be
expected that in the future more and more robot will be
involved in operating at the emergency scene. The human
activity recognition system may create a bridge for human
robot cooperation at the scene.

Human activity recognition using Body Sensor Networks
(BSN) is a non-invasive system that is able to deliver infor-
mation about person locomotion patterns, current posture and
specific action performed. In the system that is considered in
this paper, a network of inertial measurement units are used.
They are able to gather kinematic (motion) data from different
parts of the body. This information is then processed using
classification techniques [16] (by the body-worn computation
unit) in order to estimate activity and passed via radio link
to the IC. In such systems like described training data needs
to be prepared beforehand and classification procedure needs
to take into account power consumption on mobile processing
unit and low-radio link throughput.

This paper describes a data mining competition which was
organized at the Knowledge Pit platform [14]. Special dataset
collected during training exercises of firefighters cadets using
custom-built BSN was prepared and made available publicly
to encourage a research community to work on new methods
and classification models in this particular application. The
competition was a part of a broader research addressing a
sensory data acquisition at the incident place. The submitted
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results forms very valuable input into the field and forms a
comparable platform for future research.

The paper starts from a detailed discussion of the data
acquisition process, including our hardware setup, collection of
the data and the process of tagging. The third section describes
the preprocessing of the data set for the competition and
the evaluation scenario of solutions submitted by competitors.
This section also includes a brief summary of the competition
results. The paper ends with concluding remarks and a draft
of our plans for future work.

II. DATA ACQUISITION

This section describes data acquisition part of the competi-
tion. In the first paragraph we will discuss our hardware design
and processing challenges connected with on-line processing
the data. Second paragraph will summarize recording sessions
and the final paragraph will cover process of annotating the
data set.

A. Hardware setup

The data acquisition hardware is consisted of sensors
(seven IMUs and physiological data sensor) and Data Acquisi-
tion Unit (DAU). In order to overcome clock synchronization
issues all IMUs are connected via physical link to real-time
embedded system that streams the data to DAU. Physiological
sensor has it own clock synchronization system, therefore in-
formation can be streamed via Bluetooth. Moreover, DAU pro-
vides simple web interface (accessible via Wi-Fi connection)
to control recording trials (starting, stopping and monitoring
data collection process).

In our setup we use:

• 7×IMU (Polulu AltIMU-9 rev-4) — 3-axis ac-
celerometer (±16 g dynamic range) and gyroscope
(±2000 ◦/s maximum angular rate) with 16 bit signed
integer resolution, two IMUs for legs, two for hands
and arms and one for back,

• Real-time system embedded — based on Arduino Mi-
cro prototype platform, connected via USB interface
to DAU,

• Data Acquisition Unit — based on Odroid-U3+ with
external battery, additional Bluetooth and Wi-Fi mod-
ule,

• Physiological data sensor — Equivital EQ02 SEM,

• Communication nodes — XBee-PRO R© 868.

In a low level point of view, IMU are two different sensors,
one for measuring accelerations one for angular rates. Both,
accelerometer and gyroscope provide 16 bit signed integer for
each axis (horizontal, vertical and altitudinal), and communi-
cate via I2C bus. In order to provide the data with zero-time
offset between different IMUs, we used real time system (mi-
crocontroller) and we have prepared parallel communication
version of I2C library. The library enables us to read the sensor
readings from all IMUs at the same time with 1000 samples
per second. We decided, however, to gather the data with the
frequency about 200 Hz which is a sufficient for classification

Fig. 1. Hardware setup that is able to gather motion data from different parts
of the body. IMUs are kept in a custom 3D printed casing and mounted to
the body using elastic bands.

purposes, while providing low noise and enough accuracy for
the most of the sudden movements.

Physiological data (ECG waveform, heart rate, breathing
rate and skin temperature) was recorded by Equivital1 on
internal storage and redundantly sent via Bluetooth to DAU.

During recording session the raw data was stored on DAU
using binary format. Single sample, consist of readings from
all sensor which sums up to 680 bits (16 bit · 2·7 sensors ·
3 axis + 8 bit time stamp). In the real application, however,
the minimum required bandwidth for the data transmission is
higher because of network maintaining routines overhead, so
final minimal bandwidth was more than 49.8 kB/s for each
subject. Reliable transmission of the raw data through radio
for longer distances (1–2 km) while maintaining reasonable
power consumption is very challenging or almost impossible
task. LTE or Wi-Fi connections enables us to stream such
amount of data, but while using these technologies problems
with the power consumption arise (see [13], [7]). Although low
frequency radios have low bandwidth, the power consumption
is sufficient — this setup, however, imposes the need of pro-
cessing the data locally and transmission partially preprocessed
data.

Most intuitive and robust design is that the data is processed
on DAU and only the classification result should are sent to
remote server. On the other hand there is no implementation
of more sophisticated classification system dedicated to work
on embedded system (due to floating point precision and lack
of processing power). Therefore, we have used Odroid-U3+
platform based on quad-core Cortex-A9. This platform has a
two scaling frequencies options and possibility of choosing the

1http://www.equivital.co.uk/
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number of cores being used. This setup gives us ability to scale
power consumption depending on classification algorithm.

B. Training session recording

Recording sessions took place from January till February
2015 at the Main School of Fire Service in Warsaw. Sixteen
cadets were recorded during a training session of fire incident.
There were two scenarios of the trial and each of them
was repeated three times. However, we did not use breathing
apparatus and real-life obstacles which changes significantly
kinematics of a subject in real incidents.

Recording procedure was as follows: before session each
sensor was calibrated on-place and checked for errors using
gravitational force measurements in different sensor orienta-
tions. Two cadets participated in each session, whereas only
one of them was wearing the sensors. Second cadet was
later responsible for maintaining equipment on field. Those
preparations lasted for 30 minutes. Each session was recorder
using two cameras. Quality of the kinematic recordings was
monitored with respect to throughput of the data using mobile
device. At the beginning of each trial subject was asked to
jump for three times to estimate precise time shift between
video and kinematic data. Cadet performed two significantly
different scenarios in three trials (each of them lasted 3–5
minutes), after that wearable sensor was transferred to the
second cadet. At the end of the trial, the sensor on-body
mounting was checked for displacement and the data was
archived.

Recording of two cadets usually lasts for three hours and it
requires commitment of three additional persons. After manual
examination and verification of data quality we have chosen
only eight out of fifteen sets of recordings. In the most of
cases the reason for the elimination of a recording was either
a sensor malfunction or a displacement of the sensor during
the recorded training session.

C. Tagging the data set

Tagging was prepared using video material on which
acceleration from torso sensor was overlaid with precise time
synchronization using marker (three jumps that was very easily
observable in sensory data). Time series was divided into
episodes of actions and there was always left a small gap
between episodes in order not to introduce noisy transition
phases (for example, deceleration from running to walking).

We decided to prepare two set of labels (tags), namely:

• posture which included: crawling, crouching, jump-
ing, movement, standing, stooping,

• activity — few tags specifying short and specific
actions. It included: carrying, carrying_hammer,
carrying_nozzle, carrying_hose, hammer_striking,
hose_throwing, ladder_down, ladder_up,
manipulating, mounting_hose, nozzle_usage, running,
searching, signal_hose_pullback, signal_water_first,
signal_water_main, stairs_down_fast, stairs_up,
stairs_up_fast, standing_up, starting, step, stopping,
taking_equipment, taking_hammer, waiting, walking.

TABLE I. OCCURRENCES OF POSTURE TAG IN FINAL DATA SET.

Posture Number of occurrences Total time [s]
crawling 27 461.75

crouching 125 1109.0
jumping 96 242.75

movement 613 3083.0
standing 423 1524.25
stooping 267 645.0

TABLE II. MOS POPULAR TAGS IN SECOND GROUP.

Activity Number of occurrences Total time [s]
ladder_down 24 230.5

ladder_up 23 237.5
manipulating 482 1787.75

no_action 51 122.5
nozzle_usage 48 715.5

running 337 1800.25
searching 25 439.0

signal_hose_pullback 2 4.25
signal_water_first 33 63.0
signal_water_main 30 51.25
signal_water_stop 4 9.75

stairs_down 32 175.0
stairs_up 69 294.0
starting 49 119.5
stopping 47 123.25
striking 68 339.75

taking_hammer 47 68.75
throwing_hose 84 208.5

walking 94 273.25

However, not all of these tags were fully independent. For ex-
ample, carrying always occurs after one of carrying_hammer,
carrying_nozzle, carrying_hose. Therefore, not all combina-
tions exist.

First tag in the activity labels specifies main action and
other introduce detailed activities. The idea behind this was to
show hierarchy of events.

D. The acquired collection of data

The data set consist of 16 recording session (one for each
cadet), while only 8 is most suitable for analysis. Each session
is composed from kinematic data divided into six trials (three
trials for two scenarios) accelerometer and gyroscope in three
axes from seven mounting points described before (see Fig. 2
as example of such session). There are 3 065 664 records as
a whole summing up to 4.25 h of data.

TABLE III. EIGHTEEN MOST POPULAR COMBINATION OF TAGS.

Posture Activities Total time [s]
movement running 727.25
movement running carrying_hose carrying 537.50
crawling searching 439.00

movement running carrying_hammer carrying 436.00
crouching nozzle_usage 432.25
crouching manipulating 389.00
stooping manipulating 350.00
standing striking 339.75

crouching manipulating mounting_hose 261.75
standing nozzle_usage 260.00
standing manipulating carrying_nozzle carrying 252.50
standing manipulating 248.50

movement ladder_up carrying_nozzle carrying 237.50
movement ladder_down carrying_nozzle carrying 197.75
movement stairs_down 168.50
stooping throwing_hose 158.75

movement stairs_up carrying_nozzle carrying 137.25
movement stairs_up carrying_hammer carrying 132.75
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stairs_down throwing_hose

running stairs_up and stairs_down
stairs_down

stairs_up

Fig. 3. MDS embedding for selected activities (colours denotes different test
subjects). Notice that in the last figure dots denotes stairs_down tag, whereas
crosses stairs_up.

Physiological data is composed from ECG waveforms from
two leads filtered using proprietary algorithm. From this time
series heart rate (estimated in the periods of 5 seconds) and
R-R intervals are computed and enclosed into the data set.
Additionally, breathing rate was estimated using elastic band
and skin temperature are enclosed.

The main challenge for classification scenario in this par-
ticular data set is to generalize the same activities between
different subjects. Certain physical activities can be performed
in a very different way — this problem arises from number
of reasons: starting from handedness, physical disposition,
weight and height, etc. Those differences could be even so
significant that they can be used for biometric authentica-
tion [8]. Moreover, sensor placement can be slightly different
between session (although we put extra effort to ensure the
same mounting places).

In Fig. 3 we depicted similarities of randomly selected
∼ 2 s sequences of data. To be more precise, we see there
multidimensional scaling on the set of features of the data, i.e.
solution to the following minimization problem

min
x1,...,xN∈R2

∑

1≤i<j≤N

(
‖xi − xj‖ − ‖fi − fj‖

)2
, (1)

where fi ∈ RK denotes feature vector of the ith window. The
feature vector is composed using statistics commonly used in
solutions described in section III-D.

The bottom-right plot of Fig. 3 illustrates that the certain
activity can be more similar to different activity than the
same activity of different subject. Of course this strictly
depends on classification model but, all in all, this shows
that physical activity classification needs to be performed with
respect to subject identification. Another problem is illustrated
on top-right plot of the same figure. In the dataset there

was left-handed subject and certain activities (for example
throwing_hose) was performed in very distinctive way.

III. AAIA’15 DATA MINING COMPETITION

AAIA’15 Data Mining Competition took place between
March 9, 2015 and June 5, 2015 at Knowledge Pit on-line
platform. It was a continuation of the contest initiated during
the previous edition of the data challenge associated with
International Symposium on Advances in Artificial Intelligence
and Applications (the AAIA conference series) [14]. This
year’s topic was related to real-time screening of firefighters’
vital functions and monitoring of ongoing physical activities
at the incident scene.

A. The task description

The objective in this competition was to devise efficient
methods for automatic labelling of short series of the sensory
data with basic activities of a firefighter. On the one hand,
this task was very challenging due to a fact that different
people tend to perform the same activities in different ways. On
the other hand, automatically generated and accurate activity
labels would facilitate monitoring of firefighters’ safety and
contribute to development of efficient command supporting
systems [13], [14].

For the purpose of the competition we provided the ac-
quired data in a tabular format as two separate sets. The
training data set contained 20,000 rows and 17,242 columns.
Each row corresponded to a short time series (approximately
1.8 s long) of sensory readings. Such a short time period was
dictated by the applicability requirements and the available
hardware setup (see Section II-A)

The first 42 columns represented aggregations of data from
sensors monitoring firefighter’s vital functions. The remaining
columns were divided into 400 chunks that represented con-
secutive readings from the sets of kinetic sensors attached to
firefighter’s torso, hands, arms and legs (see the more detailed
description in Section II). Therefore, a single chunk of columns
consisted of 43 numeric values, from which the first one
was time from the beginning of the series and the following
42 values represented the readings from the accelerometers
(measured in m/s2) and gyroscopes (measured in deg/s).

An average time difference between consecutive sensory
readings in the data was 4.5ms. Labels for the training data
were provided in a separate file. Each row in this file contained
two labels for a corresponding row in the training data. The
first label described a posture of a firefighter and the second
described his current activity. In the original dataset the activity
was described by 1 to 4 tags. For the competition we have
provided only the main activity. Test data file was in the same
format as the training data set, however, the labels for the test
series were hidden from participants.

It is important to note that the training and test data sets
consisted of recordings which were obtained from different
groups of firefighters. Each of the sets contained the data ac-
quired from only four persons and the scenario of the training
exercises which they conducted was slightly different. There
were no firefighter identifiers available in the data. By hiding
this information from participants we wanted to promote
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Fig. 2. Accelerations from BSN. Three actions were selected and marked.

solutions which are insensitive to individual characteristics of
particular firefighters and are able to cope with disturbances
of the data. Those prerequisites were the main reason for
the unbalanced distribution of decision labels and had a huge
impact on the shape of the most successful solutions.

B. Evaluation procedure

The quality criterion in the competition was devised so that
it reflected the specific requirements for the task. Since this
task involved labelling sequences with tags that could take
many different values with unbalanced representation in the
data, the quality of submitted solutions was assessed using
the balanced accuracy measure. This particular criterion had
been already used in several others data mining competitions,

e.g. [18]. It is insensitive to skewed distribution of decisions
and thus promotes classifiers which are able to robustly iden-
tify labels of cases from minority classes.

The balanced accuracy (BAC) is typically defined as an
average accuracy within all decision classes. In particular, if
we denote a vector with predictions returned by a classifier by
preds and a vector of true decision labels by labels, we may
define BAC as:

ACCi(preds, labels) =
|{j : predsj = labelsj = i}|

|{j : labelsj = i}| , (2)

BAC(preds, labels) =
1

l

l∑

i=1

ACCi(preds, labels), (3)

where l is the total number of possible labels. In our compe-
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TABLE IV. THE FINAL AND PRELIMINARY RESULTS OF THE
TOP-RANKED TEAMS.

Rank Team name Preliminary Final score
1 jan 0.85768 0.83912
2 zagorecki 0.85184 0.82985
3 nitekna 0.85015 0.8261
4 mathurin 0.82523 0.80408
5 lp319499 0.80318 0.79137
... ... ... ...
38 baseline 0.61414 0.60361

tition, a value of BAC measure was separately computed for
the two decision attributes (the posture and activity). Due to
the fact that the decision attributes considerably differed in the
number of possible values, we decided to assign them different
weights which would compensate for the increased difficulty
of predicting the activity label. As a result, the BAC values
for the posture and activity attributes had a different impact
on the evaluation score. If we denote the BAC value for the
posture as BACp and the value for the activity as BACa, we
can determine the evaluation score of a solution s as:

score(s) =
BACp(s) + 2 ·BACa(s)

3
. (4)

The evaluation procedure in the competition was two-fold.
During the course of the contest an on-line evaluation system
was providing a constant feedback for the participants in a
form of a publicly available leaderboard — a dynamic ranking
of participant’s best results. However, the scores displayed on
the leaderboard were only a preliminary assessment of the
solution’s quality. They were computed using only 10% of
available test data. After completion of the competition there
were the second evaluation round. It was available only for
those teams which had provided a description of their solution
in a form of a short competition report. The final evaluation
was carried out independently from the preliminary one, using
the remaining part of the test data.

C. Summary of the competition results

AAIA’15 Data Mining Competition attracted skilled data
mining practitioners from around the world. Comparing to the
previous year’s edition of the challenge there were noticeably
more registered teams (152 in total, an increase by 36 teams),
from which 79 actively participated in the challenge by sub-
mitting at least one solution (an increase by 22 teams). We
received 1,840 correctly formatted solutions (an increase by
42%) and the top-ranked participants have beaten the baseline
solution by nearly 24 percentage points. Additionally, 50 teams
provided a brief report describing their approach. Table IV
shows scores obtained by the top-ranked teams.

The solutions submitted by participants proved to be a
valuable source knowledge. They not only provided an in-
sightful view on the state-of-the-art in multidimensional time
series analysis but also contained inspiring new ideas, design
specifically for the considered problem. The most interesting
of these ideas are described by their authors in separate
papers submitted for the competition track of AAIA’15 con-
ference [2], [11], [15], [17], [19], [20].

D. Summary of the most successful submissions

The top-ranked participants of AAIA’15 Data Mining
Competition managed to test effectiveness of a wide range
of approaches to classification of high dimensional sensory
data. However, nearly all of the successful solutions had a
common denominator. They all utilized some sort of attribute
engineering or feature extraction methods [12] in order to
represent the time series data by a new set of attributes.
In all cases, the main purpose of this data transformation
was to define an attribute space which on the one hand
was insensitive to differences in movement patterns between
different firefighters and on the other hand, was characterized
by a much lower dimensionality in comparison to the tabular
representation of the competition data.

Among the new features used in the top solutions a large
share corresponded to summary statistics, commonly used to
describe sample distributions. These characteristics include
typical location statistics (i.e. mean, centiles, time window
minimum and maximum), shape statistics (i.e. skewness, kur-
tosis) and dispersion statistics (i.e. standard deviation, energy,
range and difference between centiles). Several solutions also
made use of characteristics measuring the dynamics of data,
such as the mean, minimum and maximum difference between
values of consecutive sensor readings. Finally, the two best
solutions in the competition were using features derived from
the Fast Fourier Transform of the data.

Having defined a suitable representation of data, the partici-
pants were employing standard machine learning algorithms to
perform the classification. Among the most popular classifiers
were the Random Forest [4] and Support Vector Machines [1].
The best results were obtained by teams which carefully tuned
parameters of their learning algorithm. Interestingly, the top-
ranked participants were using different approaches to tackle
the problem of two decision attributes in the data. Some of
the teams constructed two independent classifiers, whereas the
others merged the two class labels into a single one and trained
a single model for a multi-class prediction problem. However,
the best performing classification model was firstly trained
to predict the first label (the posture) and then, the obtained
prediction was used as a new feature for prediction of the
second label [15].

IV. CONCLUSION

Physical activity classification based on inertial data from
body sensor networks is a very challenging task. The main
difficulty that needs to be addressed when solving this problem
is the fact, that same activity can be performed in very different
ways by different subjects. Moreover, due to severe hardware
limitations, any classification scenario in a real-life application
needs to find a trade-off between a classification accuracy
and power efficiency. So far very little work has been done
to address this issue and devise new methods that would be
suitable for mobile, long-running platforms.

In this paper we described a data set that can be used in
future studies on this important subject. We also summarized
a data mining competition which we had organized in order
to draw attention of data mining community and stimulate
research in this type of application areas. In particular, so-
lutions submitted by participants of the competition constitute

372 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



a valuable insight regarding the state-of-the-art in the on-line
activity recognition field.
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Abstract—Multi-sensor based classification of professionals’
activities plays a key role in ensuring the success of an his/her
goals. In this paper we present the winning solution to the
AAIA’15 Tagging Firefighter Activities at a Fire Scene data mining
competition. The approach is based on a Random Forest classifier
trained on an input data set with almost 5000 features describing
the underlying time series of sensory data.

I. INTRODUCTION

HUMAN activity recognition based on sensor inputs,
cf., e.g., [1], [7], [14], is essential in many practical

applications. In particular, a fire scene constitutes a dynamic
environment in which valid, precise, and fast human decisions
play a key role. Here, the aim is to achieve success in
an emergency rescue mission, having in mind safety of the
involved firemen [4] and his/her ability to save other peoples’
lives and – in the second place – property, wealth, etc. It
is worth noting that an automated decision support system
may be used to increase the widely-conceived quality of an
agents’ behavior. One of its most fundamental components
relies on a proper detection of an action a fireman is actually
performing at a given moment. The topic of AAIA 2015 Data
Mining Competition: Tagging firefighters’ activities at a fire
scene [8] aimed to deliver accurate model for recognising
firefighters movements and activities based on multi-sensor
data. In consecutive sections we explain the winning approach
in very detail. The proposed solution was implemented in the
R environment for statistical computing [11]. The solution
is available on–line as a Git repository at https://github.com/
janekl/AAIA15_Data_Mining_Contest.

The paper is organized as follows. In the section to follow,
we describe the analyzed data set and define the evaluation
metric used. In Section III we discuss main challenges that the
data set brought. In Section IV we present the winning solution
in detail and indicate its advantages, limitations, and possible
extensions for future work. Finally, Section V concludes the
paper.

II. PROBLEM STATEMENT

The main purpose here is to design a model for a
classification problem with two class attributes. The first
class denotes the main activity of a firefighter. This class
is referred to as posture class and it has 5 distinct labels
(crawling, crouching, moving, standing and
stooping). The second class, called action class denotes
a particular activity of a firefighter and consists of 16
labels (4 labels associated with movement along ladder
or stairs: ladder_down, ladder_up, stairs_down,
stairs_up, 2 labels regarding forward movement:
walking and running, labels describing firefighters’
operational movements: manipulating, nozzle_
usage, signal_hose_pullback, signal_water_
first, signal_water_main, signal_water_stop,
striking and throwing_hose and a no_action
label).

The evaluation metric employed in the competition is the
weighted average of balanced accuracy for the two classes.
Below we recall the definition of this measure. For each label
li within a class attribute we define classification accuracy as

acc(li) =
|{j : l(xj) = li ∧ p(xj) = li}|

|{j : l(xj) = li}|
,

where l(xj) = li denotes the true label for instance xj and
p(xj) denotes the label assigned by a classifier. If a class
attribute C assumes L possible labels, then the balanced
accuracy score for that class is defined as

BAC(C) =
1

L

L∑

i=1

acc(li).

Now, we may consider the weighted average of balanced
accuracy scores for posture and action classes, which is given
by

EvaluationMetric =
1

3
BAC(posture) +

2

3
BAC(action).
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Fig. 1. Plot of the raw series (red) along x-axis of the accelerometer
recordings at right hand for pair of labels (moving, running) and the
smoothed series with 20-moving average filter (blue).

During the competition, the solutions were evaluated against
approximately 10% of test data. An evaluation metric is the
essence of a contest for both its organizers and participants.
Through design of an evaluation metric, the organizers define
their goal that they want to achieve. On the other hand, the
participants need to tailor their models to optimize a given
evaluation metric.

To train a statistical model, a training set consisting of
20.000 instances, each tagged with a pair of labels for posture
and action class, was used. Each instance consists of basic
statistics on the vital functions of a firefighter and a set of
42 time series which came from x/y/z–axis recordings from
gyroscopes and accelerometers attached at 7 points on the
body of a firefighter (left hand, right hand, left arm, right
arm, left leg, right leg, torso). Each time series consists of
400 recordings (every 4-5 ms) over ca. 2 seconds. Test set
consists of 20.000 instances as well. The goal was to develop
a model for tagging instances in the test set with a pair of
labels for the two class attributes. Both the training and test
data set are of size approximately 2.4 GB (uncompressed csv
files).

III. MAIN CHALLENGES

A. The same action, different results

Among one of the many challenges we find that the data
set was inherently noisy. Moreover, the samples of activities
in the training and test sets were due to activities of different
firefighters. We observed that this had a significant impact on
the classifier’s score: our scores in terms of the evaluation
metric were as high as 98% on a hold-out validation set.
This is a considerably high score bearing in mind that the
given classification problem is presumably not an easy task.
However, in related studies as high accuracy scores were
reported [10], [5]. The scores on the official leader-board
were significantly lower – with the best scores being equal
to ca. 85% during preliminary evaluation. The fact that an
instance may come from different source is a great challenge
in any application domain.

B. Imbalance of labels distribution

Another problem which required proper handling was re-
lated to the imbalance of labels proportion within each class
attribute. Table I presents the pair of labels within action and
posture for the test set.

Since the evaluation metric in the competition was the dis-
cussed balanced accuracy score, no label was distinguished
and misclassification rate has equal weight for every label
within each class. This metric treats each label within a class as
being equally important (equal weights), regardless of its a pri-
ori distribution in the data. This distribution of labels varied
significantly on the training set. For example, only about 0.5%
of all instances constitute for the signal_hose_pullback
label while about 32% for the manipulating label within
the action class. This means that we are given over 60 times
more instances having the former label. Such an uneven
distribution of labels requires proper handling by a model.
To overcome the problem of imbalanced label distribution,
we trained individual classifiers in an ensemble (to be precise,
using the below-discussed Random Forest method) based on
a stratified subsamples of training set in which each label
was represented in an equal amount. The proper balancing
of the training set enabled to tailor a model for the evaluation
metric employed in the competition.

IV. THE WINNING SOLUTION

Let us describe the implemented approach towards feature
extraction and model building for activity tagging problem.
The model used was based on the Random Forest classifier
which is an ensemble of decision trees. It is observed that
in practical situations it often yields high accuracy scores
[2], [6]. Another advantage of the Random Forest classifier
is that it is a fast method: its training and prediction phase
can be parallelized. Is is also relatively easy to handle (i.e.,
its parameter setup) as compared to other advanced ensemble
methods. Both the described below feature extraction and
the final model training procedures (included in the GitHub
repository) can be performed on a single machine within
a couple of hours. In our computations we used a 4–core 2.0
GHz CPU 16 GB RAM machine. The described parameter
optimization steps were performed on a cluster of 10 8–
core 3.40 GHz CPU 16 GB RAM machines to speed up
the computations.

A. Feature extraction

Our approach was particularly focused on the phase dealing
with features’ extraction. The extracted features were based
on literature [5], [9], [10] as well as the authors’ experimental
ideas. The processed training/test dataset is of size about 1.4
GB. For each activity we derived over 4700 features describing
a particular activity. First of all, we filtered the data with
a moving average window of size 20, see Figure 1. Since
the sensor recordings were gathered at a 4.5 ms. resolution,
this roughly corresponds to averaging the arriving over a
window of 0.1 second. This step was not crucial for the model
performance, however, it allowed to filter out the noise slightly.
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TABLE I
COUNTS FOR PAIRS OF LABELS FOR THE TWO CLASSES – TRAINING SET.

crawling crouching moving standing stooping
ladder_down 0 0 465 0 0
ladder_up 0 0 476 0 0

manipulating 0 1764 331 2356 1898
no_action 0 87 0 491 0

nozzle_usage 0 492 0 443 0
running 0 0 4324 0 0

searching 459 0 0 0 0
signal_hose_pullback 0 0 0 98 0
signal_water_first 0 0 41 496 0
signal_water_main 0 46 0 405 0
signal_water_stop 0 0 0 277 0

stairs_down 0 0 644 0 0
stairs_up 0 0 1157 0 0
striking 0 0 0 1022 0

throwing_hose 0 0 0 234 930
walking 0 0 1064 0 0

Next, for each of the time series, we derived basic summary
statistics: quantiles (denoted with qx in Tables III and IV
for x ∈ {0.01, 0.05, 0.1, 0.2, . . . , 0.9, 0.95, 0.99}), standard
deviation (sd), skewness, kurtosis, amplitude (defined as the
difference between 0.99-quantile and 0.01-quantile of the
series), the signal energy (ener; defined as the sum of squares
of consecutive recordings), the ratio between its maximal
absolute value and the median and minimal and maximal of the
first differences of a series (deriv1min and deriv1max).
We extracted a set of quantiles and standard deviations on
the time series processed by the Fast Fourier Transform, to its
real, imaginary and modulus (ModFFT) parts independently.
Additionally, we recorded first 5 Fourier coefficients of the
real and imaginary part of the transformed series. We also
extracted quantiles and standard deviation of the periodogram
(Period) of each time series. Further, for each pair of time
series we computed the linear correlation coefficients (cor).

We also extracted several experimental features for counting
the number of peaks in the series based on their sub-chunks
in which they exceeded the mean by one or two standard
deviations. We imposed a constraint that the minimal length of
a sub-chunk is 5 (for the filtered series). Finally, we counted
the number of times a given series crosses 0 and its mean.

Another property of Random Forest model is that it has
an inherent method of evaluation of feature relevance. Ta-
bles III and IV present the 50 most important features for
two individual classification tasks for the two class attributes.
The criterion of our choice according to which features are
evaluated is the mean decrease in Gini Impurity Index for
classification (column M.D.Gini). As far as the vital func-
tions are concerned, median respiratory rate reading med.rr
is present in the top 50 list for action classification problem.

Let us note that the number of features derived is large and
some of them do not posses a clear interpretation. However,
due to Random Forest model described in the next section
– which includes an inherent method of selecting relevant
attributes – we were able to handle and select relevant content
from this rich set of features.

B. Classification model

For the purpose of tagging the activities we used the
balanced Random Forest [2]. By the balanced Random Forest
classifier we mean an ensemble of trees that are trained on
subsamples of training set in which every label within a given
class is represented in an equal amount. This model was used
in a stepwise approach. In the first step, we trained the model
which aimed to recognize the posture of a firefighter. In the
second one, we trained the model to recognise the main action
of a fireman, given posture class attribute. This approach
is analogous to the classifier chaining method in multilabel
classification tasks [12]. In the tagging phase for new data we
plug the predicted posture labels by the first model as an input
for the model for the action class. The combined predictions
complete the tagging phase for test set.

The idea behind such a chaining method was driven by
the fact that some combinations of activities and posture
labels are mutually exclusive. For example, the posture cannot
be equal to standing when the main activity is equal
to ladder_up. When individual classifiers were trained,
such inconsistencies were very common. We managed to
reduce them by employing the mentioned stepwise approach.
However, we did not succeed in eliminating them at all: our
final submission still contained some fraction of prediction
labels that were mutually exclusive. By mutually exclusive
pairs of labels we mean such a combination of pairs of labels
that were not observed in the training set (see Table II; these
pairs are given in bold). Another way of reducing conflicts
was to aggregate different submissions by, e.g., majority
voting. We observed that aggregating individual submissions
often produced a new submission with a higher preliminary
evaluation score than each of the individual ones. This serves
as a method for providing more stable and accurate predictions
since, e.g., they are based on a larger number of trees.

We also experimented with one-vs-all and single class (i.e.,
a single class was obtained by mapping each pair of labels
within (posture, action) classes to an individual class) versions
of the model. However, the best results were achieved by
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TABLE II
COUNTS FOR PAIRS OF PREDICTED LABELS FOR THE TWO CLASSES – TEST SET.

crawling crouching moving standing stooping
ladder_down 0 1 459 209 0
ladder_up 0 2 452 118 0

manipulating 0 1576 12 1639 2438
no_action 0 71 0 467 31

nozzle_usage 0 454 0 1060 0
running 0 13 3974 0 2

searching 513 42 0 0 0
signal_hose_pullback 0 0 0 96 0
signal_water_first 0 3 10 580 0
signal_water_main 0 55 0 174 0

stairs_down 0 0 533 0 0
stairs_up 0 0 1442 0 0
striking 0 13 7 1026 49

throwing_hose 0 0 0 196 982
walking 0 2 1251 46 2

the described chaining method.

C. Parameter tuning

Due to the discussed issue of performing activities by
different people, the model’s parameter tuning process poses a
real challenge. We were primarily interested in the parameters
responsible for balancing the classifier (parameter sampsize
in R’s randomForest package), the minimal number of
instances in the leafs (parameter nodesize) and the num-
ber of sampled features to perform a test split (parameter
mtry). In our methodology we experimentally set parameters
by monitoring out–of–bag error accuracy estimates for each
of the classes. Additionally, we run 3–fold cross validation
for different pairs of parameters (mtry, nodesize). Our
conclusions was that the parameter nodesize should be
set to 1, i.e., the trees should be grown to maximal depth.
Moreover, given nodesize = 1, setting parameter mtry
to a couple of hundreds already provided stable and high
accuracy scores. Finally, to balance training sets, in our initial
trials we sampled more instances of most represented labels,
i.e., moving within posture class and manipulating and
running within action class as indicated by lower out–of–
bag error estimates for those labels. However, significantly
better preliminary scores were obtained just by sampling each
of the labels in an equal amount. Although choosing parameter
values based on leader–board score is quite a dangerous way
of tuning them, we took this risk for those parameters as the
test set instances differ significantly from the training set ones.
In any case, sampling each of the labels equally appears to
be a reasonable setup. The described sampling procedure was
a crucial step of achieving high evaluation scores. Another
advantage of this methodology is that the models are training
using fewer instances from the training set. This may in turn
prove useful to a reduce overfitting of the model to the training
data. The number of trees in the forest was set to 700, i.e., a
relatively large number accounting for the computation time
of the model.

D. Final submission

During the competition, we submitted over 100 proposals,
which were based on different ideas and changes in model
parameters and enrichment of the training data with new
features. Most of them relied on experiments with different
setup of Random Forest model, but we also tried the Gradient
Boosting Machine (GBM) model (tree-based) [3], [13]. How-
ever, the performance of a less complex Random Forest model
was satisfactory and we devoted more time for optimising
this model. Moreover, we primarily focused on the feature
extraction step.

The best performing model consists of 700 trees, it has
the number of attributes for performing test split equal to
300, stratified over class attribute with sample size of 400
for each posture and 90 for action label. The final submission
was derived by majority voting of three classifiers (in fact,
two–stage classifiers) with weights 1.5 (to avoid ties), 1, 1
respectively:

1) Random forest model with the minimum size a leaf in
a single tree equal to 1 (attribute nodesize = 1)

2) Random forest model with nodesize = 3 and
3) Random forest model with nodesize = 1 trained

on the dataset with exclusion of features associated
with left arm of sensory data and a subset of quantiles
(0.01, 0.05, 0.2, 0.4, 0.6, 0.8, 0.95, 0.99).

The preliminary evaluation scores were 0.858, 0.8573, and
0.8567 for consecutive models. The averaging step was aimed
to reduce the variance of a single model as well as to resolve
the mentioned conflicts due to contradictory labels. We used
this method as we concluded by our previous experimenta-
tion with averaging that it yields higher evaluation scores.
However, in case of our final submission, it yielded a not
significantly lower preliminary evaluation score than the best
one used for aggregating. In any case, we believed that it
would produce more stable and accurate predictions on the
whole test set. The third model was trained on a subset
of attributes since we observed that some recordings in the
test set have constant values of these which we interpret as
missing values. We also excluded a part of quantiles with the
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aim to reduce overfitting of the model to the training sample
(however, this appeared not to be of help in this case). The
final submission yielded score of 0.8577 during preliminary
evaluation and 0.8391 on the whole test set – it was ranked
the first among 79 submitted proposals.

E. Unsolved puzzles a.k.a. future work

By the end of the challenge, we were still left with some
unsolved problems that became evident after the solutions
were submitted.

First of all, our final submission still contained some
mutually exclusive pairs of labels e.g. ladder_down and
standing or walking and standing. This problem was
limited to some extent by the two–stage classification as well
as submissions averaging.

The other problem with our submissions was that our model
never predicted the activity signal_water_stop. Perhaps
feeding the classifier with more instances with this particular
label could resolve this issue. This could also possibly apply to
signal_hose_pullback label within action class as there
where merely 98 instances tagged with this activity. Finally,
as we already mentioned, our preliminary evaluation scores
based on out–of–bag predictions from the Random Forest
model were overly optimistic: the scores on training data
were about 98% of the evaluation metric while the evaluation
of our solution on the whole training data yielded much
lower score of about 84%. This issue could be addressed
by, e.g., performing evaluation and optimisation of a model
via cross-validation, where the validation folds would contain
activities performed by different firefighters. However, this
could not be performed as the information on, e.g., firefighters
identifiers performing a given action was not made available
to the participants. Another possibility would be to derive
more robust features with better generalisation properties for
different people performing the same activities.

V. CONCLUSIONS

The AAIA’15 Data Mining Competition: Tagging Firefighter
Activities at a Fire Scene contest was a very interesting and
absorbing event. Taking part in such competitions requires
some persistence as only few tested ideas prove to give
an improvement for the classification score. It is enough to
mention that our winning solution was submitted within 24
hours of the competition’s deadline.

In our approach, we employed Random Forest classifier and
spend much more time on pre-processing data and engineering
new features. We believe that the key to success were good
data. Using a more sophisticated model may constitute for
improvement in classification, however, as in this competition
raw time series data needed to be processed, we regarded
feature engineering as a more important step. Moreover, proper
balancing of training sample provided major gains in the
evaluation metric employed in this competition.

The code for our submission is available at GitHub. Further
enhancements of the proposed solution are possible. We hope
that it will serve as a benchmark for even better performing
models for the task of tagging activities at a fire scene.
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TABLE IV
EVALUATION OF FEATURE IMPORTANCE ACCORDING TO MEAN DECREASE

IN GINI IMPURITY INDEX FOR THE ACTION CLASS.

Rank Feature name M.D.Gini
1 cor.acc_left_leg_x.gyr_left_leg_y 12.03
2 cor.acc_right_leg_x.gyr_right_leg_y 10.56
3 cor.gyr_left_leg_y.gyr_right_leg_y 10.50
4 q50.acc_left_hand_x 8.71
5 q60.acc_left_hand_x 8.40
6 q30.acc_left_hand_x 8.31
7 q40.acc_left_hand_x 7.95
8 q70.acc_left_hand_y 7.87
9 q20.acc_right_hand_y 7.85

10 q30.acc_right_leg_x 7.54
11 deriv1max.acc_left_arm_z 7.17
12 ModFFT.sd.gyr_left_leg_y 7.15
13 q20.acc_right_arm_z 7.15
14 Period.sd.acc_left_leg_z 7.12
15 ener.gyr_left_leg_y 7.12
16 Period.sd.gyr_left_leg_y 6.97
17 q20.acc_torso_x 6.92
18 q20.acc_left_hand_x 6.90
19 q70.gyr_left_leg_y 6.74
20 q10.gyr_left_leg_y 6.70
21 q70.acc_left_hand_x 6.57
22 q20.acc_right_leg_x 6.56
23 q40.acc_left_leg_x 6.27
24 sd.gyr_left_leg_y 6.21
25 q10.acc_right_arm_z 6.20
26 q30.acc_left_leg_x 6.06
27 q50.acc_left_leg_x 5.91
28 q10.acc_left_hand_x 5.83
29 q40.acc_right_arm_z 5.76
30 ModFFT.sd.acc_left_leg_z 5.64
31 q30.acc_right_arm_z 5.59
32 q95.acc_left_hand_y 5.48
33 q80.gyr_right_hand_y 5.40
34 q80.acc_left_hand_x 5.37
35 ener.acc_right_arm_z 5.37
36 q20.acc_left_leg_x 5.31
37 q90.acc_right_leg_z 5.04
38 q80.gyr_left_leg_y 4.98
39 ener.gyr_right_hand_y 4.85
40 Period.sd.gyr_right_arm_x 4.81
41 q70.acc_torso_x 4.78
42 ener.acc_left_leg_x 4.68
43 deriv1min.acc_left_arm_z 4.68
44 ener.acc_left_hand_x 4.48
45 q60.acc_left_leg_x 4.43
46 q40.acc_left_arm_x 4.43
47 q95.acc_torso_x 4.41
48 q05.gyr_right_hand_y 4.38
49 sd.acc_left_leg_z 4.33
50 Period.sd.acc_right_leg_z 4.28

TABLE III
EVALUATION OF FEATURE IMPORTANCE ACCORDING TO MEAN DECREASE

IN GINI IMPURITY INDEX FOR THE POSTURE CLASS.

Rank Feature name M.D.Gini
1 q40.acc_right_leg_x 38.16
2 q20.acc_right_leg_x 36.25
3 q30.acc_right_leg_x 34.59
4 q01.acc_torso_x 34.23
5 q10.acc_torso_x 32.50
6 q70.acc_left_leg_z 30.99
7 q05.acc_torso_x 29.25
8 q20.acc_torso_x 29.12
9 q30.acc_torso_x 27.50

10 q50.acc_right_leg_x 27.04
11 q80.acc_left_leg_z 25.88
12 ener.acc_right_leg_x 25.79
13 q90.acc_left_leg_z 24.90
14 q60.acc_left_leg_z 23.37
15 q10.acc_right_leg_x 22.35
16 q40.acc_torso_x 21.73
17 q50.acc_torso_x 20.85
18 q40.acc_left_leg_x 19.65
19 q30.acc_left_leg_x 18.86
20 q60.acc_right_leg_x 18.42
21 q95.acc_left_leg_z 17.89
22 q60.acc_torso_x 16.08
23 q20.acc_left_leg_x 14.87
24 q70.acc_right_leg_x 14.65
25 q50.acc_left_leg_x 14.09
26 q60.gyr_left_leg_y 13.17
27 med.rr 12.71
28 q70.gyr_left_leg_y 12.48
29 q80.gyr_right_leg_y 12.24
30 q50.acc_right_hand_x 12.13
31 cor.acc_torso_x.acc_torso_z 11.33
32 q70.acc_torso_x 10.53
33 q99.acc_left_leg_z 10.24
34 q40.acc_right_hand_x 9.84
35 q60.acc_right_hand_x 9.57
36 q80.gyr_left_leg_y 9.46
37 q50.acc_left_leg_z 9.14
38 q40.acc_left_leg_z 8.95
39 q90.acc_torso_x 8.71
40 q95.acc_torso_x 8.62
41 ener.acc_left_leg_x 8.44
42 q60.acc_left_leg_x 8.31
43 Period.sd.acc_right_leg_x 8.09
44 q30.acc_left_leg_z 7.74
45 ener.acc_right_hand_x 7.74
46 q80.acc_torso_x 7.63
47 sd.acc_right_leg_x 7.55
48 ModFFT.sd.acc_right_leg_x 7.22
49 q80.acc_right_leg_x 6.73
50 q90.gyr_right_leg_y 6.65
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Abstract—Collecting data at regular time nowadays is ubiqui-
tous. The most widely used type of data that is being collected and
analyzed is financial data and sensor readings. Various businesses
have realized that financial time series analysis is a powerful
analytical tool that can lead to competitive advantages. Likewise,
sensor networks generate time series and if they are properly
analyzed can give a better understanding of the processes that
are being monitored. In this paper we propose a novel generic
histogram-based method for feature engineering of time series
data. The preprocessing phase consists of several steps: desean-
sonalyzing the time series data, modeling the speed of change with
first derivatives, and finally calculating histograms. By doing all
of those steps the goal is three-fold: achieve invariance to different
factors, good modeling of the data and preform significant feature
reduction. This method was applied to the AAIA Data Mining
Competition 2015, which was concerned with recognition of
activities carried out by firefighters by analyzing body sensor
network readings. By doing that we were able to score the third
place with predictive accuracy of about 83%, which was about
1% worse than the winning solution.

Keywords—feature engineering, feature reduction, time series
classification, temporal data mining

I. INTRODUCTION

THE introduction of lightweight and low-cost sensors has
increased the potential for real time measurements of

different activities. The advancements in microelectronics,
wireless communications and other scientific areas has intro-
duced the possibility of placing tiny sensor nodes on specific
places of the body in order to monitor the health of patients or
human body activities in general [1]. These sensors generate
large amounts of data that need to be processed often in
real-time. Most of the data, like temperature, accelerometer
readings, GPS locations, etc can be presented as a time series
data and processed as such. Time series data analysis allows
detection of patterns in the data and making assumptions about
the current activities or even predict future activities based
on the past data. The operations that can be performed based
on the time series data are mainly directed towards pattern
discovery, clustering, classification and rule discovery [2]. Due
to the density of the available data that can be collected by
the sensors and the nature of the time series data, there are
three main tasks that need to be defined so that the previously
mentioned operations can be performed [3]: Dimensionality
reduction and Data representation, Distance measurement and
Indexing.

Dimensionality reduction and Data representation is one
of the most important tasks that need to be performed when
analyzing the time series data. This process is taken for granted
when we use our sensory organs to obtain the data and then
our brain processes it so we can make conclusions. The time
series data is usually noisy and too large to be processed
by a computer in an acceptable time frame. The human
brain processes have learned to ignore the noisy data when
generating conclusions. This is why a good representation and
dimensionality reduction is crucial before we can continue with
the decision making based on the given or obtained data when
using a machine learning method. The representation must
consider the assumption that time series data is not always
aligned properly [4], that it is noisy and that it should comply
to the constraints of time and space for its processing. By
choosing the right data representation we are able to engineer
good features for any given dataset.

The distance measurement is one of the main things that
need to be defined in order to make a successful distinction
between different time series and be able to correctly classify
or identify similar patterns in the data. There are several well
known distance measurements that can be used to identify
difference between time series. The distance measurement
must be invariant to many transformations of the time series
data such as amplitude or time shifting, uniform amplification,
additive noise, time scaling, etc [3]. For this reason many
types of distance measurements have been proposed in the
literature and each have their advantages and drawbacks.
They can be divided in several groups. There are distance
measurements based on the time series shape that use the
direct signal properties to give the distance between two
series. Then, there are measurements based on the operations
needed to make the signals similar with each-other. Also there
are measurements based on features extracted from the signal
and finally there are measurements based on finding some
higher level structure so the series can be compared.

The Indexing problem is related to improving the retrieval
speed for a given series when searching trough a database of
time series data.

In this paper we propose a histogram-based method for
feature engineering for time series data. We use Support Vector
Machine to generate the classification model for the data and
present the obtained results.
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The paper is organized as follows. In section II we describe
the problem that is addressed by this paper. Then, in section
III we give overview of the process used to generate the
features and the needed transformations of the data. Next,
in section IV we address the machine learning method for
generating classification models based on the obtained features.
Thereupon, in section V we present the obtained results after
applying the proposed methods on the competition dataset. Fi-
nally, in section VI we discuss the findings of this research and
make some conclusions about the applicability of the proposed
methods for feature engineering of time series in general.

II. PROBLEM DESCRIPTION

The topic of the AAIA’15 Data Mining Competition [5]
was Tagging Firefighter Activities at a Fire Scene. In particular,
the task is related to the problem of recognizing activities
carried out by firefighters based on streams of information
from body sensor networks. A fire ground is considered to
be one of the most challenging decision taking environment.
In dynamically changing situations, such as those occurring at
a fire scene, all decisions need to be taken in a very short time
[6]. Several initiatives and research projects analyze various
aspect of this complex problem [6, 7, 8]. The lack of situational
awareness is listed there as the main factor associated with
major accidents among firefighters. The research presented in
these papers aims to increase the firefighter safety by monitor-
ing their kinematics and psychophysical condition during the
course of fire and rescue actions. The following paragraph is
extracted from the competition website [5] and describes the
task in more detail.

During the course of the ICRA project [9], a so called
“smart jacket” have been developed. This device is a wearable
set of body sensors that allows to automatically track a fire-
fighter at a fire scene. It also enables real-time screening of fire-
fighter’s vital functions and monitoring of ongoing activities at
the scene. The later of those two tasks is the main scope of this
AAIA’15 Data Mining Competition. The goal was participants
to come up with efficient algorithms for labeling activities
conducted by firefighters during their training exercises, based
on provided data sets from a body sensor network. The data
were obtained during training exercises conducted by a group
of eight firefighters from The Main School of Fire Service. The
sensors were registering firefighter’s vital functions (i.e. ECG,
heart rate, respiration rate, skin temperature) and movement
(i.e. seven sets of accelerometers and gyroscopes placed on
torso, hands, arms and legs). Each exercise session was also
captured on video and the recordings were synchronized with
time series representing the sensor readings. All this data were
presented to experts who manually labeled it with activities.
The objective in this competition is to devise efficient methods
for automatic labeling of short series of the sensory data with
basic activities of a firefighter. On the one hand, this task is
very challenging due to a fact that different people tend to per-
form the same activities in different ways. On the other hand,
however, automatically generated and accurate activity labels
would facilitate monitoring of firefighter’s safety and con-
tribute to development of efficient command support systems.

The submitted solutions were evaluated on-line and the
preliminary results were published on the competition leader-
board. The preliminary score was computed on a random

subset of the test set, fixed for all participants. It corresponded
to approximately 10% (about 2000 instances) of the test data.
The final evaluation was performed after completion of the
competition using the remaining part of the test data (about
18000 instances). Those results was also published on-line.
The assessment of solutions was done using the balanced
accuracy measure which is defined as an average accuracy
within all decision classes. It was computed separately for the
labels describing the posture and main activities of firefighters.
The final score in the competition was a weighted average of
balanced accuracies computed for those two sets of labels.
Namely, for a vector of predictions preds and a vector of true
labels labels, the balanced accuracy is defined with eq. (1) and
(2). Here BACp is the balanced accuracy for labels describing
the posture, and BACa is the balanced accuracy for labels
describing the main activity.

ACCi(preds, labels) =
|j : predsj = labelsj = i|

|j : labelsj = i| (1)

BAC(preds, labels) =

(
l∑

i=1

ACCi(preds, labels)

)
/l (2)

The final score in the competition for a solution s was be
computed with eq. (3):

score(s) =
BACp(s) + 2×BACa(s)

3
(3)

The instances of the available training and test datasets are
comprised mostly of sensor readings as time series and 42
values representing some aggregations of data from sensors
monitoring firefighter’s vital functions. There are totally 7 sen-
sor locations and 2 sensor types, and each sensor is providing
readings for the 3 axes, so the total number of time series is
7×2×3 = 42. Each of those 42 time series has 400 samples,
and one additional series of the timestamps of the readings
relative to the start of the series. Each instance is labeled with
two labels: one representing the posture of the body, and one
representing the main activity of the firefighter. After analyzing
the datasets, it is evident that there are 4 classes of the first
label and 16 classes of the second label, while there are totally
24 different class combinations of the first and second label.
Table I displays the classes for each of the two labels and their
distribution in the training set.

Obviously the first challenge in this task is the feature
engineering of the time series, so that they can be powerful
predictors in relation to the labels, but also to be invariant to
several things:

• Invariant to the range of values of the sensor readings
because different firefighters can perform the same
actions differently.

• Invariant to the alignment of the interval represented
by the time series. In the current case, let us consider
an action that is being performed longer the duration
of the intervals. For example, the firefighter might be
running for 20 seconds. From those 20 seconds we
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TABLE I. DISTRIBUTION OF CLASSES PER LABEL

Label 1 Label 2 Training Instances Distribution (%)
crawling searching 459 2.3

crouching manipulating 1764 8.8
crouching no action 87 0.4
crouching nozzle usage 492 2.5
crouching signal water main 46 0.2

moving ladder down 465 2.3
moving ladder up 476 2.4
moving manipulating 331 1.7
moving running 4324 21.6
moving signal water first 41 0.2
moving stairs down 644 3.2
moving stairs up 1157 5.8
moving walking 1064 5.3

standing manipulating 2356 11.8
standing no action 491 2.5
standing nozzle usage 443 2.2
standing signal hose pullback 98 0.5
standing signal water first 496 2.5
standing signal water main 405 2.0
standing signal water stop 277 1.4
standing striking 1022 5.1
standing throwing hose 234 1.2
stooping manipulating 1898 9.5
stooping throwing hose 930 4.6

could extract thousands of different 1.8s subintervals
that represent the action running. Ideally, the feature
representation should describe all of those subintervals
with almost the same feature vector.

• Invariant of the actions that precede the action that
is currently being predicted. To put it differently,
the feature descriptor should be invariant to Markov
properties of the time series. Firefighter actions have
these characteristics so they should be properly mod-
eled. From the actions listed in table I, it seems
highly unlikely that the firefighter can perform all
pairs of actions (i.e. states) in sequence with the same
probability. On the contrary, some state transitions
seem very unlikely.

After the features are engineered and the dataset is pro-
cessed, the next challenge is how to perform feature selection.
This is essential because there is significant amount of fea-
tures that can have negative impact on the used classification
algorithms.

Finally, the last challenge is how to build classification
models for the different labels given the training dataset.
Table I reveals another significant challenge - the number
of labels is large and their distribution is highly unbalanced.
In the following sections we describe how we have coped
with the above challenges and which results were obtained
using different techniques. Even though at this point we have
mentioned specific numbers like the number of time series or
the number of samples in a time series, the approach is generic
and in the remaining of the paper we use parameters for them.

III. FEATURE ENGINEERING

In order to address the feature engineering for any problem,
first we need to understand the nature of the time series data.
Time series data can have different time sampling intervals and
different scales of the values, however, most of the data can be
useful when building a classification model. In the following
subsections we describe which methods were used to address
different types of challenges in modeling the time series.

A. Capturing the sensitivity to change with first derivatives

By definition first derivatives are used to capture the speed
of changes of some function. When instead of a continuous
function we have a discrete sample, like a time series, finding
an analytic solution is difficult. Nevertheless, we can estimate
them. For a time series with K readings that are collected at
times t[i], 0 ≤ i < K, we can calculate K−1 first derivatives.
In this case K = 400, but we also have the timestamps of the
readings which show that usually the interval between readings
is 4.5ms. Nevertheless, we decided to use the original time
stamp in order to calculate the first derivatives more accurately.
Eq. 4 shows how the first derivative fd of time series j and
at time t(i), 0 < i ≤ N can be estimated.

fdj(i) =
readingj(i)− readingj(i− 1)

t(i)− t(i− 1)
(4)

B. Modeling seasonality

Often in time series there are seasonal components that
can consist of periodic, repetitive, and generally regular and
predictable patterns in the levels of its values. This is especially
evident in business data where things like the holidays, days of
week, months, quarters have impact on the values in a business
time series (e.g. sales, profit, etc). Seasonal effects can conceal
both the true underlying movement in the series, as well as
certain non-seasonal characteristics which may be of interest to
analysts. There are several main reasons for studying seasonal
variation:

• Describing the seasonal effect can provide a better
understanding of its impact on a time series.

• Eliminating the seasonal component from time series
can aid studying other components such as cyclical
and irregular variations.

• Use it to build better models for forecasting and
prediction of future seasonal trends.

Keeping in mind that many body movements are also
periodic, it occurred to us that maybe we should try to discover
and model the seasonality in the current problem. We believe
that seasonality in this domain should capture the individual
characteristics and style of a particular firefighter and/or the
context when some action is performed. By context we mean
whether the firefighter is rested (e.g. at the beginning of an ex-
ercise), tired (after some time performing various actions), etc.

Before continuing to describing methods for modeling
seasonality, some components need to be defined:

• The irregular component (sometimes also known as
the residual) is what remains after the seasonal and
trend components of a time series have been estimated
and removed. It results from short term fluctuations in
the series which are neither systematic nor predictable.
In a highly irregular series, these fluctuations can
dominate movements, which will mask the trend and
seasonality.

• The trend is defined as the long term movement in
a time series without irregular effects (like calendar
related effects in business data), and is a reflection of
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the underlying level. In financial data it is the result of
influences such as population growth, price inflation
and general economic changes.

To model a seasonal component, as described in [10], the
following methods are usually used:

1) In an additive time-series model, the seasonal com-
ponent is estimated as defined with eq. (5). There S
stands for the seasonal values, Y is for actual data
values of the time-series, T is for trend values, C is
for cyclical values and I is for irregular values.

S = Y − (T + C + I) (5)

2) In a multiplicative time-series model, the seasonal
component is expressed in terms of ratio and option-
ally with percentage as in eq. (6):

S =
T × S × C × I

T × C × I
×100 =

Y

T × C × I
×100 (6)

3) The deseasonalized time-series data will have only
trend (T ) cyclical(C) and irregular (I) components
and is expressed with eq. (7) and (8), respectively:

Y − S = (T + S + C + I)− S = T + C + I (7)

Y

S
×100 =

T × S × C × I

S
100 = (T ×C×I)×100

(8)

Additionally there is a pseudo-additive model that can be
used, but as it was not explored in this research we do not
provide more information about it.

The main challenge is discovering the seasonal index that
describes the seasonality. Some of the methods for measuring
it are: methods of simple averages, ratio to trend, and ratio to
moving average. In order to apply them we would have needed
experimentation about the length of the sliding window, for
which we did not have time, so we decided to do something
simpler. Namely, we have opted to use the additive model
because we believed that it will correspond to the nature of
the data. In particular, although there are difference between
the same actions performed by different individuals, they are
only linearly shifted values.

Next, we assumed that the seasonal component for each
of the N time series (N = 42 in the case-study) in one
sample can be modeled with the mean value of the K values
(K = 400 in the case-study). In like manner, we calculated the
deseasonalized values (refereed to as deltas in the remaining
of the paper) in each training and test instance as defined with
eq. (9), where 0 ≤ i < 42 and 0 ≤ j < 400.

Deltai(j) = readingi(j)−
1

K

K−1∑

j=0

readingi(j), (9)

The motivation behind this approach came from the compe-
tition problem. Namely, the observation that some movements
should have higher amplitudes than other (e.g. acceleration
during running compared to acceleration during walking or
standing). With this approach we hope to capture the charac-
teristics of each movement in a more invariant way. Namely,

the logic is that if some firefighter performs the same action
with higher amplitudes than another, the actual sensor readings
for the two series would differ more then the delta values (see
eq. (9)).

After we have modeled the characteristics of each move-
ment and posture with the first derivatives and the deltas, as
explained in section III the set of available features in the
datasets is comprised of:

• 42 values representing the vital functions (specific
only to the current problem).

• N × K which corresponds to the number of series
times the number of samples in the series. In this
case, this is 42 × 400 = 16800 values for the deltas,
which represent the original readings from the sensors.
Although we are not including the original time series
in the model, we calculate some statistics based on
them, as described in the following paragraph.

• N×(K−1) which corresponds to the number of series
times the number of first derivatives in the series. In
this case this is 42× 399 = 16758 values for the first
derivatives.

• N × K which corresponds to the number of series
times the number of samples in the series. In this case
this is 42× 400 = 16800 values for the deltas.

To summarize, after modeling the sensitivity to change with
first derivatives as described in subsection III-A, and modeling
the seasonality described in the current section, there are 3
time series: the original sensor readings, the series of first
derivatives and the time series of deltas. For each of them
we can calculate the minimum, maximum, mean and standard
deviation, a total of 4 metrics, which results in N×3×4 values
(504 in this case). With this the total number of available
features adds up to N × K + N × (K − 1) + N × 3 × 4.
In general, we could enrich the feature set by adding other
statistics like first quartile, median, third quartile, interquartile
range, skewness, kurtosis, etc, but in this research we have not
explored this.

The first obvious problem is the number of features, which
is way to high for most machine learning algorithms. More
importantly, these features are dependent on the start and
alignment of the time series. In section V we discuss how
these considerations apply to the competition dataset. In the
next subsection III-C we propose a robust method that can
address these issues.

C. Histogram-based modeling of time series

In order to address the issues with the features that are
available after modeling the sensitivity to change of the time
series and modeling the seasonality, it is evident that we need
to perform some transformation. Discrete Fourier Transforma-
tion (DFT) [11] converts a finite list of equally spaced samples
of a function into the list of coefficients of a finite combination
of complex sinusoids that has those same sample values. It is
usually used to transform the sampled function from its time to
the frequency domain. The obtained list of coefficients would
be used as a descriptor for the time series, however, we needed
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a simpler approach that would be more useful for real time
applications.

Nevertheless, DFT lead us to the idea to discretize the
values in the time series and then to compute histograms based
on it. There are multiple ways in which we can discretize
the data, but we decided to apply the simplest one, which
is uniform discretization. In order to do that, we needed the
minimum and maximum values of series and the number of
discretization intervals (referred to as bins in the remaining
of the paper). Namely, after calculating the minimum and
maximum values of each of the N series of first derivatives and
deltas, we only needed to decide how many discretization bins
to use. In this case we have N = 42 series of first derivatives
and N = 42 series of deltas. Using more bins means results
in more values in the histograms and finer grained granularity,
but yields more features. In our tests we have tried using 30, 50
and 100 bins. Somewhat surprisingly, the number of bins did
not have a significant impact on the classification results. Our
analysis showed that with proper classification model one can
achieve good performance using a reasonably small number of
bins. We provide more details regarding the influence of the
number of discretization bins on the classification performance
in section V.

To better explain how the histogram-based approach works
let us consider only one time series instance with N values.
The following steps should be performed prior applying the
transformation:

• Determine the minimum and maximum values of each
time series. We need them in order to find on which
interval the discretization should be performed.

• Determine the step between discreet values ds based
on the number of discretization bins B and the min
and max values for the particular time series. This
can be calculated with eq. (10)

ds =
max−min

B
(10)

After the discretization step, ds, is calculated for a par-
ticular time series, all training and test instances can then be
discretized. For each original value V we can calculate the
discrete value DV with eq. (11).

DV = −|min|+ round(
|min|+ V

ds
, 0)× ds (11)

The next step is to calculate the histogram for the time
series. If we use B bins, then the histogram for a particular
training instance will have B values. By doing this, from
a time series with N values we obtain a histogram of B
values, where N > B. The B values represent the transformed
features which are robust, but are also a significantly reduced
representation of the original time series.

To illustrate the transformation let us consider the exem-
plary time series shown at Fig. 1. Let us assume that we want to
discretize the values of this time series (red line) to B = 7 bins
on the interval [−3, 3]. After we calculate the discretization
step according to eq. (10) we determine the discrete values
according to (11). Using the discrete values (blue line) we
can calculate the histogram displayed on Fig. 2. Consequently

Fig. 1. Original and discrete values of an exemplary time series

Fig. 2. Histogram of the discrete values of an exemplary time series

starting from a time series with 20 values, a histogram of 7
values is obtained.

After applying the histogram transformation of the time
series described above, when using B discretization bins, the
following dataset is obtained:

• 42 values representing the vital functions (specific to
this case only).

• 2×N × B for the first derivatives and the deltas. In
this case N = 42, so Hist = 2 × 1260 for B = 30,
Hist = 2× 2100 for B = 50, and Hist = 2× 4200
for B = 100.

• N × 3× 4 for the 4 aggregated values of the 3 types
of series, which in this case is 504 additional features.

To summarize, after performing the histogram transforma-
tion, the total number of features in the dataset of the current
problem was 3066, 4746 and 8946 when using 30, 50 and 100
bins, respectively.

D. Feature selection

After inspection of the transformed dataset it was evident
that for some features almost all training instances had the
same value. In order to address this, we calculated the vari-
ance of each feature in the training set. Using the variance
for discarding non-informative features is a simple baseline
approach to feature selection. It removes all features whose
variance does not meet some threshold. If a feature has the
same value in all training samples, then its variance is 0.
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When discarding the features with different thresholds for
the variance, we have obtained the results in the following
table. It can be noted that using a threshold greater than 0.05
does not significantly reduce the number of features. On the
contrary, the cross validation results showed decline in per-
formance. Table II shows the number of retained features per
discretization bins and variance threshold on the competition
datasets.

TABLE II. RETAINED FEATURES PER DISCRETIZATION BINS AND
VARIANCE THRESHOLD

Discretization bins Features Variance threshold Retained features
30 3066 0.05 1780
50 4746 0.001 3196
50 4746 0.01 2601
50 4746 0.03 2272
50 4746 0.05 2137
50 4746 0.1 1927

100 8946 0.1 5569

In the case when we used 100 bins we applied 0.1 as a
variance threshold aiming to discard more features, but still
over 5000 features remained. That is why we applied PCA
(Principal Component Analysis) [12] and limited the selected
features to 2000 explicitly. We have chosen the value of
2000 because it was close to the number of retained features
obtained by the variance filter when using smaller number of
bins.

When doing feature selection with PCA the results were
similar in terms of the actual selected features, but for that
the computation time was greater. We acknowledge that with
more sophisticated feature selection methods like wrappers
we might further lower the dimensionality and improve the
classification performance. Nevertheless, the nature of the
features is such that the features are different from each other
because they represent different things. With this in mind,
the expectation is that there are no redundant features in the
dataset. Additionally, some machine learning algorithms like
Support Vector Machines (SVMs) are able to cope with small
number of redundant features without significant degrading of
performance.

E. Data normalization

Prior building any models we normalized the data using
mean and standard deviation calculated from the training
set. This process notably helps the next step while building
prediction models. The process is recommended as part of
the data preprocessing when using Support Vector Machines
(SVM) [13] to make the classification model and is known to
decrease the classification error [14] .

IV. MODEL BUILDING

Prior building any models for the competition challenge
one needs to define how the two different labels will be
handled. One idea is to build a separate model for each label
and then to merge the predictions, but also making sure that
there are not any contradictions, i.e. combinations that are
not possible. Another idea is to perform hierarchical multi-
label classification, so first we would classify the training data
based on the first label, and then to perform classification
based on the second label. When building the second-level
models one can perform one-vs-all classification based on the

possible outcomes of the second label assuming the first label
was correctly predicted. This approach helps by not needing to
explore all possible classes of the second label. Nevertheless,
given that the combinations of the second label (16) were close
to the number of total combinations (24) and due to the limited
time for the competition we did not explore these approaches
significantly. Instead we used a one-level classification. The
label of the instances is the combination of the two original
labels, meaning that our classification model tries to predict
both labels at the same time.

The set of features after the feature selection (i.e. prepro-
cessed descriptor) is used to generate a classification model
using SVM. SVM generates a classification model by finding
the optimal support vectors that divide the feature space with
the highest margin between the vector and the nearest points,
so that all instances on one side of the support vectors belong
to one class, and all other instances belong to other classes.
For the purpose of our task we are using SVM with Radial
Based Function (Gaussian function) that uses two parameters
in the optimization process, C and gamma. Since most of
the classification problems are not linearly separable, we are
using the Gaussian SVM so that the separation is done in a
higher dimension vector space generated with the nonlinear
Gaussian kernel. To obtain the best parameters on the given
data, we are using grid search as suggested in [15]. During the
grid search we use exponentially increasing parameters. We
have searched both C and gamma parameters in the interval
10−5 to 105 evaluating 11 × 11 = 121 combinations. Then
in the intervals that were giving best results we conducted
finer grained grid search with smaller steps for gamma and
C. Depending on the different training datasets (varied by the
number of discretization bins and the variance threshold for
feature selection) we have obtained different optimal values.
For C the optimal values ranged from 1 to 1000 and for gamma
they were usually from 10−5 to 10−4. Also important to realize
is the unbalanced distribution on the classes. In order to address
this problem, we used the class distribution to automatically
adjust the weights inversely proportional to class frequencies.
The estimated weights are then multiplied by the C parameter
and those weighted C parameters are used when building the
one-vs-all classification models for multi-class classification.
This significantly improved the performance of the classifiers
when using cross validation, but more importantly on the
leaderboard set.

V. EVALUATION OF THE PROPOSED METHODS ON THE
COMPETITION DATASET

For the current challenge, we began our analysis with
plotting and visual inspection of some of the sensor readings
for random training samples. Before inspecting the data the
impression was that the interval of 4.5 milliseconds between
different readings could be too short for the sensors to output
different values. On the contrary, the analysis showed that there
are evident differences between consecutive readings, meaning
that indeed all values in the series are potentially useful for
building prediction models.

After we have modeled the characteristics of each move-
ment and posture with the first derivatives and the deltas, as
explained in subsections III-A and III-B the set of available
features in the datasets is comprised of:
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TABLE III. SCORE ON THE LEARDERBOARD DATASET DEPENDING ON VARIOUS DISCRETIZATION BINS AND SVM CONFIGURATIONS

Id Leaderbord Score Bins Variance Retained features SVM with RBF kernel
1 0.8502 N/A N/A N/A Combination of configurations in rows 2 and 3 (below)
2 0.8381 50 0.05 2137 C=10 gamma=0.00002 weight=auto
3 0.8380 30 0.05 1780 C=10 gamma=0.000035 weight=auto
4 0.8379 50 0.05 2137 C=10 gamma=0.000015 weight=auto
5 0.8376 30 0.05 1780 C=10 gamma=0.00004 weight=auto
6 0.8371 50 0.05 2137 C=10 gamma=0.000025 weight=auto
7 0.8371 50 0.05 2137 C=20 gamma=0.00001 weight=auto
8 0.8349 50 0.05 2137 C=10 gamma=0.00004 weight=auto
9 0.8342 30 0.05 1780 C=10 gamma=0.00002 weight=auto

10 0.8341 50 0.05 2137 C=20 gamma=0.00002 weight=auto
11 0.8337 50 0.1 1927 C=10 gamma=0.00002 weight=auto
12 0.8313 50 0.05 2137 C=10 gamma=0.00001 weight=auto
13 0.8308 30 0.05 1780 C=10 gamma=0.00007 weight=auto
14 0.8302 30 0.05 1780 C=10 gamma=0.00008 weight=auto
15 0.8288 100 0.1 2000 (reduced from 5569 with PCA) C=10 gamma=0.0001 weight=auto
16 0.8279 100 0.1 2000 (reduced from 5569 with PCA) C=10 gamma=0.00004 weight=auto
17 0.8257 30 0.05 1780 C=10 gamma=0.0001 weight=auto
18 0.8251 50 0.1 1927 C=10 gamma=0.00004 weight=auto
19 0.8225 100 0.1 2000 (reduced from 5569 with PCA) C=10 gamma=0.00002 weight=auto
20 0.8198 100 0.1 2000 (reduced from 5569 with PCA) C=10 gamma=0.00001 weight=auto
21 0.8191 30 0.05 1780 C=10 gamma=0.0001 weight=auto
22 0.8167 50 0.05 2137 C=10 gamma=0.0001 weight=auto
23 0.8110 100 0.1 2000 (reduced from 5569 with PCA) C=1.0 gamma=0.0001 weight=auto
24 0.8077 50 0.05 2137 C=1000 gamma=0.0001 weight=auto
25 0.8062 50 0.05 2137 C=10 gamma=0.0001

• 42 values representing the vital functions (specific to
this case only).

• 2×N × B for the first derivatives and the deltas. In
this case N = 42, so Hist = 2 × 1260 for B = 30,
Hist = 2× 2100 for B = 50, and Hist = 2× 4200
for B = 100.

• N × 3× 4 for the 4 aggregated values of the 3 series,
which in this case is 504 additional features.

The first obvious problem is the number of features, which
is way to high for most machine learning algorithms. More
importantly, these features are dependent on the start of the
time series. For instance, let us assume that we have an action
(e.g. running) that is being performed with a total duration of
10000 milliseconds (10 seconds). If we extract two samples
(training or test instances) from it, sample A spreading from
t1 = 0ms to t2 = 1800ms, and sample B spreading from
t3 = 9ms to t4 = 1809ms. The logic is that those two samples
are nearly identical and should be treated accordingly in a good
feature space. However, in the current representation they will
be different because they are shifted by 2 periods of 4.5ms.
Obviously this needs to be addressed, and this is performed
by the histogram-based method described in subsection III-C.
Then with the method described in subsection III-D we have
reduced the number of features as shown with table II.

We have obtained many similar results based on the differ-
ent alternatives we tried (different C and gamma parameters,
number of discretization bins, etc.) on both the leaderboard
dataset and with 5-fold cross validation with the training set.
Table III shows some of the more significant configurations
ordered by the score on the leaderboard dataset in descending
order. Before explaining the best score, which is shown in the
first line in this table, we first want to discuss the scores of the
individual classifier configurations shown in all other rows.

The first obvious thing to notice is that when applying
weights (denoted as “weight=auto” in table III to the C pa-
rameters improves the performance of the classifiers. Namely
row 25 does not have weights applied to the C parameter,

meaning the value of C=10 is used for all classes in the one-
vs-all multi-class SVM. When applying weights proportional
to the class frequencies in the training dataset the performance
is improved as shown in row 22. We have noticed the same
pattern in other configurations (i.e. different bin size, different
C and gamma parameters) which are not shown in this table.

Next, we have noticed that when varying the values of the C
and gamma parameters the classification score also varies when
using the same feature set. This was expected and confirms
the need for grid search, as described in section IV, to find
the optimal values for those parameters.

Finally, the most important realization is that the greater
number of discretization bins does not necessarily mean the
score will be better. Most compelling evidence to this statement
are the two best configurations shown in rows 2 and 3. Row
2 uses 50 bins, while row 3 uses 30 bins, but the difference
between their score is 0.0001 in favour of the 50 bins feature
set. On the other hand, the 30 bins feature set has 357 features
less, which in turn leads to less training and test time. Another
evidence that supports this claim is the case when we use 100
bins (rows 15, 16, 19, 20, 23). In those cases we obtain a much
greater number of features than when using 50 or 30 bins,
so we have to perform additional feature selection in order to
reduce the training time. If we have retained more features and
performed more detailed grid search for those feature sets, the
results might have been better. Our initial tests showed that
this in fact leads towards over-fitting and generating too many
support vectors. For this reason this did not seem like worth
doing, especially because we have managed to find better
solutions with significantly less features.

The score difference between different configurations may
seem negligible, but when looking at the actual predictions
made by the 2 best models (rows 2 and 3) we came to an
important realization. Namely, it was evident that both cross-
validation and test predictions made by the 2 models are signif-
icantly different, yet the score of the 2 models was similar. This
gave us an idea to train a second-level (ensemble) model. The
features for this model were the predictions and probabilities
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of the 2 individual classifiers made with cross validation on
the training dataset and the class was combination of the two
labels. By applying this we further improved the score on
the leaderboard dataset, and our final solution had a score
of 0.8502. It was the third-placed score on the leaderboard
and was only 0.001 behind the second-placed solution, 0.008
behind the first place, and 0.025 better then the fourth-placed
solution. After the final results were published our score was
still third - 0.8261, while the first was 0.8391, the runner-up
was 0.82985 and the fourth placed score was 0.80408. We
acknowledge that combining more individual models should
be explored with a more generic approach.

VI. CONCLUSION AND FUTURE WORK

Based on the obtained results, we can conclude that the
proposed descriptor gives a good model for the movements,
while providing some invariance to deviation of the input val-
ues and also performing significant feature reduction. During
the analysis of the predictions made by the different classifi-
cation models we observed that most of the miss-classification
errors were made when the classification model was trying to
distinguish between very similar tasks for the given dataset,
such as moving + stairs-up vs moving + stairs-down and
moving + manipulating vs crouching + manipulating. These
errors were inevitable since our approach for generating the
descriptors is amplitude based and some specific movements
have very similar amplitude characteristics. We believe that
there is room for further improvement if we add additional
descriptors to the feature space like: other statistics to describe
the time series, amplitudes of the acceleration across all 3
axes, discovering and modeling the trend in the series, trying
logarithmic transformations, adding second order derivatives,
etc. Performing a better feature selection may also improve
the performance. Finally, a better modeling that takes into
account the hierarchical nature of the classification problems,
as discussed previously, can further improve the results.

The main contribution of this paper is the proposed method
for invariant modeling the time series by using first derivatives
and deltas. Moreover, the novelty of our approach is in the
proposed histogram-based method for feature reduction of
the time series. Even though it was developed during the
competition, it is applicable to time series regardless from their
domain. In our future research we plan to affirm this method
by analyzing time series from various domains and comparing
it to other methods for modeling time series.
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Abstract—We describe our submission to the AAIA’15 Data
Mining Competition, where the objective is to tag the activity
of firefighters based on vital functions and movement sensor
readings. Our solution exploits a selective naive Bayes classifier,
with optimal preprocessing, variable selection and model aver-
aging, together with an automatic variable construction method
that builds many variables from time series records. The most
challenging part of the challenge is that the input variables are
not independent and identically distributed (i.i.d.) between the
train and test datasets. We suggest a methodology to alleviate this
problem, that enabled to get a final score of 0.76 (team marcb).

I. INTRODUCTION

The AAIA’15 Data Mining Competition [1] is related to
a problem of activity tagging. Firefighters are equipped with
body sensors that register vital functions and movements.
Vital function records are summarized by statistics (minimum,
maximum, median...) using a fixed number of input variables,
whereas movement records are available as 42 times series of
length 1.8 s with measures every 4.5 ms. Train data consists of
20,000 samples for activities recorded from four firefighters,
whereas the test data contains 20,000 samples coming from a
different group of four firefighters. The objective is to tag the
activity of firemen, among 24 activities, and the evaluation
criterion is the balanced accuracy (BAC). In this paper, we
present our submission to the challenge. It exploits a Selective
Naive Bayes classifier together with an automatic variable
construction method (Section II). We motivate the choice of
this classification framework and describe its application to the
challenge in Section III. A good classifier trained on the train
data obtains a disastrous leaderboard score. This is not caused
by over-fitting, but by a severe distribution drift between the
train and test data. We suggest in Section IV a methodology to
alleviate this problem. In Section V, we present related work
and discuss our approach. Finally, Section VI summarizes the
paper.

II. SUPERVISED CLASSIFICATION FRAMEWORK

We summarize the Selective Naive Bayes (SNB) classifier
introduced in [2]. It extends the Naive Bayes classifier [3]

owing to an optimal estimation of the class conditional prob-
abilities, a Bayesian variable selection and a Compression-
based Model Averaging. We also describe the automatic vari-
able construction framework presented in [4], used to get a
tabular representation from times series.

A. Optimal discretization

The Naive Bayes (NB) classifier has proved to be very
effective in many real data applications [3], [5]. It is based on
the assumption that the variables are independent within each
class, and solely relies on the estimation of univariate condi-
tional probabilities. The evaluation of these probabilities for
numerical variables has already been discussed in the literature
[6], [7]. Experiments demonstrate that even a simple equal
width discretization brings superior performance compared to
the assumption using a Gaussian distribution per class. Using
a discretization method, each numerical variable is recoded as
a categorical variable, with a distinct value per interval. Class
conditional probabilities are assumed to be piecewise constant
per interval, and obtained by counting the number of instances
per class in each interval. These class conditional probabilities
are used as inputs for the naive Bayes classifier. Figure 1 shows
an example of discretization into three intervals, for the Sepal
width input variable of the Iris dataset [8].
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Fig. 1. Number of instances per class in the Iris dataset, for a discretization
of the Sepal width input variable into three intervals
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In the MODL approach [9], the discretization is turned into
a model selection problem and solved in a Bayesian way. First,
a space of discretization models is defined. The parameters
of a specific discretization model M are the number of
intervals, the bounds of the intervals and the class frequencies
in each interval. Then, a prior distribution is proposed on
this model space. This prior exploits the hierarchy of the
parameters: the number of intervals is first chosen, then the
bounds of the intervals and finally the class frequencies. The
choice is uniform at each stage of the hierarchy. Finally, the
multinomial distributions of the class values in each interval
are assumed to be independent from each other. A Bayesian
approach is applied to select the best discretization model,
which is found by maximizing the maximum a posteriori
(MAP) model. Owing to the definition of the model space
and its prior distribution, the Bayes formula is applicable to
derive an exact analytical criterion to evaluate the posterior
probability of a discretization model. The optimized criterion
is p(M)p(D|M), where p(M) is the prior probability of a
preprocessing model and p(D|M) the conditional likelihood
of the data given the model.

Efficient search heuristics allow to find the most probable
discretization given the data sample. Extensive comparative
experiments report high performance.

Univariate informativeness evaluation: A 0-1 normalized
version of the optimized criterion provides a univariate in-
formativeness evaluation of each input variable. Taking the
negative log of the MAP criterion, c(M) = −(log p(M) +
log p(D|M)), the approach receives a Minimim Description
Length (MDL) [10] interpretation, where the objective is to
minimize the coding length of the model plus that of the
data given the model. The null model M∅ is the preprocessing
model with one single interval, which represents the case with
no correlation between the input and output variables. We
then introduce the I(V) criterion in Equation 1 to evaluate the
informativeness of a variable V .

I(V ) = 1− c(M)

c(M∅)
. (1)

The value of I(V ) grows with the informativeness of an input
variable. It is a between 0 and 1, 0 for irrelevant variables
uncorrelated with the target variable and 1 for variables that
perfectly separate the target values.

B. Bayesian Approach for Variable Selection

The naive independence assumption can harm the perfor-
mance when violated. In order to better deal with highly
correlated variables, the Selective Naive Bayes approach [11]
exploits a wrapper approach [12] to select the subset of vari-
ables which optimizes the classification accuracy. Although
the Selective Naive Bayes approach performs quite well on
datasets with a reasonable number of variables, it does not
scale on very large datasets with hundreds of thousands of
instances and thousands of variables, such as in marketing
applications or text mining. The problem comes both from the
search algorithm, whose complexity is quadratic in the number

of variables, and from the selection process which is prone to
overfitting. In [2], the overfitting problem is tackled by relying
on a Bayesian approach, where the best model is found by
maximizing the probability of the model given the data. The
parameters of a variable selection model are the number of
selected variables and the subset of variables. A hierarchic
prior is considered, by first choosing the number of selected
variables and second choosing the subset of selected variables.
The conditional likelihood of the models exploits the Naive
Bayes assumption, which directly provides the conditional
probability of each class. This allows an exact calculation
of the posterior probability of the models. Efficient search
heuristic with super-linear computation time are proposed, on
the basis of greedy forward addition and backward elimination
of variables.

C. Compression-Based Model Averaging

Model averaging has been successfully exploited in bag-
ging [13] using multiple classifiers trained from re-sampled
datasets. In this approach, the averaged classifier uses a voting
rule to classify new instances. Unlike this approach, where
each classifier has the same weight, the Bayesian Model Av-
eraging (BMA) approach [14] weights the classifiers according
to their posterior probability. In the case of the Selective Naive
Bayes classifier, an inspection of the optimized models reveals
that their posterior distribution is so sharply peaked that av-
eraging them according to the BMA approach almost reduces
to the MAP model. In this situation, averaging is useless. In
order to find a trade-off between equal weights as in bagging
and extremely unbalanced weights as in the BMA approach,
a logarithmic smoothing of the posterior distribution, called
Compression-based Model Averaging (CMA), is introduced
in [2]. The weighting scheme on the models reduces to a
weighting scheme on the variables, and finally results in a sin-
gle Naive Bayes classifier with weights per variable. Extensive
experiments demonstrate that the resulting Compression-based
Model Averaging scheme clearly outperforms the Bayesian
Model Averaging scheme. In the rest of the paper, the classifier
resulting from model averaging is called Selective Naive Bayes
(SNB).

D. Automatic Variable Construction for Multi-Table

In a data mining project, the data preparation phase aims
at constructing a data table for the modeling phase [15], [16].
The data preparation is both time consuming and critical for
the quality of the mining results. It mainly consists in the
search of an effective data representation, based on variable
construction and selection. Variable construction [17] has been
less studied than variable selection [18] in the literature.
However, learning from relational data has recently received an
increasing attention. The term Multi-Relational Data Mining
(MRDM) was initially introduced in [19] to address novel
knowledge discovery techniques from multiple relational ta-
bles. The common point between these techniques is that
they need to transform the relational representation. Methods
named by propositionalisation [20], [21], [22] try to flatten the
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relational data by constructing new variables that aggregate the
information contained in non target tables in order to obtain a
classical tabular format.

In [4], an automatic variable construction method is pro-
posed for supervised learning, in the multi-relational setting
using a propositionalisation-based approach. Domain knowl-
edge is specified by describing the multi-table structure of the
data and choosing construction rules. The formal description
of the data structure relies on a root table that contains the
main statistical units and several secondary tables in 0 to
1 or 0 to n relationship with the root table. For example,
Figure 2 describes the structure of the data for the challenge.
The construction rules available for automatic construction of
variables are detailed below:

• Selection(Table, Num)→Table: selection of records from
a secondary table according to a conjunction of selection
terms (membership in a numerical interval of a variable
Num in the secondary table),

• Count(Table)→Num: count of records in a table,
• Mean(Table, Num)→Num: mean value of variable Num,
• Median(Table, Num)→Num: median value,
• Min(Table, Num)→Num: min value,
• Max(Table, Num)→Num: max value,
• StdDev(Table, Num)→Num: standard deviation,
• Sum(Table, Num)→Num: sum of values.
The space of variables that can be constructed is virtually

infinite, which raises both combinatorial and over-fitting prob-
lems. When the number of original or constructed variables
increases, the chance for a variable to be wrongly considered
as informative becomes critical. A prior distribution over
all the constructed variables is introduced. This provides a
Bayesian regularization of the constructed variables, which
allows to penalize the most complex variables. An effective
algorithm is introduced as well to draw samples of constructed
variables from this prior distribution. Experiments show that
the approach is robust and efficient.

III. APPLYING THE FRAMEWORK FOR THE CHALLENGE

We motivate our choice of the classification framework1,
then describe how we apply it on the challenge dataset.

A. Choice of the classification framework

In all our challenge submissions, we exploit the frame-
work described in Section II to train a selective naive Bayes
classifier, with optimal discretization, variable selection and
model averaging. The classifier is trained on a flat data repre-
sentation, obtained using the automatic variable construction
method (Section II-D) that builds many variables from the
time series records data. Once the data schema is specified,
the only parameter is the number of variables to construct. The
method is fully automatic, scalable and highly robust, with test
performance mainly equivalent to train performance.

The SNB classifier is resilient to noise and to redundancies
between the input variables, but it is blind to non-trivial

1Available as a shareware at http://www.khiops.com

interactions between the variables. This can be leveraged by
feature engineering, relying on domain expertise rather than on
statistical expertise. More accurate classification methods are
available, such as random forests, gradient boosting methods,
support vector machines or neural networks. However, these
methods require intensive feature engineering to get a flat
input data table representation, are prone to over-fitting, are
mainly black-box, not suitable for an easy interpretation of the
models and finally require fine parameter tuning, both time
consuming and expertise intensive. In an industrial context
like the Orange telecommunication operator, the major issue
is to quickly provide an accurate, robust and interpretable
solution to many data mining problems, rather than a very
accurate solution to few problems. In this context, the generic
framework described in Section II and used in this challenge
offers a good solution.

B. Application to the challenge dataset

For the AAIA’15 Data Mining Competition, firefighters are
described using a root table that contains the target activity as
well as the summary variables for the vital function sensors
and a secondary table for the movement sensors readings. An
identifier variable Id is added in each record of both tables, to
enable the join between the root and secondary tables.

Firefighter
#Id: Cat
 avg-ecg1: Num
 avg-ecg2: Num
 ...
 avg-diff-temp: Num
 MvtSensor: Table(MvtSensorReading)
 class: Cat

MvtSensorReading
#Id: Cat
 system_millis: Num
 ll-acc-x: Num
 ...
 torso-gyro-z: Num

Fig. 2. Multi-table representation for the data of the AAIA’15 challenge

The multi-table representation of the challenge data is
presented in Figure 2. The root table (Firefighter) contains
20,000 instances, with 44 variables: Id, the 42 vital function
input variables (avg-ecg1, avg-ecg2, . . . avg-diff-temp) and
the class variable. The secondary table (MvtSensorReading)
contains 20,000 × 400 records, with 44 variables: Id as a join
key and the 43 time series variables for the movement sensor
readings (system millis, ll-acc-x, . . . torso-gyro-z). Using the
data structure presented in Figure 2 and the construction rules
introduced in Section II-D, one can for example construct the
following variables (“name” = formula: comment) to enrich
the description of a Firefighter:

• “StdDev(MvtSensor.rl-acc-x)” =
StdDev(MvtSensor, rl-acc-x):
standard deviation of rl-acc-x in the sensor readings,

• “Count(MvtSensor) where ll-gyro-y > 60” =
Count(Selection(MvtSensor, ll-gyro-y > 60)):
number of sensor readings where ll-gyro-y > 0,

• “Max(MvtSensor.torso-acc-z) where torso-acc-x > 5” =
Max(Selection(MvtSensor, torso-acc-x > 5), torso-acc-z):
max of torso-acc-z for sensor readings where torso-acc-x > 5.
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The number of variables to construct is the only user pa-
rameter. An input flat data table representation is then obtained
from the initial input variables coming from the root table and
the set of all automatically constructed variables. All these
variables are then preprocesses using the optimal discretization
method (cf. SectionII-A) to assess their informativeness and
evaluate their class conditional probabilities, before training
the SNB classifier. For advanced use, it is possible to impose
a constraint on the granularity of the discretizations (cf.
Section II-A): instead of obtaining the optimal number of
intervals, the preprocessing method output discretizations with
at most IMax intervals, where IMax is a user parameter.

IV. CHALLENGE SUBMISSION

In this section, we describe our submissions to the challenge
and suggest a methodology to alleviate the problem of the drift
between the train and test distributions of the challenge dataset.

A. First trials

a) Submission 1: To get familiar with the challenge eval-
uation protocol, we made a first quick trial, using only the 43
vital function variables. We obtained a surprisingly high train
accuracy, with few over-fitting: 0.9840 and 0.9680 on a 70%-
30% split of the train dataset. However, our first submission
obtained only a 0.1859 score on the challenge leaderboard.
This dramatic drop of performance was not caused by over-
fitting, but by a drift between the train and test distributions
(based on two different groups of four firefighters).

b) Submission 2: We then generated 100 additional vari-
ables to summarize the movement sensors times series, using
the framework described in Section II-D. As we observed
that the optimal discretizations (see Section II-A) were very
fine grained, with up to hundred of intervals, we decided
to constrain the discretization method to build at most 10
intervals. We obtained a 0.9499 train accuracy (on the test
split of the train dataset), and a 0.4566 leaderboard score.
Constraining the discretisations thus reduced the drift effect.

c) Submission 3: Using discretizations with at most
two intervals, we obtained a 0.8603 train accuracy and a
0.6372 leaderboard score. This confirmed the benefit of the
constrained discretisations to reduce the drift effect.

d) Submission 4.: Still using discretizations with at most
two intervals, we generated 1,000 variables from the move-
ment sensors times series. We obtained a 0.9254 train accuracy
and a 0.6951 leaderboard score.

Table I summarizes the performance obtained for each
preliminary submission as well as the related user parame-
ters: number of constructed variables (cf. Section II-D) and
constrain on the maximum number of intervals in the dis-
cretizations (cf. variable preprocessing in SectionII-A).

These preliminary trials took only one hour and gave
interesting insights.

B. Analysis, trials and errors

Let us consider two tasks: classification of the activity and
detection of the drift. The drift detection task can be turned

TABLE I
METHOD PARAMETERS AND PERFORMANCE PER SUBMISSION

Submission Constructed Interval Train Leaderboard
variables max nb accuracy score

Submission 1 0 0.9680 0.1859
Submission 2 100 10 0.9499 0.4566
Submission 3 100 2 0.8603 0.6372
Submission 4 1000 2 0.9254 0.6951

into a classification task as in [23], by merging the train and
test datasets and using the dataset label (’train’ or ’test’) as
the target variable. Intuitively, if we are able to select an input
representation with good classification accuracy on the train
dataset but poor drift detection, we expect that our classifier
will be less sensitive to drift and that the performance drop
on the test dataset will be reduced.

The objective is then to explore varying input representa-
tions and select the one with the best classification accuracy
together with the poorest drift detection. To do so, we mainly
considered the following dimensions: max number of intervals
for discretizations, representation of times series, selection of
variables, both for the root and secondary tables, choice of
construction rules, number of constructed variables. Exploiting
the informativeness of variables both from the classification
and drift detection tasks, we made many trials and errors and
finally obtained a solution with a leaderboard score of 0.7892.
This solution mainly consists of:

1) discretizations with at most two intervals,
2) no use of any vital function variables, selection of part

of the movement variables (mainly, the acc-x and acc-z
for the torso, the acc-x, acc-z, gyro-x, gyro-y for the legs
and acc-x, gyro-x, gyro-z for the hands),

3) construction of 10,000 variables using only the Count
and Selection construction rules.

C. A methodology to reduce the drift problem

While the approach described in the preceding section was
insightful and allowed to improve significantly the leader-
board score, it heavily relies on human expertise and is
time consuming. We now suggest a methodology that aims
at automatizing the approach. First, we use all the initial
input representation and all the available construction rules
to build 10,000 variables. Using discretizations with at most
two intervals, we evaluate the informativeness of each input
variable (cf. Formula 1), both for the drift detection and the
classification tasks. The results, displayed in Figure 3, show
that there are variables with large drift informativeness and
small classification informativeness (top-left of the figure),
or on the contrary variables with small drift informativeness
and large classification informativeness (bottom-right). The
interesting variables are those close to the X axis, with small
drift informativeness.

We then sort the variables by increasing drift informa-
tiveness and select subsets of variables of increasing sizes,
for a list of thresholds of drift informativeness (0, 0.0001,
0.00025...). Figure 4 displays the number of informative
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Fig. 3. Informativeness of 10,000 variables

variables for both the classification and detection tasks, for
each drift threshold. For example, using a threshold of 0
that excludes any variable with drift informativeness, the
smallest selected subset contains around 2,000 variables that
are informative for the classification task.
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Fig. 4. Number of informative variables per drift threshold for the classifi-
cation and drift detection tasks

For each of these subsets, we train the selective naive Bayes
classifier both for the classification and drift detection tasks,
collect the resulting accuracies as well as the leaderboard score
obtained with the related submissions. For both tasks, we use
a 70%-30% split of the data to evaluate the robustness of
the classifier, and always observe a small difference (≈ 1%)
between the train and test performance.

Training times are more than ten times longer for the
classification task (24 target values) than for the drift detection
task (two labels). The largest classification task consists of
14,000 train instances (70%*20,000) and 10,000 constructed
variables, each summarizing 400 movement sensor readings.
On a PC Windows with Intel Xeon 2.3 Ghz processor, it took
about half an hour for the data preparation and four hours to
train the SNB classifier.

Figure 5 shows that the accuracy of drift detection rapidly
decreases with smaller number of variables while the decrease
is slower for the train classification accuracy. Meanwhile,
the leaderboard score increases, from 0.7083 using all the
variables to a plateau with a leaderboard score of about 0.78
between 2,500 and 6,000 variables . Using this methodology,
our final chosen submission obtained a leaderboard score of
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Fig. 5. Train classification, drift detection and leaderboard accuracies w.r.t.
number of input variables

0.7856 (using around 4,500 variables) and a final score of 0.76.

D. Insights on relevant variables
Looking at Figure 4, we can see that the selected subset

that contains around 4,500 variables is related to a drift
threshold of 0.005, which is very small. Figure 3 shows that
this corresponds to variables very close from the X axis, with
potentially large class informativeness but very small drift
detection informativeness.

For interpretability purposes, it is interesting to further
investigate on which kind of variables are kept in the best
classifier. In Figure 6, we reuse the same kind of plot as in
Figure 3 and focus on the initial data representation, per family
of variables. The 42 vital function variables are summarized
in five families: EGC, heart rate, breath rate, respiration and
temperature. The figure shows that these variables (especially
the heart rate ones) have large drift informativeness and small
classification informativeness. They are excluded from the best
classifier. As for the 42 movement sensor time series, we
divided the analysis using separate plots for the 7 body parts
(torso, left and right hand, arm and legs) with 6 families
per body part: x, y and z readings for the accelerometer
and gyroscope. From the 10,000 automatically constructed
variables, we collected the subset of variables related to each
body part per family. The results are summarized in the 7 body
part plots in Figure 6. This brings interesting insights w.r.t. to
the relevance of each movement sensor for the classification
task. For example, the arm sensors are the least interesting,
since they are related to many variables with large drift
informativeness. On the opposite, the other body part sensors
are related to many constructed variable close to the X axis,
with small drift informativeness and large classification infor-
mativeness. Overall, the torso and leg movement sensor bring
the most useful information. The dissimilarity between the left
and right body part sensors appears clearly. For example, for
the left hand, the z accelerometer is too sensible to the drift,
and for the left leg, this the case for the y accelerometer.
All these insights may be useful to optimize data collection
and pre-processing in order to improve the performance of the
classifier.

E. Limits of the approach
Using the leaderboard to chose the best solution is likely to

overfit the test dataset, and the solution might not be reliable
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Fig. 6. Informativeness per family of variables
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when applied to new firefighters not in the train nor test
datasets. Ideally, data should be collected from more distinct
firefighters to improve the reliability and performance of the
solution. Also, the firefighter identifiers should be available in
the datasets. This would enable a cross-validation process with
splits based on distinct firefighters, to select the best solution
using the train dataset only.

V. RELATED WORK AND DISCUSSION

The challenge settings rely on a train and test datasets with
the same task. As in supervised learning, labels are available in
the train dataset and not available in the test dataset. However,
the train and test data do not come from the same distribution
(different firefighters in train and test).

In semi-supervised learning, [24] the objective is to exploit
both labeled and unlabeled data, as in our approach, but the
distributions of the labeled and unlabeled data are assumed to
be the same. The case of transfer learning (see [25] for a com-
prehensive survey) is close to the challenge settings. Transfer
learning aims at exploiting two source and target domains and
tasks, with or without available labels for each task. It has been
studied under different names (learning to learn, knowledge
transfer, inductive transfer, multitask learning...) and covers
a variety of settings. The closest one is called Transductive
Transfer Learning (also named Domain Adaptation, Sample
Selection Bias, Co-variate shift...), where the source and target
domains are different but related, the tasks are the same,
and the labels are available only in the source domain. In
this setting, our approach is related to Feature-Representation
Transfer approaches, where the objective is to find a good
feature representation that reduces the difference between the
source and target domains and improves the accuracy for the
target task. According to Pan and Yang [25], most feature-
representation transfer approaches to the transductive transfer
learning settings are under unsupervised learning frameworks.
In structural correspondence learning (SCL) [26], a set of
domain specific pivot features is defined and treated as a
new label vector. The corresponding classification problems
are assumed to be solved by linear classifiers. SCL then
learns a matrix of parameters and applies a singular value
decomposition on this matrix. This allows to create new
features that encodes a correspondence between the source and
target domains. The tricky part is how to well design the pivot
features. This can be done heuristically or using mutual infor-
mation [27]. Many approaches focus on the natural language
processing (NLP) domain. In [28], a kernel-mapping function
is proposed to map the data from both the source and target
domains. However, the kernel is domain knowledge driven
and is not easy to generalize to other applications. In [29],
a co-clustering based approach is proposed to propagate the
labels across the domains. In [30], an algorithm named bridged
refinement is proposed to correct the labels predicted by a
shift-unaware classifier toward a target distribution and take
the mixture distribution of the training and test data as a bridge
to better transfer from the training data to the test data. Other
approaches summarized in [25] extend traditional approaches

in the NLP domain, such as spectral analysis, probabilistic
latent semantic analysis (PLSA) or dimensionality reduction.

Our approach is clearly related to the settings of Trans-
ductive Transfer Learning based on Feature-Representation
Transfer. One main difference is that our method relies on
a multi-table data representation of the data and exploits
the automatic variable construction framework summarized in
Section II-D to explore many representations. Still, in the flat
table case, our approach could be applied in the NLP domain
where many input variables are available using the bag of
words representation of texts.

Compared to related transfer learning approaches, another
difference is that our approach focuses on the methodology
rather than on new specific modeling techniques. The unla-
beled train and test data are first exploited jointly to sort the
input variables by decreasing drift informativeness. Then, a
list of embedded classifiers is build on subsets of variables
of increasing size, with expected increasing classification
performance but also increasing sensibility to drift. The final
classifier can be found either using a tolerance threshold
compared to the best classification performance in the source
domain, or using labels in the target domain if they are partly
available.

Let us now focus on some settings that could benefit from
our approach or more generally from transfer learning:

• Like in the AAIA’15 Data Mining Competition, there
are many problems where the train and test data are not
governed by the same distributions, and where the task
is to train a classifier from many train instances coming
from few sources (like the many train samples coming
from only four firefighters). This is the case in domains
where data is hard to collect and relies on few volunteers,
each contributing to several train instances. For example,
the MNIST database of handwritten digits [31] contains
60,000 train instances and 10,000 test instances, with 250
train writers and 250 other test writers. The UCI reposi-
tory [8] contains many other such datasets, including for
example the Australian Sign Language signs Data Set
with 95 signs were collected from five signers for a total
of 6650 sign samples, or the Spoken Arabic Digit Data
Set with 10 digits collected from 88 speakers for a total
of 8800 samples (represented using timeseries of mel-
frequency cepstrum coefficients).

• When the train and test data come from different time
periods, the assumption of i.i.d. distribution is violated
as soon as the data are not stationary. This applies to
many times series prediction problems, where samples
are collected from one single source in a train period and
where the trained model is applied to a future test period.
For example, the IJCRS’15 Data Mining Competition2 is
related to a problem of prediction of methane outbreaks
in a coal mine equipped with 28 sensors of different types
(barometer, anemometer, temperature meter, humidity

2https://knowledgepit.fedcsis.org/contest/view.php?id=109
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meter, methane meter...), with 51,700 train samples
and 5,076 test samples with time periods that do not
overlap with those in the train data.

• A variant of the preceding settings usually occurs in
the marketing field,  where there  is  abundant  data
from millions of customers, which allows extracting
train datasets with one sample per customer. How-
ever, the marketing tasks are not classification, but
prediction  on  a  future  period  in  a  non-stationary
market environment (for tasks such as churn, fraud
or up-selling for example). In the Orange telecom-
munication operator, we have many such problems
and plan to evaluate our transfer learning approach.

VI. CONCLUSION

Whereas most data mining methods rely on i.i.d. data, this
is not the case in AAIA’15 Data Mining Competition, where
the train and test  data where collected  from two different
groups of four firefighters.  In  this case,  a robust  classifier
was able to achieve 100% accuracy in a 70%-30% split of
the train data, with a dramatic drop of the test performance
down to 18% leaderboard score.  This is not an overfitting
problem, but a problem of distribution drift between the train
and test datasets. In this paper, we have suggested a method-
ology to alleviate this problem by evaluating the informative-
ness of each variable for the classification and drift detection
tasks. We follow the intuition that the classifiers that exploit
input variables with high class informativeness and low drift
informativeness are more likely to be resilient to drift. Ap-
plying this methodology, we were able to build a classifier
with 0.76 final  score,  which is a tremendous improvement
compared to our initial solution. In future work, we plan to
refine the methodology and to evaluate it on new problems,
in particular  for  Orange marketing prediction tasks,  where
the data are abundant, complex and governed by non station-
ary distributions.
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Abstract—The article introduces a novel mechanism for auto-
matic extraction of features from streams of numerical data. It
was originally designed for the purpose of processing multiple
streams of readings generated by sensors in coal mines. The orig-
inal research was conducted on methane concentration analysis
in the DISESOR project. The article demonstrates an application
of the elaborated mechanism for the case of tagging short series
of readings from sensors that monitor activities and movements
of firefighters during the action with labels corresponding to
firefighter activities. The purpose of the experiment was to
assess how the automatic feature extraction and construction
of classifiers (without parameters tuning and without the use
of classifier ensembles) can cope with the competition’s task in
comparison to other participants.

I. INTRODUCTION

Every day, the surrounding world is being monitored by
a still increasing number of sensors. Starting with sensors
from our neighborhood as: mobile phones, intelligent home
appliances, GPS, automotive sensors, cardio-in watches etc.
ending with specialized sensors that support the manufacturing
processes deployed in factories, mines or platforms. The veloc-
ity of data acquisition makes that the methods of analysis are
expected to adapt rapidly to the changes and the emergence of
data. On the other hand, the similarity of the nature of the data
generated by the sensors appears to allow the construction of
generic, reusable mechanisms for data processing and analysis.

The recent emergence of data storage technologies like
columnar databases with high level of compression as Info-
bright [24] and the solutions that can scale up to thousands
of machines like MapReduce [8] allow us to store machine
generated data that is extremely large. What has to be done at
this point, is to develop a generic approach to process data and
to introduce a mechanism for automatic (or semi-automatic)
knowledge discovery from acquired data in order to support
analysts. This aims to reduce the time needed to perform the
laborious, manual data analysis.

This article introduces a novel mechanism for automatic
extraction of features from streams of numerical data and
verifies its effectiveness based on data mining competition

results. The elaborated mechanism was originally prepared
for the purpose of processing multiple streams of readings
generated by sensors in coal mines. The article demonstrates
an application of the developed mechanism for the case of
the AAIA’15 Data Mining Competition1: Tagging Firefighter
Activities at a Fire Scene[16] which was the continuation of
the previous contest investigating key risk factors for Polish
Fire Service [11]. The competition was concerned the process
of automatic labels (activities) assignment to a short series of
readings from sensors that monitor activities and movements
of firefighters during the action. The aim of the competition
was to maximize balanced accuracy measure which is defined
as an average accuracy within all decision classes while the
aim of our research was to assess how the automatic feature
extraction and classifiers learning (without parameters tuning)
can cope with the competition’s task.

Another of our objectives was a requirement that the total
effort spent on the data preparation and experiments should be
limited, which enables easier management of human resources.
The overall time was limited in advance by 2MD (two man
days - that is 16 h) which has been recognized as sufficient
for researchers to become familiar with the task and to adjust
original data representation to a format accepted by the eval-
uated feature extraction mechanisms. A part of the available
time was used for a classifier selection and learning process
and was conducted by means of the algorithms available in
packages for R programming language2.

This paper is organised as follows. In Section II the original
data set and features extraction mechanisms are presented. In
Section III, the assumptions of experiments, an approach to the
features selection, the final solution, as well as verified (but
finally discarded) approaches to data analysis are shown. In
Section IV, the original application of elaborated mechanisms
for the extraction of features from multiple streams within
the DISESOR project is described. Finally, in Section V a

1https://knowledgepit.fedcsis.org/contest/view.php?id=106
2See. http://www.r-project.org/
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summary of research, conclusions and plans for the nearest
future are presented.
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Figure 1. The diagram shows the whole process of feature extraction and
model training which was carried out in order to solve the problem of labeling
sensor time series with posture and main activity of a firefighter. Model
responsible for recognizing a firefighter’s posture uses windows constructed
on the raw-sensory and virtual-sensory data. The model labeling main activity
takes into account both sensory data and a posture label.

II. DATA PREPROCESSING

A. Original data set

The data provided in the competition were obtained during
training exercises conducted by a group of eight firefighters
from the Main School of Fire Service. The sensors placed on a
chest were registering vital functions, while the sensors placed
on torso, hands, arms and legs were registering movements
of a firefighter. Along with recording the data from sensors,
all training sessions were also filmed. The video recordings
firstly synchronized with the sensor readings, were presented
to experts who manually labeled them with actions performed
during the exercises. The data were provided as CSV files.

The training and test data sets contain 20,000 rows and
17,242 columns each. A given row in a file corresponds to
a short time series with length equal to approximately 1.8
s. The first 42 columns contain basic statistics (aggregations
like mean, standard deviation, maximum, minimum, etc.) of
data from sensors monitoring a firefighter’s vital functions
over the given fixed time period. The raw readings for the
vital functions were recorded using Equivital Single Subject
Kit (EQ-02-KIT-SU-4) fitted with two medical-quality ECG
units, heart rate and breath rate units, and thermometers for
measuring skin temperature. The remaining columns contain
readings from a set of kinetic sensors attached to seven places
on a body (torso, hands, both arms and both legs) identified as
important during the realization of the main ICRA project’s
objectives. They are divided into 400 chunks that represent
consecutive points in time. Each set is composed of readings
from an accelerometer (dynamic bandwith: +/- 16G) and a
gyroscope (scale up to 2,000 deg/s), therefore a total number
of kinetic sensors are equal to 14. Each sensor of the both types
(an accelerometer or a gyroscope) produces three readings
x,y,z corresponding to the tree dimensions, hence we have the
total number of reading streams equals to 42. A single chunk
of columns, therefore, consists of 43 numeric values, from
which the first one is time from the beginning of the series
and the following 42 values represent the readings from the
accelerometers (measured in m/s2) and gyroscopes (measured
in deg/s). An average time difference between consecutive
sensory readings in the data is 4.5 ms. The task is even more
challenging since the training and test data sets consist of
recordings from disjoint groups of firefighters.

The above description shows the details of the values
arrangement in the provided data. We considered each row as
a separate data set containing readings from many sensors. As
described above, values from the vital sensors were aggregated
externally, but the kinetic ones are provided in the raw form
of time series. Let us present a fragment of an example in
a visual form of data plots to better illustrate the amount of
available data and their internal dependence. The references
to the sensor readings are consistent with the naming from
metadata provided by the organizers. There are seven places
on a body that the sensors were placed on, i.e. left leg, right
leg, left hand, right hand, left arm, right arm, and torso.
The body areas corresponds to the following name prefixes:
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Figure 2. A fragment of an example row

ll,rl, lh,rh, la,ra, torso. An name infix acc or gyro refers to an
accelerometer or gyroscope type of sensors. Finally, a suffix
x,y, or z names the axis from which the readings came from. In
Figure 2 we present an example row that was tagged in the data
with "standing" and "no_action" labels describing a posture
of a firefighter and his current activity. The figure contain six
time series (each consisted of 400 values that correspond to
approximately 1.8 s) from the set of sensors placed on a left
hand of a subject performing an exercise.

B. Feature extraction

In the process of development of our feature extraction
system we decided to follow the sliding window method. In
general, for a given set of readings we put a window of a
fixed length – the size of a window, i.e., a number of readings
or a time interval, which travels through the values from the
beginning to the end. We can control the amount of processed
windows not only by setting the window length but also
defining the offset for the consecutive windows – the extent to
which the consecutive windows overlap to each other. Figure
3 presents four examples of sliding window set-ups. The first
example, marked in red, shows the situation when the length
of a sliding window is equal to the offset. The green and blue
examples show the consecutive positions of a sliding window
when the offset is equal to 1

2 and 1
3 , respectively, of the length.

The system is also capable to express the situation when the
offset is greater than the length – the example marked in cyan.

For each basic window that is created during the process
of moving a sliding window through the time series a defined
aggregate function is applied. This step of the process may
be adjusted for the actual task by supplying a specific im-

plementation. The following list presents features which are
calculated to represent the time series in a window:
• fill – a ratio of correct readings in the window = nValid

n ,
• firstValue – a value of the first reading in the window,
• lastValue – a value of the last reading,
• max – a maximum value of the readings in the window,
• maxMinDiff – a difference between the max and min,
• mean – a mean value of readings in the window,
• min – a minimum value of the readings in the window,
• n – a total number of readings in the window,
• nValid – a number of valid readings in the window
• percentile25 – a percentile 25% for the readings,
• percentile5 – a percentile 5% for the readings,
• percentile50 – a percentile 50% for the readings (median),
• percentile75 – a percentile 75% for the readings,
• percentile95 – a percentile 95% for the readings,
• percentiles5Diff – a subtraction of the percentiles 95% and 5%,
• sourceFullId – a data source identifier included in the statistics

of the window, e.g. ID or a name of the sensor,
• stdDev – a standard deviation of the readings,
• windowEndDate – a window end date
• windowEndMillis – an end timestamp of the window,
• windowMetaInfo – a meta information of the sliding window

configuration, encoded in a form of a string, e.g. "o60l60" is
equivalent to o f f set = 60 and length = 60,

• windowStartDate – a window start date,
• windowStartMillis – a start timestamp of the window,

A sliding window in a fixed position for which the aggregate
function was applied and produced the statistics is referred
later as a basic (or plain) window. An example of a basic
window for an axis x of the sensor placed on a left leg of a
firefighter is presented in Table I.

For the purpose of the competition we have processed the
data with three layouts of a sliding window. An illustration
of our choice is presented in Figure 4. We have decided to
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Figure 3. A set of examples showing the possible set-ups. Sliding windows are defined by a length and an offset. The length determines the size of a window,
whether it is a fixed number of readings contained in a window or a fixed time interval. The offset is the extent to which the consecutive windows overlap
to each other. The example marked in red shows the situation when the length of a sliding window is equal to the offset. The green and blue examples show
the consecutive positions of a sliding window when the offset is equal to 1

2 and 1
3 of the length. The example marked in cyan illustrates the situation when

the offset is twice as large as the length (or in general just greater) of a sliding window.

calculate statistics for each row by splitting each time series
to 1, 2 or 5 consecutive non-overlapping windows.

We have described earlier in the section the capabilities of
the feature extraction system to express different layouts of
a sliding window in terms of its length and offset. If there
is more than one window generated for the time series we
can extract additional features in addition to those included
in a basic window statistics. We have implemented also inter-
window stats extraction, i.e., a set of values that express the
changes between a pair of consecutive windows. We have
introduced the following inter-window stats:
• firstFill – a ratio of correct readings in the first window,
• firstN – a total number of readings in the first window,
• firstNValid – a number of valid readings in the first window,
• firstWindowDate – a start date in the first window,
• firstWindowMillis – a start timestamp in the first window,
• maxDiff – a difference between max statistics in the windows,
• meanDiff – a difference between mean statistics in the windows,
• minDiff – a difference between min statistics in the windows,
• percentile25Diff – a difference between percentile25 statistics

in the windows,
• percentile5Diff – a difference between percentile5 statistics in

the windows,
• percentile50Diff – a difference between percentile50 statistics

in the windows,
• percentile75Diff – a difference between percentile75 statistics

in the windows,
• percentile95Diff – a difference between percentile95 statistics

in the windows,
• secondFill – a ratio of correct readings in the first window,
• secondN – a total number of readings in the second window,
• secondNValid – a no. of valid readings in the second window,
• secondWindowDate – a start date in the second window,
• secondWindowMillis – a start timestamp in the second window,
• sourceFullId – a data source identifier,
• windowMetaInfo – a meta information of the sliding window,
An example of the inter-window stats for an axis x of the

sensor placed on a left leg of a firefighter is presented in Table

stat value
1 fill 1
2 firstValue -7
3 lastValue -11.2
4 max -2.8
5 maxMinDiff 14.3
6 mean -9.6
7 min -17.1
8 n 400
9 nValid 400

10 percentile25 -9.9
11 percentile5 -10.8
12 percentile50 -9.8
13 percentile75 -9.5
14 percentile95 -7.6
15 percentiles5Diff 3.2
16 sourceFullId ll-acc-x
17 stdDev 1.1
18 windowEndDate 2015-05-03 00:06:40
19 windowEndMillis 1430604400000
20 windowMetaInfo o400l400
21 windowStartDate 2015-05-03 00:00:00
22 windowStartMillis 1430604000000

Table I
AN EXAMPLE OF AGGREGATION FUNCTION COMPUTATION – A BASIC

WINDOW STATS FOR THE FIRST ROW OF THE TRAINING DATA.

II. A sliding window configuration used in the example, i.e.,
the length of the window is equal to its offset, has produced
two basic non-overlapping windows that split the time series
from a given row into two halves.

C. Virtual sensors

According to the task description, the kinetic sensors (ac-
celerometers and gyroscopes) used during the exercises have
symmetric scales with 0 as their neutral reading. The speci-
ficity of the firefighter activities like walking, running, moving
up the stairs or ladder, may cause the readings to be more
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Figure 4. An illustration of the sliding window configurations applied in our solution. We have decided to process the time series with a varied granularity,
ranging from the statistics computed for the whole time series, to calculate them for 2 or 5 shorter, non-overlapping windows which divided the time series
to the parts of equal length.

stat value
1 firstFill 1
2 firstN 200
3 firstNValid 200
4 firstWindowDate 2015-05-03 00:00:00
5 firstWindowMillis 1430604000000
6 maxDiff 6.6
7 meanDiff 0.6
8 minDiff -4
9 percentile25Diff 0.3

10 percentile50Diff 0.2
11 percentile5Diff -0.4
12 percentile75Diff 0.8
13 percentile95Diff 2.7
14 secondFill 1
15 secondN 200
16 secondNValid 200
17 secondWindowDate 2015-05-03 00:03:20
18 secondWindowMillis 1430604200000
19 sourceFullId ll-acc-x
20 windowMetaInfo o200l200

Table II
AN EXAMPLE OF INTER-WINDOW STATISTICS

significant when considered as a group, e.g. a whole tuple
(x,y,z) from a given sensor rather than separate readings x,
y, and z, to express the intensity of the movement. We have
decided to introduce a concept of virtual sensors. Besides
applying the aggregate functions to the original time series
available in the delivered files, we have implemented an idea
of creating artificial time series derived from the original ones.
The virtual sensors are created on the basis of one or more
time series from other sensors (whether original or virtual)
after applying a particular function. In our solution, we decided
to create virtual sensors for readings from all accelerometers
and gyroscopes’ axes separately, applying an abs (absolute
value) function. We created also virtual sensors for readings
grouped in tuples (x,y,z) for each kinetic sensor – computing
the Manhattan and Euclidean norms for the (x,y,z) vectors.
An example that illustrates the concept of virtual sensors that
we have used in our solution can be seen in Figure 5.

After all basic windows for original and virtual sensors that

comes from a given data row are calculated, they are joined
(in the sense of appending all their values) together, forming
a row of data that will serve as an input for further steps of
data analysis and experiments.

III. EXPERIMENTS

A. Evaluation

The submitted solutions were evaluated using the balanced
accuracy measure which is defined as an average accuracy
within all decision classes. It was computed separately for the
labels describing the posture and main activities of firefighters.
The final score is a weighted average of balanced accuracies
computed for those two sets of labels and is defined as follows:

score(s) =
BACp(s)+2 ·BACa(s)

3
.

Where BACp is the balanced accuracy for labels describing
the posture and BACa for the main activity. Precise definition
of balanced accuracy is as follows:

BAC(preds, labels) =
∑1<i<l ACCi(preds, labels)

l

ACCi(preds, labels) =
| j : preds j = labels j = i |
| j : labels j = i | .

B. Constraints

We considered the competition as a good opportunity to
verify the developed mechanisms of automation of knowledge
discovery process and their usefulness in the production envi-
ronment. Therefore, working on the solution we have imposed
a few additional constraints and requirements. All have been
set arbitrarily for the issue of labeling firefighters activity. We
consider them to be satisfactory for the task:

1) Overall working time, to be spent on solving of the
problem by all members of the research team must not
exceed a total of 2MD.
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2) The overall time required to train the classifiers must not
exceed the total of 10 minutes. In case of classifiers which
are mutually independent this is 10 minutes for training
each of them, since the process can be run in parallel.

3) The time required to pre-process a single row of data to
a format accepted by classifier and assignment of both
labels must not exceed one second.

The first of the imposed restrictions is intended to help
to verify whether it is possibile to immediately familiarize
analysts with both data and the problems. In the simulated
case, two analysts were working on adaptation of the data
provided in the new format to the already existing mecha-
nisms. Possibility to adapt quickly to new data and to new
expectations while maintaining a satisfactory accuracy of the
model is very important especially in the threats monitoring.

The second point poses a constraint on the time that is
necessary to re-train the model on the new data, in case after a
certain time the quality of the assessment has fallen below the
a predetermined score level due to, e.g. concept shift/drift [6].
We assumed that the time required to re-training the model
should not exceed 10 minutes. Nevertheless, we consider this
point to be the least important and in our opinion exceeding
proposed limit should not disqualify the approach. However, in
the final embodiment, the total time of training classifiers did
not exceed 7 minutes, wherein the classifiers are independent
and can be trained simultaneously.

The last point we consider to be the most important because
it imposes limits on the permissible delay in operation of pre-
processor and classifiers when acting in a production environ-
ment. According to the assumptions maximum delay between
data collection and complete processing and labeling of single
row of data should not exceed one second. This is one of the
main reasons for excluding from consideration all object based
methods as well as heavy classifier ensembles. Generation of
all the features, including those for both: raw and virtual-
sensors readings, took approximately 450 milliseconds per a
single csv file row. The postprocessing and assignment of the
labels has been performed in the R - software environment for
statistical computing and consisted of: importing data (overall
30 seconds per 20000 rows of test data set), feature selection
(overall 10 seconds per 20000 rows of test set) and labeling
(classification with SVM took overall of 70 seconds for both
labels for 20000 rows).

C. Post processing

Generated data sets have the following quantity of attributes
for each of 20000 objects, depending on configuration:
• 2199 – one sliding window per short time series
• 6315 – two sliding windows per short time series
• 18663 – five sliding windows per short time series
Making a total of 27177 attributes [27] from the conditional-

and inter-sliding windows constructed for both raw and virtual
sensors. Elements of the automatic feature selection and re-
ducing the number of attributes are in the study phase and still
have not been introduced to the data processing mechanisms.
Hence, the feature selection was carried out manually.

In a first step, all features exhibiting signs of identifiers
and all constants values, that is: fill, n, nValid, sourceFullId,
windowEndDate, windowEndMillis, windowMetaInfo, win-
dowStartDate, windowStartMillis have been removed from
the prepared data set. We have also removed maximum and
minimum of values in windows to limit the influence of
outliers on the final result. After applying the model on
acquired attributes of training data set we have noticed that
the model has been extremely overfitted. As the main reason
for this, we find the fact that the training data set was prepared
based on the observation of a small number of firefighters,
hence data could not contain all possible patterns of motor
behavior and vital signs. This observation led us to change
our approach and forced to look for features that maintain a
quality of prediction for test set.

In the process of feature selection we used a wrapper
approach[13]. We have been progressively enlarging the num-
ber of utilized features and making periodic evaluations, after
each step we have either remained the selected features or we
resigned from them, depending on the result of the evaluation.
Ultimately, the SVM was run on the 163 attributes for the
classifier that labels the objects with posture and with one
additional attribute (the computed posture label) for the second
SVM model which classifies the data with a main activity.
Beyond selected features in sliding windows, described in
Section II final set of objects includes additional attributes to
exclude the symmetry of right- and left-handed people e.g. the
sum of the selected features for the left and right hand as well
as sum for the left and right leg. This is very important since
the training samples were created basing on the behavior of
different people than the test samples. Moreover, training and
test set data were acquired during observation of small group
of firefighters, hence the training sample could not contain
all possible patterns. The situation when training set differs
significantly from the test set forced us to make additional
step during verification of selected attributes.

D. Classifier training and labeling

Because of the pre-processing of data that has been provided
in the competition, the real problem of monitoring the firefight-
ers activities, which is originally associated with processing of
streams of sensor readings [10] that constituting time series
[2], has been reduced for the problem of classification [25],
more precisely to multi-labeling [26]. Original sensor readings
has been pre-processed and subdivided into frames [21], [28]
of given length and made available in a csv file. To apply
the developed feature extraction mechanism each row of the
csv file has been split into short time series of readings
from sensors respectively to csv header names: "ll-acc-x", "ll-
acc-y", "ll-acc-z", etc. and passed as an input stream to the
feature extraction mechanism. Eventually, we obtained a set
of elaborated features ready for multi-labeling [14].

During data analysis, not only the conditional variables
have been inspected but also posture and activity labels. The
preliminary conclusions of labels aggregation allowed to state
that there is a huge imbalance [29] in classes defined by
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Figure 5. An example of deriving virtual sensors by applying an absolute value function and the Euclidean norm to the original time series.

particular labels and that the labels for firefighters posture and
activity are not independent [20] and there is a connection
between them [19]. The application of label power-set methods
[23], [30] did not provide satisfactory results but classifier
chains[22] improved the achieved score significantly. The way
in which assessment of solutions was defined, that is uneven
importance of labels for posture and activity encouraged to
consider various concepts like a multilabel classification with
label ranking [9] or a graded multilabel classification [5].

Experiments have been implemented and carried out in
the R software environment. We have experimented with
the following classification algorithms: rPart (decision trees
[4]), rFerns (random forests [3]) and e1071 (support vector
machines [1]). The final solution is based on SVM. While
learning classifiers we have used the relationship between
labels by training two SVM models on slightly different data.

Model 1, which recognizes posture, is SVM with 4356
support vectors. Model has been trained on the basis of the
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features described above with the default parameters, that is:
• SVM-Type: C-classification
• SVM-Kernel: radial
• Cost: 1
• Gamma: 0.006134969

model1← svm(posture∼ .,

data = trainSet[,c(selectedFeatures, posture)]);

Model 2, which recognizes the main activity, is SVM with
5011 support vectors. Model has been trained on data enriched
by the posture label with the default parameters, that is:
• SVM-Type: C-classification
• SVM-Kernel: radial
• Cost: 1
• Gamma: 0.005952381

model2← svm(activity∼ .,

data = trainSet[,c(selectedFeatures, posture,activity)])

During labeling, data were firstly described with the posture
label, and after that with the main activity label:

testLabelsForPosture← predict(model1,
newdata = testSet[,selectedFeatures],

type = ”class”);
testSet$posture← testLabelsForPosture;
testLabelsForActivity← predict(model2,

newdata = testSet[,c(selectedFeatures, posture)],

type = ”class”);

IV. DISESOR

The most significant application of the presented solution
for automated feature extraction is the ongoing DISESOR
project. DISESOR aims to build a decision support system
for threats monitoring and early warnings in coal mines.

Nowadays, the coal mining is playing a crucial role on
Polish energy market and is employing hundreds of thousands
of people. Coal mines are well equipped with monitoring,
supervising and dispatch systems connected with machinery,
devices and transport facilities. There are a lot of systems that
support essentially different aspects of the mine operation, e.g.:
ARES, ARAMIS, HESTIA for seismo-acoustic monitoring;
RODOS, ALFA for quality control, MAKS, Ergon, Hades
for machinery monitoring; SMP, STAR, CTT, UTS, Venturon,
Univers for risk control, ZEFIR, THOR, sD2000 - central
systems and many, many others. Each of these gathers readings
from specific sensors placed in mines, depending on their
domain: methane sensor, CO and CO2 sensor, seismic sensor,
shearer state sensors etc. Assembly of a variety of data from
multiple systems enables performing a wide-ranging analysis.

Monitoring systems are developed by many providers what
causes problems with integration and proper interpretation of
the data, therefore there is need to deploy a decision support
system integrating different aspects of coal mine operations,
what is the main task of the DISESOR system. The high
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Figure 6. DISESOR ETL process collects sensor readings from mine
monitoring systems like THOR or ZEFIR. Raw data is cleand and after
preprocesing predictive models are generated.

level design of DISESOR takes into account the data cleaning
process, the process of building data mining models and on-
line predictive reasoning for the latest data readings. The most
important use cases of the DISESOR system are:
• The assessment of seismic hazard probabilities in the

vicinity of the mine.
• Forecasting dangerous increase of the methane concen-

tration in the mine shafts.
• Detection of endogenous fires and conveyor belts fires.
• Detecting anomalies in the consumption of media.
• Diagnostics of machines: roadheaders and shearers.

V. CONCLUSIONS AND FURTHER RESEARCH

The developed feature extraction system can be configured
to accept a data set consisted of readings from multiple
sensors. The algorithm that builds sliding windows divides
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reading streams into consecutive fragments and then processes
each of them separately. This approach allows for effective par-
allelization of the whole feature extraction process. However,
there are some important issues that have not been addressed
in a prepared solution or have been taken into account in a very
simplified manner, e.g. a quantization of real value attributes
[17], [18] or an attribute selection [7], [12] which we recognize
as very important elements of a knowledge discovery [15]
process. We are going to extend the discussed mechanisms
with modules covering those issues in the nearest future.

The conducted experiments showed that the features pre-
pared by the elaborated mechanism are suitable for machine
learning algorithms, which in the next step can give very
promising results without neither long lasting manual data
cleaning nor classifier tuning. The results of experiments
turned out to be significantly better than the baseline solution.
Therefore, it seems that the elaborated system is prepared to
work in production. However, there is still a lot of space
for further improvements since results achieved by other
participants in case of manual transformation of data and
tuning of classifiers turned out to be even better.
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with fuzzy decision reducts. Inf. Sci., 180(2):209–224, 2010.

[8] J. Dean and S. Ghemawat. Mapreduce: Simplified data processing on
large clusters. Commun. ACM, 51(1):107–113, Jan. 2008.

[9] J. Fürnkranz, E. Hüllermeier, E. Loza Mencía, and K. Brinker. Multilabel
classification via calibrated label ranking. Mach. Learn., 73(2):133–153,
Nov. 2008.

[10] M. Grzegorowski. Scaling of complex calculations over big data-sets.
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[27] M. S. Szczuka and D. Ślęzak. How deep data becomes big data. In
Joint IFSA World Congress and NAFIPS Annual Meeting, IFSA/NAFIPS,
Edmonton, Alberta, Canada, June 24-28, 2013, pages 579–584, 2013.

[28] A. Wieczorkowska, J. Wróblewski, D. Ślęzak, and P. Synak. Problems
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Abstract—During the recent decade we have experienced a rise
of popularity of sensors capable of collecting large amounts of
data. One of most popular types of data collected by sensors is
time series composed of sequences of measurements taken over
time. With low cost of individual sensors, multivariate time series
data sets are becoming common. Examples can include vehicle or
machinery monitoring, sensors from smartphones or sensor suites
installed on a human body. This paper describes a generic method
that can be applied to arbitrary set of multivariate time series
data in order to perform classification or regression tasks. This
method was applied to the 2015 AAIA Data Mining Competition
concerned with classifying firefighter activities and consecutively
led to achieving the second-high score of nearly 80 participant
teams.

I. INTRODUCTION

IN THIS paper I present a generic approach to classification
of multivariate time series data. This approach was devel-

oped and evaluated in the context of the 2015 AAIA Data
Mining Competition, where it led to the second highest score
of nearly 80 solutions.

During the recent decade we have experienced a rise of
popularity of sensors capable of collecting large amounts of
data. One of most popular types of data collected by sensors
is time series composed of sequences of measurements taken
over time. With low cost of individual sensors, multivariate
time series data sets are becoming common. Examples can
include vehicle or machinery monitoring, sensors from smart-
phones or sensor suites installed on human body. The collected
measurement data is typically not directly useful to the users,
as it consists of typically a large number of data points and
is very noisy. It should be processed and transformed into
knowledge that can be useful to the user. Because of the
sheer volume of the data and typically non-trivial patterns
present in data this task is suitable for data-mining approaches.
In fact in recent years we observe a significant increase
of applications that rely on data mining to interpret sensor
data and provide useful and actionable knowledge to the
users. One of such areas is human body monitoring that can
be valuable for healthcare applications, such as post-surgery
patient monitoring, monitoring patients with chronic diseases
and general well-being promotion, among others.

In this paper the time series data was generated by a
sensor suite worn by firefighters during training sessions. The

main focus will be on time series generated by a set of
accelerometers and gyroscopes installed on different parts of
human body. The data generated by sensors will be used to
fully automatically identify activities performed by a subject
such as running, climbing a ladder, etc.

The rest of the paper is composed as follows: in the next
section the competition task will be introduced with details of
the sensors, available data and the evaluation. In the following
section I will discuss the proposed approach to classification
of multivariate time series data. Consequently each step in of
the proposed approach will be discussed in more detail: feature
engineering, feature selection, and actual classification. I will
finish the paper with a short discussion.

II. THE COMPETITION TASK

This paper describes a solution to the AAIA‘15 data mining
competition [1] was organized using the Knowledge Pit com-
petition platform [2]. The objective of the competition was
to develop efficient methods for automatic labeling of short
series of the sensory data in the context of firefighter training
activities.

The basic task of the competition was to create a data
mining model to predict training activities performed by
a firefighter based on data collected from sensor readings
installed on the firefighter body. For this purpose a commercial
off-the-shelf body sensor suite was used to generate the data.

A. Data

The data for the competition was generated using smart
jacket – a wearable set of body sensors for monitoring
kinematics and psycho-physical condition of firefighters. For
each record the data was divided into two subsets.

The first subset consisted of 42 columns that represented
aggregations of data from sensors monitoring firefighter‘s vital
functions. Examples of measurements taken are ECG, heart
rate, respiration rate, skin temperature, etc. The data for those
measurements was pre-processed by the organizers and made
available in the form of statistics (mean, standard deviation,
skewness, etc.) rather than time series.

The second subset of data consisted of a set of 42 time
series, each consisting of 400 data points. The time series
was generated by a set of accelerometers and gyroscopes.
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Fig. 1. Distribution of sensors on a firefighter body.

There were 7 pairs of accelerometer-gyroscope installed on
firefighter‘s body. The locations of the sensors are shown in
Figure 1. Each pair of sensors generated 6 data streams (x,
y, and z axes for an accelerometer and x, y, and z axes for
a gyroscope). The 400 points corresponded to approximately
1.8 second period of continuous measurement. Since the
measurements in the time series were not taken in equal
intervals (but all of them were taken at the same time for a
given set of 42 time series), the the organizers provided a set of
400 time stamps that corresponded to time of measurements.

In total a data record consisted of 17,242 columns, all of
them were real numbers.

There were two class attributes associated with data record.
They related to activities during the firefighter’s training. The
first attribute was the body posture that had 5 states: stand-
ing, stooping, moving, crawling and crouching. The second
attribute related to the main activity with 16 different activities,
such as no action, walking, running, searching, stairs up,
manipulating, throwing hose, etc.

The data sets consisted of 20,000 training records and
20,000 test cases that were collected during firefighter training.
Multiple firefighters participated in data collection.

B. Evaluation

The evaluation of the model performance was determined
using the score s which was defined in the following manner:

s(p, y) =
1

3

(
BACp(p, y) + 2 ∗BACa(p, y)

)
,

where BACp(p, y) and BACa(p, y) are balanced accura-
cies for posture and main activity respectively, determined
for a set of predictions p given true labels y. The balanced
accuracy BAC is defined as as the average of accuracies for
individual labels. Let l be the number of all possible labels,
then the balanced accuracy is defined as follows:

BAC(p, y) =
1

l

l∑

i=1

ACCi(p, y),

where ACC is accuracy for a given label i and it is defined
as:

ACCi(p, y) =
|j : pj = yj = i|

|j : yj = i| .

The goal was to propose a model that would generate a
set of predictions p for the cases for which are known true
labels y in order to maximize the score s. The true labels
were known only to the organizers, but not to the competitors.
The competition platform was used to present provisional
evaluation results based on the subset of the actual evaluation
set. The final evaluation was made on the remaining test data
set.

III. SOLUTION OVERVIEW

In this section I present overview of the solution to the com-
petition task that I developed. The basic steps are presented
in Figure 2.

The first, and probably the most critical step was the
feature engineering step. At this step the original data set was
converted to a secondary data set that consisted of the features
generated from the time series data. This step is discussed in
detail in the Section IV. It is important to note, that I decided
to reject the features related to firefighter’s vital measurements
and I completely relied on data generated by kinetic sensors.
That meant that the data used consisted entirely of a set of 42
time series, each of the same length and all of coupled. The
next decision was to ignore time stamp data and to assume that
measurements were taken in equal intervals. This decision was
dictated entirely by desire to simplify the data processing.

There was another important decision related to data pre-
processing I made: I decided to collapse two class attributes
into one. Initially, I approached the two class classification
problem as two independent classification problems – building
two two models one for body posture and the other for activity,
with no information shared between the two models. However,
I noticed that even though theoretically there were 5 ·16 = 80
possible states of combined class attributes, in practice only
24 were present in the training data set, which was only
slightly higher than the number of states for the second class
attribute. Using one class attribute led to dramatic increase of
classification performance.

As the competition progressed and the number of features
increased, it has become clear that feature selection step would
provide benefit. Toward the end of competition a typical
features data set would consist of 4,000 to 8,000 attributes. By
experimentation it has become clear that reducing the number
of attributes to the number between 200 and 600 would clearly
improve classification performance. I used a feature selection
algorithm to reduce the number of features. It turned out that
selecting different number of features from the same feature
data set can have quite profound effect on the classification
performance. Feature selection led to generation of the reduced
feature data set that was used for actual classification task.

As the basic classifier I used combination of the Random
Forest classifier with the Multi-Class classifier that converted
multiple class problem into set of forests each corresponding
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Fig. 2. The outline of the basic tasks used during the competition.

to a set of binary problem Random Forests. I experimented
with other classification algorithms available in Weka such as
Neural Networks, Logistic Regression, Naive Bayes, Decision
Trees, Support Vector Machines, but all other algorithms
seemed to perform significantly worse or were taking too
long to finish. I did not attempt to compensate for imbalanced
distribution of attribute classes.

For feature selection and classification I used Weka software
[3]. The feature engineering step was performed using my own
code written especially for the purpose of the competition.

For the sake of competition I decided to ignore checking
my results for over-fitting. This decision was made strictly
for pragmatic reasons – initial attempts to cross-validation did
not seem to be representative to the results obtained on the
leaderboard. The models that were achieving 100% accuracy
on the test set seemed to perform better on the leaderboard
than those with lower accuracies on the test set. Obviously,
getting the right prediction of the accuracy error would likely
lead to improved results, but because of the limited time I
wanted to spend on the competition and the fact that it was
possible to test results using the submission system I did not
focus on getting proper handling of over-fitting.

IV. FEATURE ENGINEERING

The first step in data pre-processing was transformation time
series data into a set of numerical values that would summarize
different aspects of the time series data. This step is commonly
referred as feature engineering. The features can be derived
from individual time series (e.g. mean, standard deviation) or
from some form of a function that can take more than one data

series (such example can be a correlation coefficient between
two time series).

A. Original signals

For the feature engineering I used the original 42 time series
(generated by accelerometers and gyroscopes). I ignored the
time stamps provided and assumed that the measurements are
taken in equal intervals.

B. Derived Signals

For the feature generation I decided to use additional time
series data that were derived from the original time series. In
particular, I combined x, y, and z coordinates using Eucleadian
norm for each of the accelerometers and gyroscopes, which led
to additional 14 derived time series.

C. Extracted Features

For each of the time series (either original or derived) the
following features were extracted:

• the mean value
• the maximal value
• the minimal value
• the range (difference between the maximal and minimal

values)
• the sum of squared values (mean power)
• the logarithm of the sum of squared values (log mean

power)
• the standard deviation
• skewness
• kurtosis
• the 5th central moment
• the maximal difference between two consecutive mea-

surements
• autocorrelation taken at t=1,2,5,20, and 50
• power for the bin with the maximal value (power) Fast

Fourier Transform (excluding the zeroth frequency)
• maximal value of frequency (in the form of an index) for

the bin with maximal value for Fast Transform (excluding
the zeroth frequency)

• slope and intercept for the linear regression
• mean square error for the linear regression
• parameters for polynomial fitting with n = 2 (a0, a1, a2)

Each of the above features generated a single number that
was used as an individual feature for further analysis. This
produced 1400 features.

D. Correlations

Finally, I decided to add correlation coefficients between
time series. I did it for the original and derived signals sepa-
rately, that led to 861 features and 91 features, respectively.

V. FEATURE SELECTION

The feature selection has quickly become a necessity as the
number of features in the feature set increased. I tested vari-
ous feature selection algorithms available in Weka. The best
results were achieved with the CfsSubsetEval algorithm.
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The algorithm determines the worth of attribute’ subsets by
considering the individual predictive ability of each attribute
along with the degree of redundancy between attributes in
the subset. Subsets of features that are highly correlated with
the class while having low inter-correlation are preferred. The
Weka’s default best first search method was used with default
parameters. I used 10-cross validation.

One of the challenges was to decide on the actual number
of features to be used. For the winning solution, the feature
data set had 2352 features. The 10 runs of cross-validation for
feature selection resulted with 541 features that were selected
by the feature selection in at least 1 fold. However by trying
only those features that were selected at least in 8 out of 10
folds, turned out to result with better prediction score. This
resulted in the reduced set having 394 attributes for the best
score I could achieve. I did not have chance to explore the
effect of the number of features further, but clearly it may
have been an important factor.

VI. CLASSIFICATION

I used Random Forest [5] as the basic classifier. An
interesting twist was applying a multi-class meta classifier
which resulted with a classifier that had multiple Random
Forests, one for each class. This approach was effectively
comparing the class records vs. remaining records for each
class. This step, although not strictly required, resulted in
improved classification score.

One of the challenges with applying Random Forest ef-
fectively is selection of optimal number of features used for
each tree. In the case of competitions it is typically done
by trial and error approach. That was the case in this case
– I experimented with different numbers of features per tree
and for the particular feature set the numbers between 40 and
80 features seemed to work well. For the best score I could

achieve, each Random Forest had 1000 trees. The number of
features for each tree was limited to 40.

VII. CONCLUSIONS

In this paper I presented an approach to classification of
multivariate time series. The approach was developed for the
data mining competition and this approach led to scoring the
second high result from nearly 80 solution.

I believe that the approach presented in this paper can
be easily generalized to similar problems for which multiple
measurements in form of time series are available. It should
be expected that different features may turn out to be more
predictive or even different classifier may prove to be more
suitable. Actually, the author used this approach to another
competition where the method allowed to achieve the highest
score of nearly 50 submitted solutions.
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Clustering Approach to the Problem of Human
Activity Recognition using Motion Data

Szymon Wawrzyniak
Nicolaus Copernicus

University
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Abstract—This paper describes authors’ solution to the task
set in AAIA’15 Data Mining Competition: Tagging Firefighter
Activities at a Fire Scene (https://knowledgepit.fedcsis.org/contest/
view.php?id=106). Method involves LDA classification on a pre-
processed time series data with a unique label transformation
technique using K-Means clustering. Data were collected from
accelerometer and gyroscope readings.

I. INTRODUCTION

ACTIVITY recognition of a person using motion data aims
to label actions and activities. The task has applications

in medicine, sports and surveillance, depending on the technol-
ogy used. One of the most interesting approaches is sensor-
based human activity recognition using data collected from
accelerometer and gyroscope readings. By applying machine
learning methods to the time series data and labels prepared by
the experts, it becomes possible to classify a single person’s
motion or more general set of motions that can be assigned
to a specific group, for instance: firefighters. With the use of
a tracking system we can monitor their position and infer
potential threats during the action. Such classification task
was introduced to the contestants of AAIA’15 Data Mining
Competition: Tagging Firefighter Activities at a Fire Scene [1].

The organizers provided contestants with data generated by
”smart jacket”—a wearable set of body sensors for monitoring
kinematics and psychophysical condition of firefighters. The
sensors were registering firefighter’s vital functions (i.e. ECG,
heart rate, respiration rate, skin temperature) and movement
(i.e. seven sets of accelerometers and gyroscopes placed on
torso, hands, arms and legs).

Each row represented a window data. The consecutive
devices’ data were placed one after another, creating 17242
elements long row. First 42 elements described vital functions
and last 17200 elements (43 chunks of 400 readings) - the
movement. One chunk stood for the time between a reading
and the start of time window. The window data consisted
of triaxial readings (from every accelerometer/gyroscope)
that were collected during the 1.8s period (every 4.5ms, on
average). Figure 1 presents some window data from three
accelerometers. The importance of Z axis (for the classification
of posture) can be easily noticed (torso). We can observe long
right leg motion that started the whole body move, and during
it, a short and firm motion of the left leg appeared. It is already
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Fig. 1. Triaxial accelerometer readings from different body parts.

hard to link it to any of the postures, but it can be interpreted
as three-step move (right leg → left leg → right leg). Torso Z
axis (blue) reading points out a motion toward bottom that was
disrupted when left leg slowed down. It is probably crouching.
Similar analysis can be performed for the activity label, but it
seems to be a much more complicated task.

There were three sets of data: one training (20000 rows) and
two testing datasets (respectively 2000 and 18000 rows). The
first testing dataset was a random selection of observations
from a bigger set (20000 rows) and obviously the second one
was only the remaining part. All the data were labeled by
experts. There were two labels (posture and main activities).
The task was to find a classification method that maximizes the
score value. The contestants had to compute (a solution s that
consisted of) two vectors of label predictions (a matrix with
two preds columns). Each one was compared to the proper
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vector of label values (from a matrix with two labels columns)
to calculate the final score in the following manner: for l - total
amount of label values, i ∈ {1, . . . , l} (if we replace names
with numbers) and j ∈ {1, . . . , 18000} we have

ACCi(preds, labels) =
|{j : predsj = labelsj = i}|

|{j : labelsj = i}|

BAC(preds, labels) =

(
l∑

i=1

ACCi(preds, labels)

)
/l

and we denote by:

BACp − balanced accuracy for labels describing the posture,
BACa − bal. acc. for labels describing the main activity,

then the final score in the competition for a solution s will be
computed as:

score(s) = (BACp(s) + 2 ∗BACa(s)) /3.

To gain satisfactory performance and reduce the amount
of data needed to perform the task, authors proposed the
following steps:

1) preprocessing - data columns were processed to produce
new and less numerous set of columns;

2) label transformation - new data, original labels and K-
Means clustering method were used to generate new and
more numerous set of label values;

3) classification - new data and new label(s) provided input
for learning. The resulting classifier allowed authors to
predict new label values for testing set (testing data had
to be transformed in the same way as the training data
in the preprocessing stage). In the end these new label
values were translated to original label values.

It’s important to notice that authors’ method requires every
new dataset to pass the preprocessing stage, because the classi-
fication is performed on the preprocessing’s output. Clustering
is perfomed (only once) for the training dataset.

II. RELATED WORK

There are various approaches to the problem of activity
recognition, for instance: feature extraction (FE) using mov-
ing window over time series and subsequent matching. The
raw data are converted differently and treated as input for the
main processing. Many works describe sensor-based systems,
e.g. [2], Their authors create usually specific set of devices
(including accelerometers) to collect data for a model training.
The data can be collected from one or more subjects. Using
more than one subject can significantly affect the overall
accuracy. In paper [4] authors contribute a linear-time method
for extracting features from acceleration sensor signals in order
to identify human activities, that is based on Support Vector
Machines (SVM ) classifier with a linear kernel. For three
types of activities they gained high accuracy (> 92% for each
one), when one person’s activity was the data source. When
the number of subjects was increased by 4, they gained about
10% loss. The amount of 20 was critical for the efficiency in
the case of one of these activities (the accuracy decreased to

16.67%). The loss is serious, but it must be considered that if
we produce realtime systems, it is expected to prefer simpler
but robust systems.

Feature extraction is used to produce new attributes and
is usually combined with machine learning algorithms. It
is supplied with the data in a form of windows that were
collected arbitrarily from the raw dataset. Every window
includes readings from devices and is converted to one row
usually by setting readings one after another.

Authors of [6] present the whole procedure from receiv-
ing the acceleration signal to the final classification. The
simplest method is to transform every window to a vector
of statistics. More sophisticated methods include Principal
Component Analysis (PCA), Linear Discriminant Analysis
(LDA), Fourier Transform or Autoregressive Model. There
are various techniques to enrich context awareness by adding
enviromental variables and analyzing vital signs, but there
are no effective techniques to automatically select windows
or choose proper windows length. The size of a window is
strongly related to the activity and type of extracted features.
Authors mentioned windows from 0.08 up to 30 seconds long
which they found during their research. It is also needed
to reject attributes that contain redundant or irrelevant infor-
mation and perform Feature Selection (FS). The common
method is Minimum Redundancy Maximum Relevance [7],
which minimizes average mutual information between selected
features and maximizes mutual information between classes
and features. There are many different algorithms applied
to the learning stage, including decision trees, Naive Bayes,
Bayesian Networks, SVM , Hidden Markov Models, regres-
sion methods and k Nearest Neighbours (kNN ). The most
standard evaluation metric is the accuracy measure, which is
the total fraction of correctly predicted label values.

In subsequent matching we introduce time series set of
patterns and use some technique to measure similarity like
distance measure (Euclidean, cosine etc.). There are effective
ways to handle shifts by using Dynamic Time Warping (as
in [2]). Since it is not a statistical approach, the pattern data
should be carefully chosen. The choice is much more difficult,
when the data are noisy and variations within classes are large.

Some authors include (to the moving window approach)
special representation like bag-of-features (BoF) representa-
tion [5], which produces local features vectors out of windows
smaller than the activity vectors itself, that allow them to create
a ”motion” vocabulary. The authors even compare their frame-
work to another obtained using subsequent matching approach.
Across all vocabulary sizes, the average misclassification error
for subsequent matching approach ranges from 37% to 54%.
Although the BoF framework performs better for almost every
size value, it is more important that it becomes stable in the
sense of the misclassification error (for the vocabulary sizes
of 50 and more, the variation decreases significantly).

III. CLUSTERING APPROACH TO THE COMPETITION TASK

The basic strategy of finding the best solution was to follow
the score value changes and apply such method modifications
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that brought even small improvement. In general, it was
indeed a trial and error approach. It should be emphasized
that the training dataset and test dataset were obtained from
recordings of different groups of firefighters and that fact could
lead to overfitting issues making crossvalidation useless (such
situation is mentioned at the end of (III-A)).

After simple preprocessing stage (that is described in next
paragraphs) the calculations were performed for different clas-
sifiers and three most efficient were left for further research.
Those three classifiers used LDA, SVM and kNN algorithm.
When authors decided to include label transformation, they
left only LDA and SVM classifiers (and examined the per-
formance of SVM classifier with One vs Rest strategy). When
there was no score improvement some simple modifications
of the preprocessing stage were included (by adding more
statistical values to the set).

The three-step method is based on the feature extraction ap-
proach. Authors had no previous experience and wanted to in-
troduce themselves to this kind of methodology. Preprocessing
stage consists of generating statistical values and scaling. Each
row is taken and reshaped to a matrix that represents a window
data. We count 10 statistics and scale columns separately (by
substracting mean and dividing by standard deviation). We
obtain new data and cluster observations to create new labels.
The algorithm for creating new labels requires two kinds of
data: label values and labels from the clustering. K-Means
clustering method was chosen. The algorithm produces vector
of new label values. The new training data and the new label
values are an input for machine learning algorithms. Before
the testing stage it is necessary to preprocess the testing data
the same way as described above. When we have trained
the classifier and produced new testing data we can perform
prediction. The label values that we obtain are the ones that
need to be translated to the original values.

A. Preprocessing

Authors decided to choose only movement data for the
learning process. Due to time constraints and other obligations
there was no opportunity to focus on vital data, which seemed
to be much more complicated to analyze.

Each row in dataset represeted one observation. There were
a total of 42 devices (accelerometers and gyroscopes), which
generated simultaneous data for a short period (every row was
reshaped to a window that had 42 time series columns). Each
time series column consisted of 400 readings.

(D1, . . . , D16800)→

→
∣∣D(i mod 400+1)(i div 400+1)

∣∣
i=1,...,16800

The starting point was to keep all the 42 sources of
data, but it had to be preprocessed to lower its dimension.
For each device and axis data there were created 10 new
attributes (minimum, maximum, mean, standard deviation, first
quartile, median, third quartile, interquartile range, skewness
and kurtosis). If we introduce some simplification and write
that Djk stands for a column of jth device’s kth statistic value
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Fig. 2. The result of 2D MDS with posture label.

(for every observation), then we can easily write new dataset
as

D = (Djk),

for j = 1, . . . , 42
and k ∈ {max,min, std, q25,med, q75, IQR, skew, kurt}.
D consisted of 420 columns, where every Djk was stan-

darized.
When a crossvalidation was performed (using randomly

selected halves of the unstandarized data), the crossvalidation
score values were always greater than 0.9. Using the same
classifiers to generate solutions ended up with receiving com-
petition scores around 0.2.

When the final classifier set was chosen, a new (ineffective
and finally abandoned) strategy was introduced to improve the
score by adding new quantiles (0.1 and 0.9 quantiles and/or
0.4 and 0.6 quantiles).

B. A premise to label modification

It was an original authors’ idea to improve score by
transforming the given set of label values. Furthermore, a new
set of label values had to be generated according to the new
data D. The foundation of this procedure lies in assumption
that some of label values form too vast data aggregates due
to physical differences between firefighters (there was no
information about the number). The task would be much more
complicated if these aggregates were intermingled. Multi-
Dimensional Scaling (MDS) gives some insight into data
structure. Figure 2 shows two-dimensional MDS performed
on D (1000 observations) plotted with distinction on the first
label values.
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Most of the elements labeled as ’moving’ form a structure
that is easily separable. On the other hand, if we consider
’standing’ posture there is no compact subset that could be
separated from other points. It is important to note, that
correspondingly larger weights are assigned to smaller sets (for
the purposes of score evaluation), then any dispersion should
be treated as equally serious. Therefore there is strong reason
to think that this kind of posture could be difficult to classify. If
we label previous data with K-Means (for k = 6, Figure 3) we
get another graph that strongly indicates existence of apparent
groups. It should be understood that the example is only an
outline to the idea and does not imply any general statement.
Similar proceedings can be made for the main movement label.
There would be some clarity issues with plotting (16 values
to be marked), so authors decided to leave it. Obviously, the
actual calculations for the second label were performed and
the resulting graph points to the same conclusions.

C. Label transformation

K-Means clustering was performed on D and it tagged
observations with CLV labels. To generate the label for
further training we needed original label values LV . Both
CLV and LV were vectors of equal length of 20000. We
got two mappings

D
K−Means−−−−−−−→ CLV,

(LV,CLV )
algorithm−−−−−−→ NLV.

D. Algorithm

K-Means algorithm (python’s sklearn.cluster.KMeans
implementation which uses kmeans++ algorithm for choos-

Algorithm 1 The algorithm for creating a new label
Require: LV (names replaced with numbers), CLV
Ensure: NLV

Find the length lenLV of LV vector
2: Create NLV vector with the length equal to lenLV

for each unique i ∈ LV do
4: Create l_num vector of every observation number

that has its LV equal to i
Create l_list vector by finding all unique CLV s
within the observations with numbers from l_num

6: Create a dictionary dict with keys from l_list, such that
for an element l_list[j] assign a value of (lenLV ·j+i)
for each consecutive k from l_num do

8: NLV [k]← dict(CLV [k])
end for

10: end for

ing initial seeds) allowed us to label observations. The second
mapping was carried out as shown in Algorithm 1.

To find the best k value authors proposed to seek for a local
maximum within a tiny range of small k values (from 2 to 8).
There were only 13 test computations at all, because prediction
of values can be done separately for every label. We set one
k value (for one label and other k was fixed for the remaining
label), performed clustering, learning (and classification) and
then checked the score of our prediction. The maximum score
(one of seven) indicated k value, which we treated as optimal
value and from this moment this k value was fixed. If we
found more than one maximum score, then we would chose
the one with the smallest k value. The score maximum for the
second label indicated a pair of k values (the one fixed and
the new found) that was the optimal choice. Finally, k = 6
was selected for the first label and k = 5 was selected for the
second label.

When the k value was chosen, it was necessary to create and
preserve a dictionary to be able to translate every new label
value to the original label value. The other way was to propose
a method that did employ the clustering to the testing stage,
but authors wanted to avoid such requirement. If our machines
provided better computing performance we would examine
larger range of k values. Then, if the optimum was very high,
the computing time would be significantly extended (and the
clustering would have to be performed twice, if we included it
into testing stage). Due to possible practical applications such
effect is not expected.

The probability distribution of the new label seems to be
quite obvious to count. If we assume that lvi stands for
ith possible label value and clvj stands for jth possible
cluster level value (derived from K-Means clustering), and we
assume that the probability distributions of appropiate labels
are known, then the probability of the occurence of the new
label value (nlvi,j) produced using those two values can be
counted as below

P (nlvi,j) = P (clvj |lvi) =
P (clvj , lvi)

P (lvi)
.
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Furthermore, a big score difference (about 0.2) was ob-
served between the approach that implied use of label trans-
formations as described above and the one that did not (in the
favor of the first one).

Another approach is to use only one label with all possible
(96) combinations of values. When it was applied to the
training labels, there could be found only 24 values. However,
the scores were so low that in authors’ opinion there was no
premise to examine it more precisely (for instance by applying
K-Means).

E. Classification

The classifier training phase was conducted using newly
generated data and vectors of new label values. Then, the
trained classifier was used to predict label values for the
preprocessed testing dataset. Its output consisted of values that
had to be translated to original label values. It had to be an
unambiguous transformation, so a new set of label values had
to be more numerous than the original one (an equinumerous
case is trivial). This assumption was provided if we examine
the specifics of the label transformation algorithm. Let T be
the test data preprocessed in the same way as D, LVpred be
the vector of predicted labels (which is part of the submitted
solution) and respectively NLVpred be the vector of predicted
new label values. Generally, we can enclose this stage in three
steps

(D,NLV )
learning−−−−−−→ classifier,

T
classifier−−−−−−→ NLVpred,

NLVpred
dictionary−−−−−−−→ LVpred.

F. Results

Authors constructed several classifiers (pairs of classifiers,
one for every label):

• LDA with clustering approach, k ∈ {2, . . . , 8}, 13 clas-
sifiers, dataset D;

• LDA with clustering approach, k ∈ {2, . . . , 6}, 9 classi-
fiers for a dataset obtained in the same manner as D, but
with different set of statistics

(min1,max1, std1, q25,med1, q75, kurt1, skew);

• LDA with clustering approach, k ∈ {2, . . . , 6}, 9 classi-
fiers for a dataset obtained in the same manner as D, but
with different set of statistics

(min1,max1, std1,med1, kurt1, skew1);

• LDA with clustering approach, fixed ks, a dataset ob-
tained in the same manner as D, but with different set of
statistics

(max,min, std, q10, q25,med, q75, q90, IQR, skew, kurt);

• LDA with clustering approach, fixed ks, a dataset ob-
tained in the same manner as D, but with different set of
statistics

(max,min, std, q25, q40,med, q60, q75, IQR, skew, kurt);

• LDA with clustering approach, fixed ks, a dataset ob-
tained in the same manner as D, but with different set of
statistics

(max,min, std, q10, q25, q40,med, q60, q75, q90, IQR, skew, kurt);

• LDA without clustering approach, dataset D;
• SVM (kernels: rbf , linear) for the first label, LDA

for the second label, both with clustering approach,
k ∈ {3, 4, 5}, k for the second label was fixed, 6 clas-
sifiers, dataset D;

• SVM (kernels: rbf , linear) with One vs Rest strategy
for the first label, LDA for the second label, both with
clustering approach, k ∈ {3, 4, 5}, k for the second label
was fixed, 6 classifiers, dataset D;

• kNN without clustering approach, (number of neigh-
bours) k ∈ {5, 7, 10}, 5 classifiers, dataset D;

To sum up the overall classification performance, LDA
classifier that uses approach described in part (III-D) with
k = 6 for the first label and k = 5 for the second label
performed best among other classifiers.

The score for the less numerous testing set was 0.8067 and
for the remaining set of observations was 0.77288289.

IV. CONCLUSION

When the SVM classifier with One vs Rest strategy (for
the first label) and LDA classifier (for the second label) were
combined, they produced only slightly worse scores (about
0.79) than the best one (0.8067), assuming that predictions
for the second label remained unchanged. An interesting
observation was made when the vector of predictions for the
first label was compared to the corresponding output of the
final solution. Only about half of label value predictions were
the same, which probably indicates a problem with a proper
classification of the first label.

Taking into account simplicity and significant improvements
in evaluation of the model due to application of K-Means
approach and small difference between first and second stage
scores, the authors’ method can be treated as suitable for
the activity recognition task. Furthermore, the model behaved
stable (for different ks) and performed very efficiently in terms
of learning time.

The authors are also aware that the results and performance
can be dependant on implementation issues, so it should be
noticed that everything was prepared in Python with the use
of sklearn library (standarization, clustering, classifiers) [3].
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ANY real world problems arising in engineering, eco-
nomics, medicine and other domains can be formu-

lated as optimization tasks.  These problems are frequently
characterized by non-convex, non-differentiable, discontinu-
ous,  noisy or  dynamic  objective  functions  and  constraints
which ask for adequate computational methods.
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Abstract—In this investigation recently developed InterCriteria
Analysis (ICA) is applied to examine the influences of two main
genetic algorithms parameters – crossover and mutation rates
during the model parameter identification of S. cerevisiae and E.
coli fermentation processes. The apparatuses of index matrices
and intuitionistic fuzzy sets, which are the core of ICA, are used
to establish the relations between investigated genetic algorithms
parameters, from one hand, and fermentation process model
parameters, from the other hand. The obtained results after ICA
application are analysed towards convergence time and model
accuracy and some conclusions about derived interactions are
reported.

I. INTRODUCTION

INTERCRITERIA Analysis (ICA), given in details in [3],
is a contemporary approach for multi-criteria decision

making. ICA implements the apparatuses of index matrices
(IM) and intuitionistic fuzzy sets (IFS) in order to compare
some criteria reflecting the behaviour of considered objects.
Recently ICA has been successfully applied for EU Member
States competitiveness analysis [8], thus provoking the search
for further ICA applications. The idea to implement ICA in
the field of tuning of the optimization techniques parameters
has intuitively appeared.

Fermentation processes (FP) are objects of increased re-
search interest because of their widespread use in different
branches of industry. The FP modeling and optimization are a
real challenge for the investigators due to the fact that FP mod-
els have complex structures based on systems of non-linear dif-
ferential equations with several specific growth rates [9]. The
choice of appropriate model parameter identification procedure
is the most important problem for FP adequate modeling.
Among others biologically inspired optimization techniques,
genetic algorithms (GA) [12] has been proved as a global
search method [10] for solving different engineering and opti-
mization problems [18], among that for parameter identifica-
tion of FP [1], [16], [17], [19]. GA efficiency strongly depends
on the tuning of different operators, functions, and parameters.
These settings are specifically implemented to different prob-
lems. Current investigation is focused on the examining the
impact of two of the main GA parameters, namely crossover
(xovr) and mutation (mutr) rates. Simple GA (SGA) is
applied for the purposes of model parameter identification of
two fed-batch FP – S. cerevisiae and E. coli. Both yeast and

bacteria have numerous applications in food and pharmaceu-
tical industries. Also both microorganisms are widely used as
model organisms in genetic engineering and cell biology due
to their well known metabolic pathways [11], [14].

In this investigation the obtained results from SGA parame-
ter identification of considered here FP models are used to de-
termine some dependencies between some criteria preliminary
defined as of significant importance. The establishment of the
influences and relations between criteria – model parameters,
from one hand, and GA parameters crossover and mutation
rates, from the other hand, is performed by the ICA imple-
mentation. This is expected to lead to additional exploring of
the models or the relation between models and optimization
algorithm outcomes, which will be valuable especially in the
case of modelling of living systems, such as FP.

II. PROBLEM FORMULATION

A. Mathematical models of fermentation processes

Two Case studies are going to be presented here – for the
fermentation processes of S. cerevisiae (Case study 1) and of
E. coli (Case study 2).

Case study 1. S. cerevisiae fed-batch fermentation model
The mathematical model of S. cerevisiae fed-batch process

is presented by the following non-linear differential equations
system [16]:

dX

dt
= (µ2S

S

S + kS
+ µ2E

E

E + kE
)X − Fin

V
X (1)

dS

dt
= − µ2S

YS/X

S

S + kS
X +

Fin

V
(Sin − S) (2)

dV

dt
= Fin (3)

where X is the biomass concentration, [g/l]; S – substrate
concentration, [g/l]; E – ethanol concentration, [g/l]; Fin –
feeding rate, [l/h]; V – bioreactor volume, [l]; Sin – substrate
concentration in the feeding solution, [g/l]; µ2S , µ2E – the
maximum values of the specific growth rates, [1/h]; kS , kE –
saturation constants, [g/l]; YS/X – yield coefficient, [-].

For the considered here model (Eqs. (1-3)), the vector of
parameters to be identified is as follows:

p1 = [µ2S µ2E kS kE YS/X ].
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Case study 2. E. coli fed-batch fermentation model
The mathematical model of E. coli fed-batch process is

presented by the following non-linear differential equations
system [9], [16]:

dX

dt
= µmax

S

kS + S
X − Fin

V
X (4)

dS

dt
= −µmax

YS/X

S

S + kS
X +

Fin

V
(Sin − S) (5)

dV

dt
= Fin (6)

where all notations keep their meaning as described above,
and, additionally, µmax is the maximum value of the specific
growth rate, [1/h].

For the considered here model (Eqs. (4-6)), the vector of
parameters to be identified is as follows:

p2 = [µmax kS YS/X ].

Model parameters identification of both fed-batch FP is
performed based on experimental data for biomass, glucose
and ethanol concentrations. The detailed description of the
process conditions and experimental data can be found in [16].

B. Optimization criterion

The objective function is designed aiming at identification
of parameter vectors p1 and p2 in order to obtain the best fit
to a data set and is defined as:

J =

m∑

i=1

(Xexp(i)−Xmod(i))
2
+

n∑

i=1

(Sexp(i)− Smod(i))
2 → min

(7)

where m and n are the experimental data dimensions; Xexp

and Sexp – available experimental data for biomass and
substrate; Xmod and Smod – model predictions for biomass and
substrate with a given model parameter vector.

C. Simple genetic algorithms for parameter identification

Simple genetic algorithm, initially presented in Goldberg
[12], searches a global optimal solution using three main
genetic operators in a sequence selection, crossover and muta-
tion. SGA starts with a creation of a randomly generated initial
population. Each solution is then evaluated and assigned a fit-
ness value. According to the fitness function, the most suitable
solutions are selected. After that, crossover proceeds to form
a new offspring. Mutation is then applied with determinate
probability aiming to prevent falling of all solutions into a
local optimum. The execution of GA has been repeated until
the termination criterion (i.e. reached number of populations,
or found solution with a specified tolerance, etc.) is satisfied.

Crossover and mutation are among of the most important
operators that can increase the efficiency of GA. The crossover
operator is used to generate offspring by exchanging bits in
a pair of parents chromosomes chosen from the population.

Crossover occurs with a crossover probability (crossover rate,
xovr), that indicates a ratio of how many couples will be
picked for mating. The mutation operator changes some el-
ements in selected chromosomes with a mutation probability
(mutation rate, mutr). As such, the operator introduces genetic
diversity and helps GA to escape the local optimum. It is
well known that optimal crossover and mutation rates vary
for different problems and the success of GA depends on
their choice [13]. Usually, determining what rates of crossover
and mutation should be used is doing on the trial-and-error
basis. In the literature there exist a number of guidelines how
crossover and mutation rates to be tuned [12], [13], [15].
Recommended values of crossover rate are high, usually in
the range 0.5-1.0 [13], [15]. On the other hand, low mutation
rate values for preventing search process to be turn into a
simple random search are commonly adopted in GA. Typical
values of mutation rate are in the range 0.001-0.1 [13], [15].

In this investigation the impact of crossover and mutation
rates is going to be examined choosing different values of the
both GA parameters. In Case study 1 SGA is applied with
the following values of crossover rate: xovr = {0.65; 0.75;
0.85; 0.95}, while in Case study 2 – with xovr = {0.5; 0.6;
0.7; 0.8; 0.9; 1}. Due to the specific peculiarities of two fed-
batch FP, again different strategies were applied for mutation
rates in both Case studies. In Case study 1 SGA is applied
with the following values of mutation rate: mutr = {0.02;
0.04; 0.06; 0.08; 0.1}, while in Case study 2 – with mutr
= {0.001; 0.01; 0.1; 0.5; 1}. The selected values of xovr
and mutr are chosen based on the following prerequisites:
i) concerning the recommended by the literature values and
trying to comprise different values in the ranges for both Case
studies [12], [13], [15]; ii) concerning the previous authors’
experience of modelling of FP using GA [1], [16], [17], [18],
[19]. All other GA operators and parameters are tuned as
presented in [1], [19].

III. INTERCRITERIA ANALYSIS

InterCriteria analysis, based on the apparatuses of index
matrices and intuitionistic fuzzy sets, is given in details in
[3]. Here, for a completeness, the proposed idea is briefly
presented.

An intuitionistic fuzzy pair (IFP) [4] is an ordered pair
of real non-negative numbers 〈a, b〉, where a, b ∈ [0, 1] and
a + b ≤ 1, that is used as an evaluation of some object
or process. According to [4], the components (a and b) of
IFP might be interpreted as degrees of “membership” and
“non-membership” to a given set, degrees of “agreement”
and “disagreement”, degrees of “validity” and “non-validity”,
degrees of “correctness” and “non-correctness”, etc.

The apparatus of index matrices (IM) is presented initially in
[5] and discussed in more details in [6], [7]. For the purposes
of ICA application, the initial index set consists of the criteria
(for rows) and objects (for columns) with the IM elements
assumed to be real numbers. Further, an IM with index sets
consisting of the criteria (for rows and for columns) with IFP
elements determining the degrees of correspondence between
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the respective criteria is constructed, as it is doing to be briefly
presented below.

Let the initial IM is presented in the form of Eq. (8),
where, for every p, q, (1 ≤ p ≤ m, 1 ≤ q ≤ n), Cp is a
criterion, taking part in the evaluation; Oq – an object to be
evaluated; aCp,Oq – a real number or another object, that is
comparable about relation R with the other a-objects, so that
for each i, j, k: R(aCk,Oi , aCk,Oj ) is defined. Let R be the
dual relation of R in the sense that if R is satisfied, then R
is not satisfied, and vice versa. For example, if “R” is the
relation “<”, then R is the relation “>”, and vice versa. If
Sµ
k,l is the number of cases in which R(aCk,Oi , aCk,Oj ) and

R(aCl,Oi , aCl,Oj ) are simultaneously satisfied, while Sν
k,l

is the number of cases is which R(aCk,Oi , aCk,Oj ) and
R(aCl,Oi , aCl,Oj ) are simultaneously satisfied, it is obvious,
that

Sµ
k,l + Sν

k,l ≤
n(n− 1)

2
.

Further, for every k, l, satisfying 1 ≤ k < l ≤ m, and for
n ≥ 2,

µCk,Cl
= 2

Sµ
k,l

n(n− 1)
, νCk,Cl

= 2
Sν
k,l

n(n− 1)
(9)

are defined. Therefore, 〈µCk,Cl
, νCk,Cl

〉 is an IFP. Next, the
following IM is constructed:

C1 . . . Cm

C1 〈µC1,C1 , νC1,C1〉 . . . 〈µC1,Cm , νC1,Cm〉
...

...
. . .

...
Cm 〈µCm,C1 , νCm,C1〉 . . . 〈µCm,Cm , νCm,Cm〉

,

that determines the degrees of correspondence between criteria
C1, ..., Cm.

In the most of the obtained pairs 〈µCk,Cl
, νCk,Cl

〉, the sum
µCk,Cl

+ νCk,Cl
is equal to 1. However, there may be some

pairs, for which this sum is less than 1. The difference

πCk,Cl
= 1− µCk,Cl

− νCk,Cl
(10)

is considered as a degree of “uncertainty”.

IV. NUMERICAL RESULTS AND DISCUSSION

In order to obtain reliable results for convergence time,
optimization criterion and model parameters estimations, thirty
independent runs of SGA have been performed for each value
of crossover and mutation rates for both examined here Case
studies. Obtained results have been averaged and two IMs are
constructed for each Case study, involving values for crossover
or mutation rates, respectively. In other words, altogether four
IMs are constructed: IMs A1(xovr) (Eq. (11)) and A1(mutr)

(Eq. (12)) for the Case study 1 and IMs A2(xovr) (Eq. (13))
and A2(mutr) (Eq. (14)) for the Case study 2.

IM A1(xovr) presents average estimates of the model pa-
rameters µ2S , µ2E , kS , kE , and YS/X , as well as the re-
sulting convergence time T and objective function value J ,
respectively for xovr = {0.65; 0.75; 0.85; 0.95}, denoted as
GAxovr

1,1 ÷ GAxovr
1,4 . In the same way, IM A1(mutr) presents

the results for µ2S , µ2E , kS , kE , and YS/X , T, J and mutr,
respectively for mutr = {0.02; 0.04; 0.06; 0.08; 0.1}, denoted
as GAmutr

1,1 ÷ GAmutr
1,5 .

IMs A2(xovr) and A2(mutr) for the Case study 2 have been
created by analogy with the Case study 1.

Based on Eq. (9), ICA algorithm calculates the IFP 〈µ, ν〉
for every two pairs of considered criteria based on the obtained
IMs A1(xovr), A1(mutr), A2(xovr) and A2(mutr). Values of π
(Eq. (10)) are calculated too. Obtained results are grouped
in Table 1 for both Case studies, considering dependences
between crossover and mutation rates, optimization criterion,
convergence time and model parameters themselves.

Applied here non-linear models for two Case studies (re-
spectively Eqs. (1)-(3) and Eqs. (4)-(6)) are a prerequisite
some closer relations between observed criteria to be expected
after ICA application. On the other hand, some differences in
the parameters relations might appear caused by the different
specific growth rates in S. cerevisiae and E. coli FP.

As it could be seen from Table 1, there is a strong relation
between T ↔ xovr/mutr for the Case study 1, while in
the Case study 2 a weak relation is observed. The similar
discrepancy is identified in the correlation between YS/X ↔
xovr/mutr: in the Case study 2 there is a strong relation for
GA parameter xovr, while in the Case study 1 – a weak. These
discrepancies might be explained by the stochastic nature of
GA. Crossover rate strongly influences evaluation of model
parameter µ2E in Case study 1. In the Case study 2, there is a
significant indication for high correlation between J ↔ mutr.
For the rest of model parameters the observed correlations are
weak – there are no significant dependencies between T and
these parameters.

Going further in investigation of relations between algo-
rithm accuracy J and model parameters, higher µ-values is
observed between YS/X ↔ J in Case study 1 and for GA
parameter mutr. Less stronger correlations are identified in
the Case study 1 for GA parameter mutr between µ2S ↔ J ,
as well as in Case study 2 for GA parameter mutr between
YS/X ↔ J . These similarities are caused by the physical
meaning of considered model parameters. For the rest of
parameters the observed correlations are weak – there are no
significant dependencies between these parameters and J .

When considering the influence of convergence time T over
the model parameters, higher µ is observed in pairs µ2E ↔ T
in Case study 1 for GA parameter xovr. In the Case study 2,
higher µ-values are observed between µmax ↔ T and kS ↔
T for mutr GA parameter. Observed µ-values for the rest
of pairs of model parameters and T show that there are no
significant correlations between them.

The last group of examined correlations is between model
parameters themselves in both considered Case studies. Dif-
ferent model structures in both FP complicate the extraction
of some common correlations. Although that fact, there are
some coincidences for both Case studies. In the Case study 1
for GA parameter xovr, the strongest correlations are found
respectively for µ2S ↔ kS and µ2S ↔ YS/X , while less
stronger correlations are identified for the pairs kS ↔ kE ,
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A =

O1 . . . Ok . . . Ol . . . On

C1 aC1,O1 . . . aC1,Ok
. . . aC1,Ol

. . . aC1,On

...
...

. . .
...

. . .
...

. . .
...

Ci aCi,O1 . . . aCi,Ok
. . . aCi,Ol

. . . aCi,On

...
...

. . .
...

. . .
...

. . .
...

Cj aCj ,O1 . . . aCj,Ok
. . . aCj,Ol

. . . aCj,On

...
...

. . .
...

. . .
...

. . .
...

Cm aCm,O1 . . . aCm,Ok
. . . aCm,Ol

. . . aCm,On

, (8)

Case study 1, IM A1(xovr):

A1(xovr) =

GAxovr
1,1 GAxovr

1,2 GAxovr
1,3 GAxovr

1,4

J 0.0222 0.0222 0.0222 0.0221
T 69.140600 70.212400 69.475000 71.359200

xovr 0.65 0.75 0.85 0.95
µ2S 0.962120 0.949840 0.974790 0.923920
µ2E 0.103840 0.107940 0.115320 0.129580
kS 0.124640 0.119580 0.128700 0.119780
kE 0.799020 0.798700 0.798860 0.798960

YS/X 0.417885 0.413705 0.413850 0.409500

(11)

Case study 1, IM A1(mutr):

A1(mutr) =

GAmutr
1,1 GAmutr

1,2 GAmutr
1,3 GAmutr

1,4 GAmutr
1,5

J 0.022200 0.022167 0.022133 0.022300 0.022100
T 71.677000 76.104333 90.479000 101.400667 98.161667

mutr 0.02 0.04 0.06 0.08 0.1
µ2S 0.963433 0.987333 0.943333 0.960033 0.914933
µ2E 0.113100 0.111900 0.129733 0.094967 0.146100
kS 0.124000 0.123333 0.128167 0.117033 0.121300
kE 0.799867 0.799500 0.799600 0.792433 0.797833

YS/X 0.410841 0.411348 0.407914 0.421965 0.398290

(12)

Case study 2, IM A2(xovr):

A2(xovr) =

GAxovr
2,1 GAxovr

2,2 GAxovr
2,3 GAxovr

2,4 GAxovr
2,5 GAxovr

2,6

J 0.010700 0.000310 0.000320 0.000170 0.000450 0.000310
T 143.156 77.782 218.234 104.719 158.078 86.953

xovr 0.5 0.6 0.7 0.8 0.9 1
µmax 0.553000 0.549000 0.550000 0.551000 0.549000 0.548000
kS 0.011700 0.009800 0.010100 0.010000 0.009800 0.009900

YS/X 0.500275 0.499975 0.499950 0.500000 0.500250 0.500500

(13)

YS/X ↔ kS and YS/X ↔ kE . Considering GA parameter
mutr, the strongest correlations are between kS ↔ kE and
µ2S ↔ YS/X . Comparing to Case study 2 and taking into
account the simpler specific growth rate model structure, the
similar result for the pair µmax ↔ kS is observed. The highest
correlation is observed for both GA parameters xovr and
mutr. These strong parameter dependencies are again caused
by the physical meaning of FP models parameters. For the

rest correlations between model parameters themselves, the
µ-values are low – there are no significant dependencies.

It is also interesting to be noted that during the investigation
of xovr influence, there are some pairs of considered criteria
with reported degree of uncertainty π. For the Case study 1,
all observed appearances of degrees of uncertainty are in pairs
with optimization criterion value, while in Case study 2 – in
pairs of optimization criterion value or specific growth rate. All
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Case study 2, IM A2(mutr):

A2(mutr) =

GAmutr
2,1 GAmutr

2,2 GAmutr
2,3 GAmutr

2,4 GAmutr
2,5

J 0.019000 0.000360 0.007300 4.130700 25.622800
T 53.250000 116.594000 193.641000 70.937000 39.234000

mutr 0.001 0.01 0.1 0.5 1
µmax 0.546000 0.550000 0.554000 0.599000 0.432000
kS 0.007800 0.010200 0.011000 0.044400 0.002300

YS/X 0.499500 0.500250 0.500501 0.500325 0.518403

(14)

these facts have an obvious explanation – as it can be seen
from IM A1(xovr) for Case study 1, there are equal values
for optimization criterion value. In analogy, as seen from IM
A2(xovr), there are equal evaluations of optimization criterion
value and specific growth rate in Case study 2. Observed equal
values logically cause an uncertainty and makes difficult the
process of decision making.

As a summary of ICA implementation, the following main
results might be outlined:

• Considered GA parameters xovr and mutr show a high
correlation with T in both Case studies. In Case study
2, parameter mutr is in a high correlation with J and
model parameter YS/X . The values of xovr and mutr
reflect on T because of the more complex model used in
Case study 1 [1], [12], [15]. In opposite, the more simple
model structure in Case study 2 allows the relations
between mutr and J and one of the most sensitive model
parameter YS/X [17] to be outlined.

• When looking at T and J relations, strong connections
are observed for J ↔ YS/X , especially in Case study
1; between specific growth rates (respectively µ2E and
µmax) and T in both Case studies, as well as for kS ↔ T
in Case study 2. The stochastic nature of GA is a
preposition of a relatively small number of observed
strong relations [10], [12], [15].

• In the last group of examined correlations between model
parameters themselves, higher dependencies are obtained
between specific growth rates µ2S and µmax and model
parameter kS in both Case studies, especially in Case
study 2 at GA parameter mutr. Considering Case study
1, strong correlations are observed for kS ↔ kE and for
YS/X ↔ µ2S . The ascertained results are caused by the
physical meaning of FP models parameters, as well as by
the strong non-linearity of FP model structures [9], [11],
[14], [16].

V. CONCLUSION

In this paper the recently proposed InterCriteria Analysis
is applied to establish the relations and dependencies between
two GAs parameters – crossover and mutation rates, on one
hand, and convergence time, model accuracy and FP model
parameters, on the other hand. Simple GA with different
values of crossover and mutation rates is used for parameter
identification of two FP models – of yeast S. cerevisiae and
bacteria E. coli.

The obtained results from ICA show some existing relations
and dependencies that result from the physical meaning of the
model parameters, on one hand, and from stochastic nature of
the considered meta-heuristic, on the other hand. Moreover,
derived additional knowledge for ascertained correlations will
be useful in further identification procedures of FP models
and, in general, for more accurate SGA application.
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TABLE I
RESULTS FROM THE ICA OF S. serevisiae AND E. coli FED-BATCH FERMENTATION PROCESSES

Correlation

S. serevisiae fed-batch E. coli fed-batch
fermentation process fermentation process

xovr mutr xovr mutr
〈µ, ν〉 π 〈µ, ν〉 π 〈µ, ν〉 π 〈µ, ν〉 π

T ↔ xovr/mutr 0.8, 0.2 0 0.9, 0.1 0 0.5, 0.5 0 0.4, 0.6 0
J ↔ xovr/mutr 0, 0.5 0.5 0.3, 0.7 0 0.3, 0.6 0.1 0.8, 0.2 0
µ2S ↔ xovr/mutr 0.3, 0.7 0 0.2, 0.8 0
µ2E ↔ xovr/mutr 1, 0 0 0.6, 0,4 0
µmax ↔ xovr/mutr 0.2, 0.7 0.1 0.6, 0.4 0
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Abstract—We suggest an effective method for solving the
problem of correlation clustering. This method is based on
an extension of a partial tolerance relation to clusters. We
present several implementation of this method using different
data structures, and we show a method to speed up the execution
by a quasi-parallelism.

I. INTRODUCTION

THE principle of minimum total potential energy (MTPE)
is a fundamental concept used in physics, chemistry,

biology and engineering. It asserts that a structure or body
shall deform or displace to a position that minimizes the total
potential energy. This concept could be used at other fields,
too. In this paper, we show its application in clustering. The
clustering is an important tool of unsupervised learning. Its
task is to group the objects in such a way, that the objects in
one group (cluster) are similar, and the objects from different
groups are dissimilar, so it generates an equivalence relation:
the objects being in the same cluster. If we want to apply the
principle MTPE, then we can say that the objects aim to achive
a situation in which they are in a cluster containing minimal
number of dissimilar, and maximal number of similar objects.
In the last fifty years, many different clustering methods were
invented based on different demands.

Correlation clustering is a new method, Bansal at al. pub-
lished a paper in 2004, proving several of its properties, and
gave a fast, but not quite optimal algorithm to solve the prob-
lem [1]. Naturally, correlation clustering has a predecessor.
Zahn proposed this problem in 1965, but using a very different
approach [2]. The main question is the following: which equiv-
alence relation is the closest to a given tolerance (reflexive and
symmetric) relation? Bansal et al. have shown, that this is an
NP-hard problem [1]. The number of equivalence relations
of n objects, i.e. the number of partitions of a set containing
n elements is given by Bell numbers Bn, where B1 = 1, Bn =∑n−1

i=1

(
n−1
k

)
Bk. It can be easily checked that the Bell numbers

grow exponentially. Therefore if n > 15, in a general case we
cannot achieve the optimal partition by exhaustive search, thus
we need to use some optimization methods, which do not give
optimal solutions, but help us achieve a near-optimal one.

This kind of clustering has many applications: image seg-
mentation [3], identification of biologically relevant groups of
genes [4], examination of social coalitions [5], improvement
of recommendation systems [6] reduction of energy consump-
tion [7], modelling physical processes [8], (soft) classification
[9], [10], etc.

Fig. 1. Minimal frustrated graph and its optimal partitions

At correlation clustering, those cases where two dissimilar
objects are in the same cluster, or two similar objects are
in different clusters are treated as a conflict. Thus the main
question could be rewritten as: which partition generates
the minimal number of conflicts? It can be shown, that in
the general case—where the transitivity does not hold for
the tolerance relation—the number of conflicts is a positive
number for all partitions of a given set of objects. Let us take a
graph on Figure 1, where the similarity is denoted by solid, and
dissimilarity by dashed lines. In case of persons, the similarity
and dissimilarity are treated as liking or disliking each other,
respectively. Mathematically, the similarity is described as a
weighted graph, where 1 denotes similarity, and -1 denotes
dissimilarity. As the absolute value of these weights are the
same, thus it is enough to only use the signs of the weights.
Hence the graph is called a signed graph in the literature. The
lower part of this figure shows the three optimal partitions
from the five, each of them containing only one conflict. As
all partitions of the graph on Figure 1 have at least one conflict,
it is called a frustrated graph, and this one is the smallest such
graph.

If the correlation clustering is expressed as an optimization
problem, the traditional optimization methods (hill-climbing,
genetic algorithm, simulated annealing, etc.) could be used
in order to solve it. We have implemented and compared the
results in [11]. With these methods the authors were able to
determine a near optimal partition of signed graphs with 500
nodes.
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In this paper we introduce a new method which was
invented directly to solve the problem of correlation clustering,
and can use the specialities of the problem. The main idea is
extremely simple, but it needs several witty concepts, to get a
fast and effective algorithm.

Before going into details, let us see the hierarchical
clustering—where the solution is usually received as a result
of a series of contractions. The user needs to choose a
dissimilarity metric of clusters. These metrics are based on
the distance of the members (objects) of the clusters. Next, the
hierarchical clustering constructs a hierarchy, which starts with
singleton clusters, and each higher level is earned by joining
two clusters of the previous level. The last level consists of
one cluster which contains all the objects. This clustering is
an automatic process, where the user selects one level of this
hierarchy (and the equivalence relation generated by it), and
uses accordingly.

In case of correlation clustering the user has limited op-
tions. If the hierarchy, according to the tolerance relation
is generated, the cost function (i.e. the number of conflicts)
can be calculated for each level (for each partition) of the
hierarchy, and we take the minimal. This does not mean, that
we reach the optimal partition for each tolerance relation. This
hierarchy has n levels (n partition) from the Bn possible ones,
e.g. if n is 500, then we have 500 levels, and 1.6 · 10844
different partitions. Therefore we need to choose carefully
which partitions to add to the hierarchy.

There are two ways to construct the hierarchy: bottom-up
and top-down. In the latter, we split one cluster into two. If
the original cluster contains k objects, there are 2k − 2 ways
to split it, thus the full search is not feasible. There are other
methods to find a good split, but the hierarchy construction
by splitting is not so common. The bottom-up way is based
on joining clusters. There are k(k − 1)/2 ways of joining
clusters, and after the contraction of two clusters we update
the pre-calculated distances of clusters accordingly, as if we
had k clusters before contraction.

In this paper we will use Python programs to present the
algorithms. The Python programming language is perfect tool
for prototyping:

• Python code listings are shorter than pseudo codes, be-
cause we can use program-libraries without long expla-
nations or repetition of well-known algorithms.

• Python has high level data structures (list of set, set of
lists, etc.) which simplify the programs.

• Although Python programs are slow, we are not interested
in exact running times, but in the time rates: the effect
of replacing an algorithm with a better one?

We tested programs on one core of a 2.3 GHz double core
processor under Linux and Python 3.4.0. The times are given
in seconds.

The first implementation uses the most trivial data structure
to store a graph: the adjacency matrix. The adjacency matrix
of a tolerance relation contains elements −1 and 1 only, so
its graph is total. The asymptotic behaviour of the correlation
clustering of tolerance relation is known from [8]. If we allow

zero values in the adjacency matrix, i.e. we have a partial
tolerance relation, the behaviour of the clustering changes.
The more zeros are in the adjacency matrix, the bigger the
difference in behaviour. These behaviours are not yet described
or explained mathematically, computer experiments for many
objects are needed to discover the exact tendencies. Hence
for us the most interesting graphs are the sparse graphs. In
general, it is easy to implement the generation of Erdős–
Rényi type random graphs [12], but it is hard to ensure that it
generates a connected graph for small probability parameter p.
Therefore in our experiments we used Barabási-Albert type
random graphs [12] (we refer to them as BA graphs in the
following) where the connectivity follows from the algorithm
of the generation.

The structure of the paper is the following: Section 2 ex-
plains the correlation clustering and shows the result of joining
two clusters. In Section 3 we present a naive contraction
method. Next we specialize the method for sparse graphs. In
Section 5 we give the quasi-parallel version of the specialized
algorithms. Finally we discuss our plans and conclude the
results.

II. CORRELATION CLUSTERING

In the paper we use the following notations: V denotes the
set of the objects, and T ⊂ V ×V the tolerance relation defined
on V . We handle a partition as a function p : V → {1, . . . , n}.
The objects x and y are in a common cluster, if p(x) = p(y).
We say that objects x and y are in conflict at given tolerance
relation T and partition p iff value of cpT (x, y) = 1 in (1), i.e.
if they are similar and are in different clusters, or if they are
dissimilar and in the same cluster.

cpT (x, y)←





1 if (x, y) ∈ T and p(x) 6= p(y)
1 if (x, y) /∈ T and p(x) = p(y)
0 otherwise

(1)

We are ready to define the cost function of relation T
according to partition p:

cT (p)←
1

2

∑
cpT (x, y) =

∑

x<y

cpT (x, y) (2)

As relation T is symmetric, we sum cpT twice for each pair,
or restrict the summing in order to use each pair only once.
The objects are usually represented with numbers, hence we
can calculate the cost function as the last part of (2) shows.

Our task is to determine the value of minp cT (p), and one
partition p for which cT (p) is minimal. Unfortunately this
exact value cannot be determined in practical cases, except
for some very special tolerance relations. Hence we can get
only approximative, near optimal solutions.

The statistical software R has 6 different distance functions
for determining distance of objects. In our case the tolerance
relation replaces these metrics. The same software has 8 dif-
ferent cluster distance functions. None of them is suitable for
our needs.

Let us see, what is the result of joining two clusters
according to the cost function. Let A and B be these clusters,
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moreover let us denote the partition before and after joining
by p and q, respectively.

1) If {x, y}∩(A∪B) = ∅, then cpT (x, y) = cqT (x, y) holds.
2) If x ∈ (A ∪ B) and y /∈ (A ∪ B) (or in reverse), then

cpT (x, y) = cqT (x, y) holds.
3) If x ∈ A and y ∈ B, then cpT (x, y) = 1−cqT (x, y) holds.

As objects x and y are from different clusters, p(x) 6=
p(y). So if cpT (x, y) = 1, then (x, y) ∈ T , but after the
joining q(x) = q(y), hence cqT (x, y) = 0. Similarly if
cpT (x, y) = 0, then (x, y) /∈ T , so cqT (x, y) = 1.

4) Finally, if x, y ∈ A (or x, y ∈ B), then cpT (x, y) =
cqT (x, y).

To determine cT (q) if we know cT (p), it is enough to calculate
the difference cT (q) − cT (p). From the previous list it is
obvious that we only need to take into account the third item.
Before the contraction between clusters A and B there were
#{(x, y)|x ∈ A, y ∈ B, (x, y) ∈ T} conflict, and after the
contraction these conflicts disappear. But #{(x, y)|x ∈ A, y ∈
B, (x, y) /∈ T} new conflicts are created by the contraction.
The change is the difference of these numbers.

If we treat the conflict of two objects as a distance, then the
aggregating function is the difference of two sums. At hier-
archical clustering the closest clusters are joined. For us, the
contraction method is a greedy algorithm, and we promote the
joining of those possible ones which produce maximal profit,
which mostly decreases the cost function. These two ideas are
confluent, because the difference mentioned before becomes
negative, and we join those clusters where the absolute value of
this difference is maximal, so where the difference is minimal.
Unfortunately, according to its negativity we cannot call the
difference as distance.

We note that our programs use notations of Bansal, and
if the tolerance relation holds for two objects, the number
denoting it is positive. From this, it naturally follows that the
program uses the differences cT (p)− cT (q), i.e. the profits of
joining. We only execute the contraction if this difference is
positive.

The upper part of the Figure 2 shows a relation. For the
sake of simplicity of the picture, this relation is a partial
tolerance relation. The middle part of the figure displays the
“distances” of the singleton clusters earned from the relation.
We formally define it in the next chapter. Finally the lower part
of the figure shows the updated distances when some clusters
are contracted. These distances are the superposition of the
predecessor clusters.

III. CONTRACTION METHOD

We can now define the Contraction method for correlation
clustering. Algorithm 1 is implemented in Python. In the
following formulae the brackets refer to the lines of the code.
The implementations use the routines of https://www.ics.uci.
edu/∼eppstein/PADS/UnionFind.py for handling disjoint sets:
it contracts two clusters in line 8. We do not present the
preprocessing of neither the tolerance relation, nor of the
result, but the clustering phase is emphasized.

Fig. 2. The partial tolerance relation, the generated “distances” at the
beginning and after several contraction steps.

1) Construct a “distance” matrix D based on a tolerance
relation T :

d(i, j)←
{

1 if (i, j) ∈ T,
−1 if (i, j) /∈ T,

(3)

Although d(i, i) would be 1 by definition, we set up 0,
in order to avoid contracting any clusters by themselves.
We denote the preprocessing T and setup of D with dots.
[line 3− 4]

2) Now, each object—as a singleton cluster—in one-one
bijection with rows and columns of D. Select one
maximal element of matrix D, and then its row and
column coordinates will refer to the clusters to join. Let
these be x and y [line 6].

3) If the maximal element is not positive, the algorithm
ends [line 7].

4) Otherwise add to column x the column y (contraction),
next delete column y, i.e. fill it with zero [lines 9− 12].
Then repeat this for the rows.

5) Continue from Step 2. [line 13]

The statistics describing the running time of Algorithm 1
is given in Table I. Here the columns denote graphs with
different sizes, and the rows tagged by the value of q. This
parameter gives the ratio of fulfilment of tolerance relation T
among objects. If this number is small, only a few clusters
can be joined, so the Contraction method finishes soon and
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Algorithm 1 Naive contraction with matrix

1import numpy; import UnionFind
2N=2000; q=0.4
3d = numpy.zeros( (N,N), dtype = numpy.int)
4...
5uf = UnionFind.UnionFind()
6x,y = numpy.unravel_index(d.argmax(),d.shape)
7while d[x,y] > 0:
8uf.union(x,y)
9for z in range(N):
10d[x,z] += d[y,z] ; d[z,x] += d[z,y]
11d[...,y] = 0; d[y,...] = 0
12d[x,x] = 0
13x,y = numpy.unravel_index(d.argmax(),
14d.shape)

TABLE I
RUNNING TIMES FOR COMPLETE SIGNED GRAPHS.

100 500 1000 2000 5000

q = 0.1 0.017 0.598 3.015 16.080 174.511

q = 0.5 0.027 0.773 3.736 19.152 198.269

q = 0.9 0.029 0.785 3.789 19.226 197.325

the solution contains many but quite small clusters. But if this
ratio is large, there are lot of possibilities to join clusters, and
the Contraction method runs for a long time and gives only a
few, but big clusters. It can even occur, that we get only one
cluster, containing all the elements.

In our previous article we examined the behaviour of
contraction of tolerance relation on n objects [13]. For this,
we took 101 different values for q from 0 to 1, and for each q
we tested the clustering for 10 different relations (graphs), and
used their average. By using this implementation to calculate
everything for 2000 objects, took more than 5 hours. These are
independent calculations, so they can be run in parallel. We
note that this program uses the low-level routines of Numpy
extensions, which speeds up the execution according to the
conventional Python implementation.

This 8-line-long naive implementation does not take into
account such details, which are obvious for the reader. As
we contract rows and columns, and delete one row and one
column (fill up with zeros), in the future the program will not
put any non-zero number into these rows and columns, thus
it is unnecessary to include these elements of the matrix in
the calculations. We could tag them, and later skip them in
the cycles. It could be a better solution, however, to change
the deletion of a row and a column by swapping them with
the last row and column, respectively. Next, we can logically
reduce the size of the matrix D, and set the upper limit in
cycles to the size of the matrix.

Up to here, for any pair of objects the tolerance relation
either holds or does not, i.e. the objects are either similar or
dissimilar. However, in some cases we have no knowledge
about either, thus the relation is partial. (A well-known partial
relation is the ordering of n-tuples, where the relation holds

TABLE II
RUNNING TIME OF ALGORITHM 1 ON RANDOM ER GRAPHS WITH

PARAMETERS (2000, pi), WHERE THE RATE OF THE POSITIVE EDGES IS q

q = 0.1 q = 0.5 q = 0.9

p1 = 0.9 16.870 19.294 19.418

p2 = 0.5 18.040 19.240 19.372

p3 = 0.1 18.148 19.112 19.371

only if one tuple Pareto dominates the other.) We can use (1)
for any partial tolerance relation. By definition, if two objects
are neither similar nor dissimilar, there is no conflict between
them. The partial tolerance relations are visualized by signed
graphs: if two objects are comparable then there is an edge
between them, otherwise there is not, like in Figure 2. If the
relation holds, the weight of the edge is 1, if not, its weight
is -1. If the relation is not defined between the objects, the
weight of the non-existent edge could be defined as 0. From
these weights we can construct the “distance matrix” D for
any partial relation.

It is not suprising that Algorithm 1 could be used for partial
tolerance relations without any modification. We generated
several partial relations with 2000 objects, to test our al-
gorithm. The graphs of the partial tolerance relations were
Erdős–Rényi type random graphs, where any two nodes are
connected with probability pi. Next, the weight of this edge (if
exists) would be 1 with probability q and −1 with probability
1− q.

The algorithm is the same, it takes the same steps, therefore
we can assume, that we get very similar results for clustering.
But the data in Table II refutes this assumption. If many edges
are missing from the complete graph (pi is small) and most
of the edges are negative (q is small), then the algorithm
does not stops after a few steps, as did it for a bigger pi.
Similarities force the contractions. The more 1s in D, the more
contractions are executed by the algorithm, which takes time.
The more -1s in D—the contractions are obstructed—the less
contractions are executed by the algorithm, and the process
stops early. The zeros (i.e. missing edges) here decrease the
effects of 1 and -1: the number of contractions fall between
the two extreme cases (when all zeros are replaced with 1 and
-1, respectively).

As we wrote before, Néda at al. described the asymptotic
behaviour of correlation clustering for complete graphs [8],
thus the computer simulations in this case are not challenging.
In case of any signed graph (including the partial tolerance
relations) we have conjectures only about the asymptotic
behaviour. Néda at al. simulated correlation clustering of BA
graphs with 140 nodes in 2009, which we extended to 500
nodes in 2014 [13], and even though the results are impressive,
they are not quite sufficient to see the tendencies.

The BA graphs are sparse graphs, they have O(|V |) edges.
It is superfluous to reserve O(|V |2) memory cells in a matrix
to store these edges. In the next section we show a memory
efficient algorithm to solve the correlation clustering problem
for sparse graphs.
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IV. REFINING THE METHOD

The previous Python implementation shows the crucial
questions of the method:
Q1 For constructing a greedy algorithm we need the most

profitable contraction, i.e. from the stored and updated
(recalculated) values we need to select the biggest one,
or one of the biggest ones.

Q2 We need to be able to reach the element dx,y of the matrix
D, to read it, to update it, or to delete it.

As the previous implementation stores matrix D as a two-
dimensional array (matrix), the solution of Q2 is trivial,
however to solve Q1, we need a full search in D.

In BA graph with ten thousands of nodes, a node is only
part of a few edges. This means that in its row of “distance”
matrix D there are only a few non-zero elements (which are
interesting at calculations). Therefore it is worth to represent
the matrix D as a sparse matrix. There are several ways to
store a sparse matrix in the memory. The simplest way is to
store the list of (row, column, value) triplets. This storage
type is called a coordinate list.

In case of using a coordinate list, the solution to Q1 does not
change substantially, because a full search is needed in triplets.
(Now we have no element without valuable information.) Yet,
the solution of Q2 becomes more complicated. Until now, dx,y
was reachable in constant time (with pointer-arithmetic). Now
the triplets of D are in a list, so in a worst case scenario, a
full-search is needed. If this list is ordered, a binary search
is enough, but it is very hard to preserve this ordering during
contractions:

• If dx,z = −dy,z , then after contraction dx,z becomes 0,
but we do not want to store this element, so we need to
delete it.

• If dx,z = 0 and dy,z 6= 0, then after the contraction, one
new item is created and needs to inserted into the list,
while an old one is to deleted.

The hash table could help us solve Q2 effectively, because
its speed is near to O(1) at insertion. The hash table is
a possible (and fast) implementation of the data structure
associative arrays (dictionary in Python). Algorithm 2 is the
reimplementation of the Contraction method with an associa-
tive array.

As before, we only indicate the phase of preprocessing
[line 23]. This code is much longer than the previous one,
we need to care about more details. While in the previous
program, we retrieved the indices of the biggest element of
D with one complicated instruction, we needed to take it
into pieces here: from the values of the associative array the
algorithm selects the biggest one [line 27], and collects the
keys belonging to this maximal value [lines 29–30]. From
these keys it chooses a pair. We refer the members of this
pair as i and j. We wish to reuse the part of this code,
which describes the contraction, therefore we implemented
the contraction step as a function [lines 2–20]. For similar
reasons, the pair (i, j) is stored in an associative array, called
s. Our construction guaranties, that i < j, and at contraction

Algorithm 2 Contraction by associative array

1import UnionFind
2def contraction(d, s):
3d2 = {}
4for pair, value in d.items():
5x,y = pair
6if x in s:
7x = s[x]
8if y in s:
9y = s[y]
10if x == y:
11continue
12if x > y:
13x,y = y,x
14if (x,y) in d2:
15d2[(x,y)] += value
16if d2[(x,y)] == 0:
17del d2[(x,y)]
18else:
19d2[(x,y)] = value
20return d2
21

22N=1000; q=0.2
23d = ...
24uf = UnionFind.UnionFind()
25if len(d) < 2:
26return
27max_d = max(d.values())
28while max_d > 0:
29pairs = [pair for pair,value in
30d.items() if value ==max_d]
31i,j = pairs[0]; s = {j:i}; uf.union(i,j)
32d2 = contraction(d,s)
33if len(d2) < 2:
34break
35d = d2.copy()
36max_d = max(d.values())

we keep the smaller one. This means, that upon meeting a key
(which is a coordinate-pair), we need to check whether one
of it is equal to j (to the key in the associative array s) or
not. If it is, then we need to replace it with i (with the value
according the key) [lines 6–9]. In the diagonal of D, only zero
values are allowed, but we do not store them, so if something
gets into this diagonal it is ignored [lines 10–11]. We store
the indices by ordering [lines 12–13]. If a known pair occurs,
then we update its value, whereas unknown pairs are stored
[lines 14–19]. Sometimes one cluster is connected with two
different clusters, and their effects are opposite. Remember on
Figure 1 the husband who loves her wife (+1) but hates her
paramour (-1). If the wife left him with her paramour, these
numbers add up, and we get 0. So the best if he forget about
this new couple. We can speed up our method by not storing
zero values, so we omit this one, too [lines 16–17].

Unfortunately the associative arrays do not allow us to pick
items by specific needs, hence, to get all the keys in form (j, ·)
and (·, j), we need traverse the whole associative array, and
check whether the actual item is concerned in the contraction
or not. In the BA random graphs, the nodes i and j have only
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a few nearby node (connected to it by an edge), hence this
traverse needs extra effort (in comparison to direct access of
the edges of a node).

The statistic demonstrating Algorithm 2 is in the first data
column—denoted with D—in Table IV. The numbers in this
table are not seconds or number of conflicts, but rates of
benchmarks. Figure 3 and Table III shows the real running
times of the bases of the benchmarks. The real running times
of Algorithm 2 are much smaller than the running times of
Algorithm 1. But if we think about it, we can realize, that
these numbers are incomparable. The naive algorithm used
total graphs, and a total graph with two thousands nodes has
about two millions edges, but a BA random graph has only
four thousands. To find the one with the maximal value (Q1)
is not the same job, and even the solution of Q2 is easier in
the case of associative arrays. We have about five-hundredths
many edge, and the running time only one third. To tell the
truth Algorithm 2 only uses the conventional Python here—
does not use any extension compiled to fast machine code—
i.e. overall the execution of the code is much slower.

This programming language enables us to combine different
data structures. Hence we can construct one associative array
about profits related to a given cluster, and organize these
associative arrays into an associative array. This two level
dictionary is very common in the Python literature. To speed
up the solution of Q2, we store one “distance” at two places: in
each node’s associative array of the according edge. This helps
us collect all the edges belonging to the clusters needing to
join. This double storage complicates our programs. Moreover,
the empty associative arrays generate errors, so we need to
check whether the associative arrays become empty, or all the
objects are in one cluster.

Here the values of the profits of contractions are distributed
among the associative arrays. Hence to find the maximal value
we need to search for the maximal value in each associative
array, and to select the maximal one among these maximal
values (line 5). Lines 7–9 is a list comprehension, in which
we traverse all associative arrays, and check, whether there is
a key, for which this maximal value is assigned. If yes, we
record the pair of the key i of the associative array, and the
key j of the maximal value. If all the maximal values have
been found, we select one (more precisely the first) key from
the keys of the maximal values. This key is a pair, and we
refer to its elements by i and j in the following (line 10). We
delete the edge belonging to the selected pair (line 11), and we
store the keys in the associative array belonging to i (line 12).
It is an important step, Python does not allow to modify a
data structure while traversing it. (Do not cut off the tree you
are standing on!) Similarly, we docket the associative array
belonging to j (line 14), and by traversing this associative
array we update the weights of the edges in contact to the
contracted cluster (lines 16–19). If it is not possible (there is no
corresponding (i, z) edge to the edge (j, z)) then we construct
the missing edge. When all edges (j, ·) are processed, we can
delete the associative array belonging to j (line 25), and the all
references to this cluster (i.e. (·, j) type edges), too (line 22). If

Algorithm 3 Contraction by associative array of associative
arrays.

1import UnionFind
2N=1000; q=0.2
3d = ...
4uf = UnionFind.UnionFind()
5max_d = max([max(di.values()) for di in d])
6while max_d > 0:
7pairs = [(i,j) for i,di in d.items()
8for j,value in di.items()
9if value == max_d]
10i,j = pairs[0]
11del d[i][j]; del d[j][i]
12di_k = list(d[i].keys())
13uf.union(i,j)
14dj = list(d[j].items())
15for z,value in dj:
16if z in di_k:
17d[i][z] += value; d[z][i] += value
18if d[i][z] == 0:
19del d[i][z]; del d[z][i]
20else:
21d[i][z] = value; d[z][i] = value
22del d[z][j]
23if d[z] == {}:
24del d[z]
25del d[j]
26if d[i] == {}:
27del d[i]
28if len(d) == 1:
29break
30max_d = max([max(di.values())
31for i,di in d.items()])

TABLE III
RUNNING TIMES FOR D2

r IN SECONDS

N 0.1 0.5 0.9
100 0.004–0.009 0.004–0.012 0.008–0.015
500 0.076–0.227 0.075–0.227 0.165–0.327

1000 0.483–1.126 0.488–1.267 0.863–1.581
2000 2.370–5.867 2.397–5.927 3.985–8.506
5000 0.230–3.310 3.576–25.155 15.386–36.270

10000 6.205–23.424 15.298–104.581 122.131–265.172

the contracted cluster becomes empty (any strange, sometimes
it can happen), we need to delete it (lines 26–27). If only one
cluster remains, we can stop the method (lines 28–29).

The statistics about Algorithm 3 can be found in the third
column—denoted with D2— of Table IV. From this table it
is obvious, that the two level dictionary is more effective than
the ordinal dictionary.

In Python the associative arrays are implemented as hash
tables. It is well known, that here the deletion is a costly
operation, and thus we delete the whole structure in small
steps. By examining the handling of the hash table in Pythonic
way, we rewrote the code in Algorithm 3 in a such way, that at
contraction we do not delete directly from the joined cluster,
but we create a new associative array for the joined cluster,
and fill it with its predecessors. As deletion from dictionary is
solved by replacing data with dummy items, the recreation of
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the joined cluster can free up memory and speed up problem
Q2. The deletion from the nearby clusters remains the same.
It would be very time consuming to recreate them, too. By
the fifth column—denoted with D2

r— of Table IV this extra
effort has no evident profit: the accuracy is almost the same,
but the running time is slightly longer.

V. QUASI-PARALLEL VARIANT

The hierarchical clustering sometimes has very natural
interpretations. For a given distance function d : V × V → R,
where d(x, x) = 0 for any x ∈ V Sibson defined a dendogram
function c : [0,∞) → E(V ) [14], where E(V ) is the set
of equivalence relations on V . This function c fulfils the
following criteria:

• If h ≤ h′ then c(h) ⊆ c(h′),
• The final value of c(h) [i.e. c(∞)] is V × V and
• c(h+ δ) = c(h) for any small δ > 0.
In case of a minimal distance (the distance of clusters

defined by the minimum of distances of their elements), let
E = {(x, y)|x, y ∈ V, d(x, y) < h}, i.e. add to the set of
nodes V all the edges shorter than h. This is a symmetric
relation. Next, take the transitive closure of this relation, which
becomes an equivalence relation. Taking these equivalence
relations for all h ≥ 0, we get the dendogram c.

Can we use this idea? Unfortunately not. If we have a chain
of objects connected by edges, then their optimal clustering
produces pairs and maybe one singleton cluster [15]. In the
case of a star topology we got a pair and singletons. Therefore
the transitive closure of a (partial) tolerance relation is not
suitable for us. But we can try to contract independent pairs.
As they are independent, the contraction can be done in
parallel! This means that we lose the purely greediness of the
contraction method. Moreover the dynamics of the method is
changing. If we started by contracting two singleton clusters i
and j, for which there was a third cluster k such that di,k > 0
and dj,k > 0, then the next contraction used clusters i∪ j and
k at algorithms before. Moreover if there was a fourth cluster
l, for which di,l > 0, dj,l > 0 and dk,l > 0, then the following
contraction used clusters i ∪ j ∪ k and l, and so on. In other
words the initial combined cluster grows in each steps until

it is surrounded with clusters only, for which the profit of the
contraction with this giant cluster is negative. If we execute
the contractions in parallel, then we have more centres (not so
giant clusters).

Algorithm 4 Determining the independent edges

1def independent(pairs):
2s = {}
3random.shuffle(pairs)
4for i,j in pairs:
5if len({i, j} &
6(s.keys() | s.values())) == 0:
7s[j] = i
8return s

We do not need to rewrite the whole Algorithm 2 as most
of the code is reusable. For example, to get the independent
pairs we have the list of best pairs. Previously we used the
first pair from the list, now we will use more. Algorithm 4
selects the independent ones. This algorithm gets all best
pairs, and constructs an associative array from the independent
edges. The algorithm traverses the best edges, and an edge is
independent from the stored ones, if its nodes do not occur
in the associative array, neither as a key, nor as a value.
The original ordering limits the set of independent edges, so
we shuffle the starting list, in order for the subsequent runs
to give a different results, therefore the clustering becomes
indeterministic, and by repeating the whole process it should
be possible to choose the best of them.

The Algorithm 5 is a slight modification of Algorithm 2 so
we only provide the difference: you need to replace lines 25–
36 in Algorithm 2 with the listing of Algorithm 5. The main
difference is that Algorithm 2 which allowed only one pair in
the associative array, now allows any number of pairs, which
need to be independent.

In this case, the question arises: it is worth to complicate
things? Based on the first idea, it could speed up the process,
because we can omit the superfluous steps, as we do not need
to traverse the associative array several times, it is enough only
once, to get the same number of contractions. The second

Algorithm 5 Quasi-parallel contraction, associative array

1if len(d) < 2:
2return
3max_d = max(d.values())
4while max_d > 0:
5pairs = [pair for pair,value
6in d.items() if value ==max_d]
7s = independent(pairs)
8for i,j in s.items():
9uf.union(i,j)
10d2 = contraction(d, s)
11if len(d2) < 2:
12break
13d = d2.copy()
14max_d = max(d.values())
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TABLE IV
COMPARISON OF RUNNING TIMES AND ACCURACY ON 3/2 BA GRAPHS

D D D2 D2 D2
r D2

r
q=0.1

100 2.44/1.01 0.88/1.02 1.41/1.04 1.03/0.99 1.47/1.04 1.00/1.00
500 3.68/0.98 1.22/0.99 1.68/1.01 0.96/1.00 1.74/1.01 1.00/1.00

1000 4.12/0.98 1.64/1.00 1.50/1.00 0.99/1.00 1.54/1.00 1.00/1.00
2000 4.48/0.98 1.67/1.00 1.59/1.00 1.02/1.00 1.58/1.00 1.00/1.00
5000 61.79/1.08 0.96/1.00 16.84/1.32 1.03/0.99 17.43/1.32 1.00/1.00

10000 56.66/1.03 0.79/1.00 13.93/1.16 1.07/1.00 14.02/1.16 1.00/1.00
q=0.5

100 2.46/0.95 0.79/0.98 1.28/1.02 0.97/0.99 1.36/1.03 1.00/1.00
500 3.77/0.98 1.30/1.00 1.63/1.01 1.01/1.00 1.66/1.01 1.00/1.00

1000 4.37/0.97 1.61/1.00 1.58/1.00 1.01/1.00 1.70/1.00 1.00/1.00
2000 4.26/0.98 1.67/1.00 1.59/1.00 1.02/1.00 1.61/1.00 1.00/1.00
5000 5.43/0.98 1.67/1.00 2.07/1.02 1.04/1.00 2.18/1.02 1.00/1.00

10000 4.68/0.99 1.49/1.01 1.87/1.03 1.05/1.01 1.99/1.03 1.00/1.00
q=0.9

100 1.35/1.05 0.88/1.04 0.84/1.00 1.00/1.00 0.88/1.00 1.00/1.00
500 1.61/1.00 0.95/1.01 0.86/1.00 0.99/1.00 0.92/1.00 1.00/1.00

1000 1.85/1.00 1.12/1.00 0.79/1.00 1.01/1.00 0.82/1.00 1.00/1.00
2000 1.66/1.00 1.05/1.00 0.69/1.00 1.00/1.00 0.71/1.00 1.00/1.00
5000 2.29/1.00 1.18/1.00 1.01/1.00 0.97/1.00 1.08/1.00 1.00/1.00

10000 1.53/1.00 1.05/1.00 0.66/1.00 1.09/1.00 0.68/1.00 1.00/1.00

column—denoted by D—of Table IV shows the numbers
of the quasi-parallel variant. It is obvious that this parallel
variant is better than the original according to the running
time. But if we learned that there is no free lunch, maybe
the accuracy of method were worse. Let us see the numbers.
By Table IV Algorithm 2 produces less conflict, thus gets
closer to the optimum. We measured the whole process at three
different values of q. We wish to repeat this investigation in
more details. We executed the original (Algorithm 2) and the
parallel (Algorithm 5) version of the Contraction method on
the same signed graphs. The original graph was 3/2 BA graph
with thousands of nodes. The weight of the edges were given
randomly according the value of q for 101 different q. After the
contraction method we calculated the cost-functions. Figure 4
shows the result. Moreover we summed the values of the cost
functions (calculated the “integral” of the curves), and at the
parallel version the sum was 94.8–96.0 percent of the original
version (these numbers denote conflicts, so the smaller is better
here). Five experiments show similar results, so we believe that
this is the tendency. This is not a big difference, but disproves
our hypothesis. This fact undermines our beliefs in greedy
algorithm, so a careful examination is needed. We think, that
the giant cluster is the result of an early decision at non-parallel
algorithms. This decision could be perfect or bad. Maybe
the latter occurs more often. The parallel version postpones
the decision, it executes several contractions in parallel, gets
smaller clusters, and maybe causes less vital mistakes.

By examining the Table IV, we can see, that the parallel
version really is faster than the original. Surprisingly, at
different values of q the speed rate is different. For small q
we see big differences, while at big q the parallel version will
not be twice as fast as the original.

Let us compare this parallel version (D) with the variant
using an associative array of associative arrays (D2), because
until now this was the fastest implementation. If q is small,
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Fig. 4. Cost functions earned by the original and parallel algorithms. x-
coordinate denotes the rate q of positive edges and y-coordinate denotes the
value of the cost function.

the parallel version is remarkably faster for big N . If q is big,
the variant with double dictionary is the clear winner.

Of course, the following question arises: It is worth to
construct the parallel version of Algorithm 3, or not? The
modification is minimal:

• We need to replace line 10 with a cycle for the indepen-
dent pairs from pairs.

• We need to indent lines 11–29, to treat this lines as the
core of the cycle in line 10.

We leave these modifications to the reader, and do not present
this as a next code listing. Table IV shows the statistics of
this parallel variant—denoted by D2. If q is small—we only
need a small number of contractions to get the near optimal
solution—then the second parallel variant (D2) is much faster
then its origin (D2), but for big Ns it is slower than the first
parallel implementation (D). Surprisingly if we need a lot of
contraction (e.g. q is big), then the parallel version (D2) is
much slower than its origin (D). By observing the accuracy
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of the last implementation, the tendency is more evident: 84.3–
87.7 percent of conflicts of the non-parallel version.

We could continue the comparison of greedy and parallel
variants, but we compared the accuracy of the different parallel
implementations. The rates of the integrals were 99.9–101.0
percent.

The running times of the three parallel versions are com-
parable by Table IV. Hence we run the different “parallel”
implementations on BA graphs with 20,000 nodes to find the
differences. Each implementation solved 15 problems in one
hour and a half. The implementation D was the slowest, about
8 percent slower than the others. But its accuracy was the best:
the difference was less than half percent.

We tried the skip-list data structure for Contraction, where
the complexity of the insertion, deletion and search is
O(log n), and not constant. By our statistics this implementa-
tion was five times slower than the implementation with double
dictionary. The results based on these prototypes suggest for
us that the industrial implementation will based on a (double)
dictionary, too.

VI. FUTURE PLANS

There are tools to find the weakness of codes presented in
this paper, and their execution could be optimized. Moreover
by choosing a different programming language it gives (maybe
several magnitudes) faster implementation. We refer to a quote
of D. E. Knuth: We should forget about small efficiencies, say
about 97% of the time: premature optimization is the root of
all evil. Yet we should not pass up our opportunities in that
critical 3%. We would like to invent new algorithms and not
to patch this ones.

Our main aim was to introduce a simple idea, and its
little improvements. We have fulfilled our plans and broke
through our former limits of 500 nodes (with significantly
higher results), although previously we used faster languages.
To solve the correlation clustering problem for bigger and
bigger set of objects is challenging for us, so we will continue
this path. We believe to go futher we need to use other kind
of parallelism: divide and empire.

The zero “distances” of clusters were left along the whole
article. We did not examine whether they have any effect to
contract clusters where the corresponding distance is zero.
This contraction does not decrease and does not increase
the number of conflicts immediately. It is worth to examine
whether this kind of contractions has any future effects, or not.
We do not know any examples that could assist this question
from neither the natural nor the social sciences.

We can imagine three clusters i, j and k, where di,j = 0
di,k = c and dj,k = −c. It is obvious, that contracting i and j
the value of di∪j,k becomes zero, so the number of conflicts
does not lessen. While by contracting i and k the number of
conflicts decreases by c, if c > 0. But it is not clear when we
have thousands of clusters, the situation is the same, or not. If
we have BA random graphs, the zero “distance” clusters, i.e.
independent clusters are very common.

VII. CONCLUSION

We introduced a correlation clustering problem, and ex-
tended the (partial) tolerance relation to clusters. Using this
concept we have shown the Contraction method, and its
several implementation in Python. Despite of the weakness of
this programming language these implementations gave fast
results for big sets, although the problem is NP-hard. By
our knowledge these are the state of the art algorithms in
correlation clustering. We found a near-optimal solution for
a problem where the upper bound of the number of possible
partitions is 1064,079 [16].

Our previous measurements show, that the accuracy of this
method is among the best optimization methods [11]. These
two properties enable the usage of this method in real-life
applications.
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[11] L. Aszalós and M. Bakó, “Advanced search methods (in Hungarian),”
http://morse.inf.unideb.hu/∼aszalos/diak/fka, 2012.

[12] R. Durrett, R. Durrett, and R. Durrett, Random graph dynamics. Cam-
bridge university press Cambridge, 2007, vol. 200, no. 7.

[13] L. Aszalós, J. Kormos, and D. Nagy, “Conjectures on phase transition at
correlation clustering of random graphs,” Annales Univ. Sci. Budapest.,
Sect. Comp, no. 42, pp. 37–54, 2014.

[14] R. Sibson, “Slink: an optimally efficient algorithm for the single-
link cluster method,” The Computer Journal, vol. 16, no. 1,
pp. 30–34, 1973. doi: 10.1093/comjnl/16.1.30. [Online]. Available:
http://dx.doi.org/10.1093/comjnl/16.1.30
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Abstract—In this paper, the performance research on 

CPython’s latest interpreter is presented, concluding that 

bytecode dispatching takes about 25 percent of total execution 

time on average. Based on this observation, a novel bytecode 

dispatching mechanism is proposed to reduce the time spent on 

this phase to a minimum. With this mechanism, the blocks 

associated with each kind of bytecodes are rewritten in 

hand-tuned assembly, their opcodes are renumbered, and their 

memory spaces are rescheduled. With these preparations, this 

new bytecode dispatching mechanism replaces the 

time-consuming memory reading operations with rapid 

operations on registers. 

This mechanism is implemented in CPython-3.3.0. Experiments 

on lots of benchmarks demonstrate its correctness and efficiency. 

The comparison between original CPython and optimized 

CPython shows that this new mechanism achieves about 8.5 

percent performance improvement on average. For some 

particular benchmarks, the maximum improvement is up to 18 

percentages.  

I. INTRODUCTION 

he past decade has witnessed the widespread use of 

Python, which is a typical dynamic language designed 

to execute on virtual machines. Several software 

engineering advantages over statically compiled binaries, 

including portable program representations, thread manage 

-ment, some safety guarantees, built-in automatic memory, and 

dynamic program composition through dynamic class loading, 

are provided by Python. These advanced features enhance the 

user programming model and drive the success of Python 

language. However, these features also require the dynamic 

compilers to do quite a lot of extra operations, such as type 

checking, wrapping/unwrapping of boxed values, virtual 

method dispatching, bytecode dispatching, etc. These extra 

operations usually make Python programs several or dozens of 

times slower than static programs achieving the same 

functionality. Moreover, traditional static program optimiza 

-tion technologies are frustrated, introducing new challenges 

for achieving high performance. 

In response, more and more researchers have paid their 

attention to optimize dynamic language compilers. The 

technologies proposed aim to improve performance by 
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monitoring programs’ behavior and using this information to 

drive optimization decisions [1]. The dominant concepts that 

have influenced effective optimization technologies in today’s 
virtual machines include JIT compilers, interpreters, and their 

integrations. 

JIT (just-in-time) techniques exploit the well-known fact that 

large scale programs usually spend the majority of time on a 

small fraction of the code [2]. During the execution of 

interpreters, they record the bytecode blocks which have been 

executed more than a specified number of times, and cache the 

binary code associated to these blocks. The next time these 

bytecode blocks are executed, it has no need to interpreter these 

bytecodes once again, just jumps to the cached binary code, and 

continues the execution. By this way, much interpreting work is 

omitted, and performance improvement can be achieved. 

However, since the threshold is quite large in general, the 

interpreting stage still accounts for a large proportion of total 

execution time. JIT strategies work well for for/while blocks 

which likely exist in science compute field. For the programs, 

whose purposes are remote configuration, warning, tracing, 

statistics, communication, etc, it is very hard to find hot blocks. 

Though not large, these programs are usually executed quite 

frequently.  

Interpreters have a series of advantages which make them 

attractive [3]. Firstly, optimizing interpreters reduces the 

uptime of all Python programs with or without hot blocks. 

Secondly, they are quite simpler to construct than JIT compilers, 

making them quicker, more reliable to construct and easier to 

maintain. Thirdly, interpreters require less memory than JIT 

compilers, for both the interpreted virtual machine code and the 

interpreter itself. Interpreters for dynamic language have two 

main structures [1]: switch-based structure and threaded-based 

structure, whose details are given in section 2 part B. The latter 

is the latest and most efficient mechanism. Recently, many 

researchers have applied dynamic techniques to improve the 

performance of threaded-based structure. Piumarta and 

Riccardi [4] describe their techniques to dynamically generate 

threaded codes for purpose of eliminating a central dispatch site 

and inlining common bytecode sequences. Ertl and Gregg [5] 

extend Piumarta and Riccardi’s work by duplicating bytecode 

sequences, researching various interpreter generation heuristics, 
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and concentrating on improving branch prediction accuracy. 

Gagnon and Hendren [6] adapt Piumarta and Riccardi’s 
research to work in the context of multithreading and dynamic 

class loading. Sullivan et al. [7] describe a combination 

between an interpreter implementation and a dynamic binary 

optimizer, which enhances the efficacy of the underlying 
dynamic binary optimizer during the execution of interpreter. 

Despite the enhancements above, interpreters are still worse 

than static compilers from the runtime perspective. The purpose 

of our research is to explore new ways to achieve further 

performance improvement. In this paper, the performance 

research on CPython’s latest interpreter is presented, finding 

that bytecode dispatching takes about 25 percent of total 

execution time on average. Then, a novel bytecode dispatching 

mechanism, which aims at reducing memory reading 

operations during bytecode dispatching and reducing the time 

spent on this phase to a minimum, is proposed. This mechanism 

is implemented inside CPython’s interpreter. Experiments on 
lots of benchmarks demonstrate the correctness and efficiency 

of our new mechanism. The comparisons between original 

CPython and optimized CPython show that our new 

mechanism can achieve about 8.5 percent performance 

improvement on average. For some particular benchmarks, the 

maximum improvement is up to 18 percentages. 

The remainder of this paper is structured as follows: In the 

next section, we make comparisons among different compilers 

of Python and present both switch-based and threaded-based 

mechanisms. Section 3 reports our performance research on 

CPython’s interpreter. Section 4 discusses the main techniques 

we adopted to construct a new bytecode dispatching 

mechanism. Benchmarks and Experiments are given in section 

5. Section 6 discusses the related work. We conclude this paper 

in the last section. 

II. BACKGROUND 

A. CPython VS Other Python compilers 

A series of dynamic compilers are designed to run Python 

programs, such as CPython, Jython [8], IronPython [9], Pyston 

[10], PyPy [11], etc. The comparisons among them are shown 

on Table I, and these benchmarks are provided officially by 

Pyston/minibenchmarks and Pyston/microbenchmarks. Among 

these compilers, CPython is the official and standard compiler 

for Python language, it can support all the grammars and 

extensions. Others are developed for special applications. They 

focus on particular scenarios and take in-depth optimization 

passes. In this context, these compilers show their excellent 

performances for some benchmarks, but for other benchmarks, 

they may be several times slower than CPython. As shown on 

Table I, taking fid.py for example, it takes CPython 3.696 

seconds to execute this script, while IronPython, Pyston and 

PyPy spend less than 2 seconds on the same script. However, it 

takes CPython 1.082 seconds to execute emwomding.py, while 

JPython, IronPython, Pyston and PyPy spend more than 3.700 

seconds on the execution of emwomding.py. 

What’s more, some benchmarks, like pydigits.py, empth_lo 
-op.py, vecf_add.py, nq.py, raytrace.py, cannot be executed 

successfully by some of these compilers. Based on these 

comparisons, our research focuses on CPython, and has not 

only practical application value, but also instruction meaning 

for the improvement of other interpreters.  

B. Switch-based Mechanism VS Thread-based Mechanism 

The performance of interpreters depends heavily on their 

bytecode dispatching mechanisms. CPython’s interpreter 
provides two main bytecode dispatching mechanisms: 

switch-based mechanism and thread-based mechanism. 

The inner loop of switch-based interpreters is quite simple: 

jump to the dispatch point, fetch the next bytecode and dispatch 

to its implementation through a switch statement. Its typical 

framework is shown in Fig. 1.  

As shown in Fig. 1, the interpreter is an infinite loop with a 

big switch block to dispatch bytecodes successively. Each 

bytecode are implemented by a particular case in the body of 

this switch block. At the end of each case, control are passed 

back to the beginning of the infinite loop by breaking out of this 

switch block. Traditional C compilers like GCC translate this 

switch block into a series of comparison statements. 

Considering a particular bytecode whose opcode is 

BINARY_SUBTRACT, five indispensable comparisons 

should be executed before reaching its associated block. 

Assuming that all bytecodes have the same probability of 

occurrence, it takes N/2 (N is the total kinds of bytecodes) 

comparisons on average to find the corresponding block. As to 

TABLE I. 
COMPARISONS AMONG CPYTHON, JYTHON, IRONPYTHON, PYSTON AND PYPY 

Benchmarks  CPython-3.3.0 Jython IronPython Pyston PyPy 

empty_loop.py 3.532s 5.491s Failed 19.248s 0.248s 

pydigits.py 0.034s 2.126s 1.431s Failed 0.039s 

fid.py 3.696s 4.776s 1.527s 0.636s 0.864s 

vecf_add.py 9.890s 12.970s 25.150s Failed 0.059s 

allgroup.py 0.836s 4.428s 3.052s Failed 18.804s 

chaso.py 26.268s 33.091s 51.366s Failed 1.392s 

go.py 53.787s 56.746s 123.404s Failed 33.638s 

nbody.py 12.677s 19.535s 17.057s 25.540s 1.470s 

nq.py 29.879s Failed 35.673s Failed 44.418s 

raytrace.py 11.608s 16.418s 26.724s Failed 1.228s 

polymorphism.py 4.358s 7.228s 7.959s 4.390s 14.260s 

unwinding.py 1.082s 3.757s 2.802s 93.180s 4.481s 
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CPython, N is 101. So, performing bytecode dispatching wastes 

the majority of execution time and it is very inefficient. 

Threaded-based mechanism is the latest and most efficient 

mechanism for interpreters, popularized by the Forth 

programming language [12]. There are many kinds of 

threaded-based interpreters, and direct threading is regarded as 

the most efficient one. Direct threading mechanism improves 

performance by eliminating redundant comparisons. In 

addition, rather than returning to a central dispatch point, the 

implementation of each direct threading opcode ends with the 

particular code required to dispatch the next opcode. This 

optimization eliminates the centralized dispatch, removing lots 

of   jump instructions. The   framework   of   direct    threading 

mechanism is shown in Fig. 2. 

As shown in Fig. 2, execution starts with fetching the address 

of the very first bytecode’s implementation and then jumping to 
that address. For each bytecode, it performs its own work at 

first, then increases the instruction pointer, thirdly fetches the 

address of next bytecode’s implementation from memory, and 

jumps to the target address to handle successive bytecode. The 

native instructions associated with bytecode dispatching is 

shown in Fig. 3, with one stack reading, one memory reading 

and one jump. It can be seen from Fig. 3 that the bytecode 

dispatching overheads associated with direct threading 

mechanism are quite lower than those associated with 

switch-based mechanism.  

III. MOTIVATION: PERFORMANCE RESEARCH 

So far, it can be seen that bytecode dispatching plays a very 

important role in the performance of CPython. To make this 

concept intuitional, a series of meticulous experiments are 

conducted and the experimental results are shown in table II.  

To make the results credible and accurate, this work utilizes 

hardware performance counters provided by Intel, and 

calculates the number of ticks which are consumed by the 

procedure to find next bytecode. The results are shown in Table 

II column 2. The ticks, which are consumed by the total 

program execution are also recorded and listed in Table II 

column 3. In Table II column 4, the ratios between them are 

calculated and listed. According to this table, it can be sure that 

the time consumed by bytecode dispatching is 25 percent of the 

total execution time on average. So if this stage could be further 

optimized, the total performance of CPython will be improved 

obviously. 

As shown in Fig. 3, the bytecode dispatching in direct 

threading mechanism is composed of one stack reading, one 

jump and one memory reading. Inside the memory reading, 

there are an addition and a multiplication. Since operations on 

stack are quite frequent, the first stack reading instruction will 

also hit the L1 cache. Table III [13] lists the time needed to read 

data from register, L1 cache, L2 cache, memory and disc. 

According to this table, the first instruction takes about 2ns. 

The second instruction contains an addition operation, a 

multiplication operation and a load operation. The first two 

operations can be finished within several ticks. However, since 

L1 cache can only contain eight pages (32k L1 cache, page size 

4k), reading the address of successive bytecode’s 

implementation leads to lots of L1 cache misses. In this context, 

it has to get the right value from L2 cache, or even memory, 

which may take dozens of nanoseconds. Assuming that reading 

from these three memory structures has the same probability of 

occurrence, it takes about 30ns to finish this memory reading. 

So, it can be seen that the second instruction takes the majority 

of the time spent on bytecode dispatching, and optimizing this 

instruction will contribute a lot to bytecode dispatching. 

 

 
Fig. 1 The framework of switch structure. 

 

 
Fig. 2 The framework of direct threading mechanism. 

 

compiled code: 
void * table[] = { … 
    ##LOAD_FAST, 
    ##LOAD_CONST, 
    ##BINARY_ADD, 
    ##BINARY_SUBTRACT, … }; 
bytecode implementations: 
….; 
LOAD_FAST:      
    …;  
    cpcode = get_opcode(insn_next); 
    goto *table[opcode]; 
LOAD_CONST:      
    …;  
    opcode = get_opcode(insn_next); 
    goto *table[opcode]; 
BINARY_ADD:      
    …; 
    opcode = get_opcode(insn_next); 
    goto *table[opcode]; 
BINARY_SUBTRACT:      
    …;  
    opcode = get_opcode(insn_next); 
    goto *table[opcode]; 
…. 

Compiled code: 
    Unsigned char code[] = { … 
        LOAD_FAST, 
        LOAD_CONST, 
        BINARY_ADD, 
        BINARY_SUBTRACT, … }; 
Bytecode implementations: 
For( ; ; ) { 
    insn = get_next_insn(insn); 
    opcode = get_opcode(insn); 
    switch(opcode)  { 
        case NOP: …; break; 
        case LOAD_FAST: …; break; 
        case LOAD_CONST: …; break; 
        case BINARY_ADD: …; break; 
        case BINARY_SUBTRACT: …; 
break; 
        …. 
    } 
} 
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Fig. 3 The native instructions associated with opcode dispatch. 

 

TABLE II  

TIME SPENT ON BYTECODE DISPATCHING 

benchmarks Dispatching ticks Total ticks Ratio 

Queen.py 124356740795 560761937239 22.176388% 

test_pow.py 66430602 605265570 10.975447% 

diff.py 11349007012 42445898103 26.737583% 

test_sqrt.py 209325165518 823381752732 25.422613% 

test_image.py 121776483 633664878 19.217801% 

iterator.py 218799781767 847798974988 25.807980% 

generator.py 987262878658 3744968182830 26.362383% 

range.py 1238431745418 4568662416948 27.107098% 

while.py 1810252155978 6454065479106 28.048246% 

average 511107298026 1.8937026e+12 26.989839% 

 
TABLE III 

THE TIME TOKEN TO READ DATA FROM DIFFERENT STORAGES 

 Reg 

-ister 

L1 

cache 

L2 

cache 

Mem 

-ory 

disc 

Time 

(ns) 

0.5 2 10~20 50~100 25~50 

 

IV. THE NEW DISPATCHING MECHANISM 

According to the above section, bytecode dispatching spends 

most of the time on memory reading. To optimize bytecode 

dispatching procedure, a new bytecode dispatching mechanism 

is proposed and the framework of CPython’s interpreter is 

reconstructed, drawing the inspiration from [14]. Our new 

techniques proceed in three phases and their functionalities are 

described below. 

Phase 1: Rewriting and statistics. This phase rewrites the 

statements associated with each kind of bytecodes in 

hand-tuned assembly, and calculates the length of the final 

binary code of each case. The results are shown at Table IV. 

According to this table, there are 19 kinds of bytecodes which 

own less than 64 byte binary code, 51 kinds of bytecodes which 

own less than 128 byte but more than 64 byte binary code, 22 

kinds of bytecodes which own more than 128 byte but less than 

256 byte binary code, and 9 kinds of bytecodes which own 

more than 256 byte binary code.  

 

TABLE IV 

STATISTICS ON LENGTH OF BYTECODES’ FINAL BINARY CODE  

length [0,64] (65,128] (128,256] (256,512] 

number 19 51 22 9 

 

Phase 2: calculation. This phase calculates the proper size of 

each memory unit, named BSIZE. Inside the optimized 

interpreters, the memory allocated to each kind of bytecodes is 

an integral multiple of BSIZE bytes. Mark binary[i] as the 

length of binary code associated with ith kind of bytecodes, the 

BSIZE should be the minimum positive number which 

conforms to condition (1) and condition (2). 

 : 2i
i BSIZE    (1) 

 
 100

0

256
i

binary i

BSIZE

 
 

 
  (2) 

The first constraint assures the calculation of next bytecode’s 
address is simplified to a quick left shift. The second constraint 

assures that the maximum opcode of bytecodes isn’t bigger 
than the threshold value (256) defined by CPython. If the 

BSIZE is too big, there will be a lot of NOP instructions and the 

executable file will be quite big, causing damage to the 

performance. That’s why BSIZE should be set as small as 

possible. According to Table IV, the proper value of BSIZE is 

128. 

Phase 3: opcode redefinition. This phase redefines the 

opcodes of bytecodes, with their order stay the same. Let 

opcode[i] be the new opcode of ith kind of bytecode, and the 

algorithm used here is shown as follows: 

 

     
0 0

1
1 ,1 100

opcode

binary i
opcode i opcode i i

BSIZE



 
     

 

  (3) 

Taking the first three bytecode (POP_TOP, ROT_TWO and 

ROT_THREE) as an example, their original opcodes are 1, 2 

and 3, respectively. Assuming the first bytecode has 200 byte 

binary code, the second bytecode has 350 byte binary code, and 

the third bytecode has 100 byte binary code, their final opcodes 

will be 1, 3 and 6. The memory allocation of the interpreter with 

new dispatching mechanism is shown in Fig. 4. 

As shown in Fig. 4, POP_TOP’s binary code is stored in the 
first grid region (from top to bottom), ROT_TWO’s binary 
code is stored in the second grid region, while the 

ROT_THREE’s binary code is stored in the third grid region. 
There are gaps between neighboring kinds of bytecodes. In 

addition, the framework of the new interpreter of CPython is 

shown in Fig. 5. Inside this new interpreter, the binary code of 

all kinds of bytecodes is arranged in numerical order and each 

of them occupies several BSIZE memory spaces. So, every 

time CPython jumps to the implementation associated to next 

bytecode, it just need to execute this simple statement: “goto 
(base + BSIZE*opcode)”. Fig. 6 shows the native instructions 

associated with this statement, including one stack reading, one 

left shift, one addition and one jump. The middle two 

instructions are operations on registers and can be finish within 

//read stack and get the opcode of next 
//bytecode  
mov    -0x1c4(%ebp),%ebx    
//read memory and get the address 
//related to next bytecode 
mov    0x8220000(,%ebx,4),%eax   
//jump to deal with next bytecode 
jmp    *%eax   

438 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

2 ticks (0.8ns). Hence, it just takes 2.8ns to get the address of 

next bytecode’s implementation, instead of 30ns. Since 

NEXTOP operation is executed so many times, this new 

structure will bring a lot of performance promotion. 
 

Fixed 

BSIZE

200 

binary 

code

300 

binary 

code

100 

binary 

code

POP_TOP

POP_TWO

POP_THREE

BASE

 
Fig. 4 The memory allocation of post-construction interpreter. 

 

 
Fig. 5 The framework of interpreter with new bytecode dispatching. 

 

 
Fig. 6 The native instructions associated with new bytecode dispatching. 

V. EXPERIMENTAL EVALUATION 

This new bytecode dispatching mechanism has been 

implemented under Ubuntu-12.04 on Intel(R) Core(TM) 2 

CPU E6550 2.33GHz with 2 processors, 2G memory, 32k L1 

cache and 4M L2 cache. When assess the optimized CPython, 

about 35 benchmarks are gathered from CPython-3.3.0 and 

Pyston-0.2. Two criterions are considered here: (1) correctness 

(optimized CPython can provide the same functionality as 

original one.), and (2) efficiency (optimized CPython can 

execute benchmarks faster than original one). 

A. Correctness 

Taking benchmark diff.py as an example, file sysmodule.c 

and file _testcapimodule.c are chosen from CPython’s source 
files randomly and are used as two parameters of diff.py. Then, 

diff.py is executed by optimized CPython and original CPython 

separately, and two result files are produced. Later, Linux 

command diff are used to compare these two result files, 

concluding that there is no difference between them. 

In addition, the benchmarks, which are listed in Table I and 

cannot be executed successfully by Jython, IronPython, Pyston 

or PyPy, can be executed successfully by optimized CPython. 

Actually, optimized CPython can execute all these 35 

benchmarks and the time spent on these benchmarks is shown 

in Fig. 7. 

B. Efficiency 

Optimized CPython and original CPython are compiled with 

the same parameters, and both of them are used to execute these 

benchmarks separately. Each benchmark is executed one 

thousand times to reduce volatility, and the final results are 

shown in Fig. 7. As to some benchmarks taking too little time to 

run, we recode the time spent on their several times running. 

Taking image.py for example, it just takes original CPython 

0.046 seconds to run this benchmark. So, running 

image.py*100 takes 4.6 seconds. Similarly, running 

queen.py/10 takes 10.23 seconds, for the reason that it takes 

CPython 102.3 seconds to finish the queen.py. It can be seen 

from Fig. 7 that all of these benchmarks achieve performance 

improvement with our new bytecode dispatching mechanism. 

The average performance improvement is about 8.5%. In 

particularly, benchmark image.py achieves up to 18% 

performance improvement. 

The performance improvement happens for two main 

reasons. Firstly, this new interpreter replaces slow memory 

reading operations with quick operations on registers, and 

reduces the time spent on bytecode dispatching. Secondly, less 

memory reading operations cut down on the cache misses, 

especially for low specification machines. Perf [15] is used to 

measure L1 data cache misses for part of these benchmarks and 

the results are shown at Table V. Table V column 2 lists the 

cache misses reported by original CPython when it is used to 

execute these benchmarks, while Table V column 3 lists the 

cache misses reported by optimized CPython when it is used to 

do the same jobs. The last column in Table V shows that  about 

14.64 percent of cache misses are left out on average. The more 

memory reading operations it reduces, the greater chance that 

//read stack and get the opcode of next 
//bytecode  
mov    -0x1c4(%ebp),%eax    
shl      $8, %eax  //left shift 
//BASE is an immediate value 
addl    $BASE, %eax  
//jump to deal with next bytecode 
jmp    *%eax  

bytecode implementations: 
BASE: 
….; 
asm(“.balign BSIZE \n\t”); 
LOAD_FAST:      
    …;  
    opcode = get_opcode(insn_next); 
    goto (BASE+opcode* BSIZE); 
asm(“.balign BSIZE \n\t”); 
LOAD_CONST:      
    …;  
    opcode = get_opcode(insn_next); 
    goto (BASE+opcode* BSIZE); 
asm(“.balign BSIZE \n\t”); 
BINARY_ADD:      
    …; 
    opcode = get_opcode(insn_next); 
    goto (BASE+opcode* BSIZE); 
asm(“.balign BSIZE \n\t”); 
BINARY_SUBTRACT:      
    …;  
    opcode = get_opcode(insn_next); 
    goto (BASE+opcode* BSIZE); 
…. 
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Fig. 7 Ratio of  benchmarks before and after optimization. 

 
TABLE V 

STATISTICS ON L1 DATA CACHE MISSES  

Benchmarks ori-CPython opti-CPython 1-(opti/ori) 

queen.py 64M 43M 32.8% 

pow.py 3.93M 3.54M 9.9% 

diff.py 36.9M 33.1M 10.3% 

sqrt.py 3.46M 2.56M 26.0% 

image.py 1.37M 1.14M 16.8% 

iterator.py 83.5M 80.7M 3.35% 

generator.py 170M 148M 12.9% 

range.py 292M 270M 7.53% 

while.py 295M 259M 12.2% 

average - - 14.64% 

Note: “ori-CPython” stands for “original CPython”, “opti-CPython” stands for 
“optimized CPython”, and “1-(opti/ori)” stands for “1 - (optimized CPython / 

original CPython)”. 
 

remaining memory reading operations hit the cache. In another 

word, the remaining memory reading operations can be 

finished in less time. 

VI. RELATED WORK 

There are a large quantity of recent papers researching 

interpreter performance. Romer et al. [16] have reported the 

performance characteristics of some interpreters. Later, Ertl 

and Gregg [3] investigated the performance of recent efficient 

interpreters. Both of these two studies have found that almost 

every interpreters perform an exceptionally high number of 

indirect branches. Since most of indirect branches are caused 

by bytecode dispatching, their conclusion is consistent with 

this performance research reporting in section 3. Our research 

aims at reducing the time spent on the second instruction in Fig. 

3 to a minimum, while their work aims at optimizing the third 

instruction in Fig. 3 and reducing indirect branches 

mispredictions. This is the main difference between us. 

Several techniques are used to reduce indirect branches 

mispredictions. J Hoogerbrugge and L Augusteijn [17], [18] 

have proposed that software pipelining interpreters is a way to 

reduce dispatch branch cost on architectures with split indirect 

branches. In addition, Subroutine threading [19] has also been 

proposed to avoid the overheads of indirect branches in 

intrepreter implementations. Each bytecode is implemented 

with a particular C function. Instead of dispatching or interpret 

-ing bytecode, a simple JIT compiler generates executable code 

for a sequence of calls to these functions. This method can 

eliminate indirect branches at the cost of sacrificing both 

simplicity and portability.  

Cache misses have a significant impact on the program 

performance [20]. Brunthaler [21] have proposed a 

formalization of interpreter opcode ordering (bytecode 

scheduling) for an interpreter with an extended opcode set, and 

concluded that high cache miss ratio is another bottleneck of 

interpreters. A lot of techniques, like feedback-guided 

technique [22], profile-guided technique [23], etc, are 

conducted to achieve better orderings, improving code locality 

and reducing cache misses. Jason McCandless and his 

co-worker [24] implement a metaheuristic (Monte Carlo) to 

generate better orderings, achieving considerable performance 

improvement. As shown in section 5, cache misses can also be 

reduced by our new mechanism, making the new interpreter 

perform better.  

Another method which is widely used is combining 

sequences of VM instructions into super-instructions [25]. This 

technique focuses on reducing the number of bytecode 

dispatches, and has two variants: static super-instructions and 

dynamic super-instructions. The comparison between these two 

variants are shown in [5]. 

As far as we know, the nearest research to our work is [14]. 

The main difference is that their research plans for each 

bytecode a fixed-size block of instructions. In such a case, 

bytecodes with short instruction implementation will incur a lot 

of NOP instructions, which increases the code size of the 

interpreter dispatch loop and reduce cache hit ratio. In addition, 

bytecodes with long instruction implementation will lead to lots 

of extra jump instructions. Relatively speaking, our mechanism 

is more flexible and efficient than that, with much less NOP 

instructions and no extra jump. 

VII. CONCLUSIONS 

In this paper, the performance research on CPython’s 
interpreter is carried out, figuring out that bytecode dispatching 

has a big influence on interpreters. Then, a novel bytecode 

dispatching mechanism is designed, aiming at removing 

memory reading operations during bytecode dispatching and 
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reducing the time spent on this phase to a minimum. The final 

binary code of each kind of bytecodes is arranged in numerical 

order and each of them occupies several BSIZE memory 

spaces.  

This novel mechanism is implemented, and its correctness 

and efficiency are demonstrated by a large number of 

benchmarks. Comparisons are made between original CPython 

and optimized CPython to show that the new mechanism 

achieves about 8.5 percent performance improvement on 

average. For some particular benchmarks, the maximum 

improvement is up to 18 percentages. This performance 

improvement happens for two main reasons: lesser memory 

reading operations and lesser cache misses. The novel 

mechanism proposed here can also be adopted by other 

interpreters, and will contribute to their performance 

improvement. 
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Abstract—This paper presents the issue of fuzzy arithmetic
calculations in two different notations. The well-known L-R
notation proposed by Dubois-Prade, which enjoys a well-earned
recognition of the researchers dealing with fuzzy logic was
presented on one hand. On the other hand, a OFN notation
introduced by Kosiński was discussed. Comparative calculations
were performed using the data of the benchmark "Dam and
Crisis control center paradox". That benchmark is available in
two versions, where the opposite trend is visible at the dam and
at the CCC (Crisis control center). In one of the versions, the
water level at the observed area decreases and increases at the
dam, while in the other version the situation is opposite. The
trend difference detection can aid the short-term forecast of the
situation change at the monitored area. Results of the applied
calculations in OFN notation show that this arithmetic is sensitive
to trend differences related to the order characteristic for those
numbers. Relationship between the fuzzy logic and the trend of
the observed phenomena is an added value to the generalization
of OFN and it is also a good signal for the future development of
applications of such fuzzy calculations, being their unique feature
at the same time.

I. INTRODUCTION

THE HISTORY of artificial intelligence shows that new
ideas were often inspired by natural phenomena. Many

tourists come back with passion to beaches at the Oceanside
and many sailors sail on tide water. The phenomenon of high
and low tides, although well known, has been stimulating
imagination and provoking reflexion on the perfection of the
Creation for many ages. The casual observer in unable to
precisely specify water level decline, but he or she can easily
describe it using fuzzy concepts such as "less and less",
"little" and "a bit". The same applies to increase of water
in the observed basin. The observer can describe it such
linguistic terms like "more", "lots of" or "very much". Such
linguistic description of reality is characteristic to powerful
and dynamically developing discipline of artificial intelligence
like fuzzy logic. The author of Fuzzy logic is an American
professor of the Columbia University in New York City
and of Berkeley University in California - Lotfi A. Zadeh,
who published the paper entitled "Fuzzy sets" in the journal
"Information and Control" in 1965 [1]. He defined the term

of a fuzzy set there, thanks to which imprecise data could
be described using values from the interval (0,1). The number
assigned to them represents their degree of membership in this
set. It is worth mentioning that in his theory L.Zadeh used the
article on 3-valued logic published 45 years before by a Pole -
Jan Šukasiewicz [2]. That is why many scientists in the world
regard this Pole as the "father" of fuzzy logic. Next decades
saw rapid development of fuzzy logic. Another milestones
of the history of that discipline should necessarily mention
L-R representation of fuzzy numbers proposed by D.Dubois
and H.Prade [3], [4], [5], which enjoys great successes today.
Coming back to the original analogy, one can see some trend,
i.e. general increase during rising tide or decrease during low
tide, regardless of momentary fluctuations of the water surface
level. This resembles a number of macro and micro-economic
mechanisms where trends and time series can be observed. The
most obvious example of that seem to be bull and bear market
on stock exchanges, which indicate to the general trend, while
shares of individual companies may temporarily fall or rise.
The aim is to capture the environmental context of changes
in economy or another limited part of reality. Changes in
an object described using fuzzy logic seem to be thoroughly
studied in many papers. But it is not necessarily the case as
regards linking those changes with trend. Perhaps this might
be the opportunity to apply generalization of fuzzy logic which
are, in the opinion of authors of that concept, W.Kosiński [6]
and his team, Ordered Fuzzy Numbers.

As the basis for experiments, let us assume the example
of the dam and the impounding basin presented in the figure
below (Fig. 1). Letter A indicates the water level measured
during last evening measurement. Then there was a rapid surge
of water in the night. Whereas morning measurement was
marked using letter C. Measurements were imprecise to some
extent due to rapid changes of weather conditions. It is also
known that during the last measurement the safety valve z2,
was open and then the valve z1 activated. The management of
the dam faces the problem of reporting rapid surges of water
to the disaster recovery centre.

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 443–447

DOI: 10.15439/2015F217
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 443



Fig. 1. The diagram of water flow in the impounding basin

II. THEORETICAL BACKGROUND DESCRIPTION OF OFN

A. Some definitions of OFN

Each operation on fuzzy numbers, regardless if it is
addition, subtraction, division or multiplication, can increases
the carrier value. Several operations performed on given L-R
numbers can result in numbers that are too broad and as a
result they can become less useful. Solving equations using
conventional operations on fuzzy numbers [7] is usually
impossible either. An A + X = C equation can always be
solved using conventional operations on fuzzy numbers only
when A is a real number. First attempts to redefine new
operations on fuzzy numbers were undertaken at the beginning
of the 1990-ties by Witold Kosiński and his PhD student -
P. SŞysz [8]. Further studies of W. Kosiński published in
cooperation with P. Prokopowicz and D. Ślęzak [9], [7], [10]
led to introduction of the ordered fuzzy numbers model -
OFN.

Definition 1: An ordered fuzzy number A was identified
with an ordered pair of continuous real functions defined on
the interval [0, 1], i.e., A = (f, g) with f, g : [0, 1] −→ R as
continuous functions.

Fig. 2. Ordered fuzzy number

We call f and g the up and down-parts of the fuzzy
number A, respectively. To be in agreement with the classical
denotation of fuzzy sets (numbers), the independent variable
of both functions f and g is denoted by y, and their values
by x. [6]

Fig. 3. OFN presented in a way referring to fuzzy numbers

Continuity of those two parts shows that their images are
limited by specific intervals. They are named respectively: UP
and DOWN . The limits (real numbers) of those intervals
were marked using the following symbols: UP = (lA, l

−
A)

and DOWN = (l+A , pA). If both functions that are parts of
the fuzzy number are strictly monotonic, then there are their
inverse functions x−1

up and x−1
down defined in respective intervals

UP and DOWN . Then the following assignment is valid:

lA := xup(0), l−A := xup(1),

l+A := xdown(1), pA := xdown(0)
(1)

If a constant function equal to 1 is added within the interval
[1−A, 1

+
A] we get UP and DOWN with one interval (Fig. 2),

which can be treated as a carrier. Then the membership
function µA(x) of the fuzzy set defined on the R set is defined
by the following formulas:

µA(x) = 0 for x /∈ [lA, pA]
µA(x) = x−1

up (x) for x ∈ UP

µA(x) = x−1
down(x) for x ∈ DOWN.

(2)

The fuzzy set defined in that way gets an additional property
which is called order. Whereas the following interval is the
carrier:

UP ∪ [1+A, 1
−
A] ∪ DOWN (3)

The limit values for up and down parts are:

µA(lA) = 0
µA(1

−
A) = 1

µA(1
+
A) = 1

µA(pA) = 0

(4)

Generally, it can be assumed that ordered fuzzy numbers
are of trapezoid form. Each of them can be defined using four
real numbers:

A = (lA, 1
−
A, 1

+
A, pA). (5)

The figures below (Fig. 4) show sample ordered fuzzy
numbers including their characteristic points.

Functions fA, gA correspond to parts upA , downA ⊆ R2

respectively, so that:

upA = (fA(y), y) : y ∈ [0, 1] (6)

downA = (gA(y), y) : y ∈ [0, 1] (7)

The orientation corresponds to the order of graphs fA and
gA. The figure below (Fig. 5) shows the graphic interpretation
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Fig. 4. Fuzzy number that is ordered a) positively b) negatively

Fig. 5. Opposite numbers and the real number

of two opposite fuzzy numbers and the real number χ0.
Opposite numbers are reversely ordered [11].

Definition 2: A membership function of an ordered fuzzy
number A is the function µA : R → [0, 1] defined for x ∈ R
as follows [9], [6]:

µ(x) =





f−1(x) if x ∈ [f(0), f(1)] = [lA, 1
−
A]

g−1(x) if x ∈ [g(1), g(0)] = [l+A, p1A]
1 if x ∈ [l−A , 1

+
A]

(8)

The above membership function can be used in the con-
trol rules similarly to the way membership of classic fuzzy
numbers is used. All quantities that can be found in the
fuzzy control describe selected part of the reality. Process of
determining this value is called fuzzy observation.

B. Arithmetic operations in OFN

The operation of adding two pairs of such functions is
defined as the pair-wise addition of their elements, i.e., if
(f1, g1) and (f2, g2) are two ordered fuzzy numbers, then
(f1 + f2, g1 + g2) will be just their sum. It is interesting
to notice that as long as we are dealing with an ordered
fuzzy number represented by pairs of affine functions of the
variable y ∈ [0, 1], its so-called classical counterpart, i.e., a
membership function of the variable x is just of trapezoidal
type. For any pair of affine functions (f, g) of y ∈ [0, 1]
we form a quaternion of real numbers according to the rule
[f(0), f(1), g(1), g(0)] which correspond to the four numbers
[lA, 1

−
A, 1

+
A, pA] as was mentioned in previous paragraph. If

(f, g) = A is a base pair of affine functions and (e, h) = B is

another pair of affine functions, then the set of typical oper-
ation will be uniquely represented by the following formulas
respectively:

• addition A+B = (f + e, g + h) = C,

C → [f(0)+ e(0), f(1)+ e(1), g(1)+ h(1), g(0)+ h(0)]
(9)

• scalar multiplication C = λA = (λf, λg),

C → [λf(0), λf(1), λg(1), λg(0)] (10)

• subtraction A−B = (f − e, g − h) = C

C → [f(0)− e(0), f(1)− e(1), g(1)− h(1), g(0)− h(0)]
(11)

• multiplication A ∗B = (f ∗ e, g ∗ h) = C

C → [f(0) ∗ e(0), f(1) ∗ e(1), g(1) ∗ h(1), g(0) ∗ h(0)]
(12)

C. Association of OFN order with the environmental trend
In order to explain calculations presented in this sections,

authors made the following assumptions concerning the con-
text of changes taking place in the studied object (the im-
pounding basin).

• close context - understood us the trend visible locally in
the basin. It defines the trend of the object, i.e. if it is
gradually filled or if the water level gradually falls. It is
defined locally by the management of the dam,

• further (environmental) context - understood as the
global trend for the observed area. It specifies trend of
specific section of the river, intensity of precipitation as
well as the set of other regional data which give better
image of the environment. It is defined in the disaster
recovery centre.

Two context types described above will be associated with
the order of OFN numbers as follows. As the current water
level state is reported to the disaster recovery centre, numbers
that represent that state will always be oriented according
to the environmental trend (reported to the centre). Whereas
order of fuzzy numbers that represent changes of the water
level in the impounding basin will be consistent with the
local trend defined by the management of the dam. As a
result, the order will be positive when the basin will be
gradually filled, regardless the rate of that process. Whereas
negative order can be observed when the outflow of water from
the basin starts. Trend order changes themselves, as well as
boundary conditions of the moment when they should occur,
will make a separate process defined be the disaster recovery
centre and the dam management respectively. Nothing stands
in the way to ultimately use known segmentation methods for
those processes and to determine the trend. Such issues are
currently present in numerous publications and their detailed
description is beyond the scope of this paper. Authors of that
study assumed that the order equivalent to the trend changes
is provided by a trusted third party and represents the expert’s
opinion concerning short-term weather forecast in the region
important for the water level in the impounding basin as well
as for the basin itself.
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III. AN EXPERIMENTAL COMPARISON OF FUZZY NUMBERS
ARITHMETIC

A. Elementary arithmetic operations

To automate computational experiments, authors of this
study developed dedicated programme Ordered FN, which
also efficiently supports graphic interpretation of operations
being performed on ordered fuzzy numbers. Additionally, it is
equipped with the Calc L-R module.

Fig. 6. Main screen of the programme

Ordered FN is equipped with an additional module which
is started using the Calc L-R button. It includes procedures
to calculate the sum, the difference and the product of L-R
numbers. This allows to compare some results obtained from
operation on L-R and OFN numbers. The introduced fuzzy
number has a form of (m,α, β) where α and β are left
and right-side dispersions. Shown here is an example of
the software application. It includes the summary of simple
arithmetic operation results in OFN and L-R notation. As
shown in the attached figures (Fig. 6), subtraction of 3-3 is
different for L-R than for OFN numbers.

B. Comparison of calculations on L-R and OFN numbers

Majority of operation performed on L-R numbers, regard-
less if it is addition or subtraction, increases the carrier value,
i.e. the areas of non-accuracy. Hence performance of several
operations on those numbers can cause such big fuzziness that
the resulting quantity will be useless. It is impossible to solve
an A + X = C equation using L-R representation through
operations because for that interpretation X+A+(−A) 6= X
and X∗A∗A−1 6= X . Whereas every inverse operation on L-R
numbers will increase the carrier. It is often impossible to solve
the equations using analytical (computations) method either.
However, it is possible to break the stalemate using certain
empirical methods. The situation is totally different in case of
operation on ordered fuzzy numbers. It is possible to solve the
above mentioned equation using an analytical method.

Example 3.1: Problem: There was a rapid surge of water in
the impounding basin at night. The management of the dam
has to send reports to the disaster recovery centre including
the value of the water level change comparing to the previous

state. Unfavourable weather conditions do not allow for
precise measurement.

Data:

A(1, 1, 2) - previous measurement [mln m3]
C(5, 2, 3) - current measurement in [mln m3]

Mathematic interpretation:Hence the problem comes down
to determining X number that satisfies the equation A+X =
C as A(1, 1, 2) +X = C(5, 2, 3)

Solution versions:

Version I:
Solution using computational

method of OFN arithmetic.

A(0, 1, 1, 3) +X = C(3, 5, 5, 8)
X = C −A

X = (3, 4, 4, 5)

Verification: A+X = C
A(0, 1, 1, 3) +X(3, 4, 4, 5) = C(3, 5, 5, 8)

Version II: Solution using computational
method of L-R arithmetic.

A(1, 1, 2) +X = C(5, 2, 3)
X = C −A
X = (4, 4, 4)

Verification: A+X = C
A(1, 1, 2) +X(4, 4, 4) 6= C(5, 2, 3)

As a result of operations on L-R numbers we obtain the
outcome (4, 4, 4). However, the verification through addition
(A + X) gives the result different from C. Correct result
(4, 1, 1) can only be achieved using empirical method. It is
problematic and not always feasible.

IV. CONCLUSION

Operations performed on ordered fuzzy numbers are often
more accurate than operations performed on classic fuzzy
numbers. Results of operations performed on them are the
same as those obtained from operations on real numbers. Per-
forming multiple not necessarily causes large increase of the
carrier. The situation is different for L-R fuzzy numbers, where
several operations often lead to numbers of high fuzziness. An
infinitesimal carrier is interpreted as a real number and thus
for OFN numbers one can apply commutative and associative
property of multiplication over addition. The possibility to
perform back inference on them allows to reproduce input
data by solving an appropriate equation. This very property is
an added value that makes this fuzzy logic extension worth to
promulgate. Calculations performed on ordered fuzzy numbers
are easy and accurate. It is worth mention the multiplication
here, where the same procedure is used for all ordered fuzzy
numbers regardless their sign. Whereas multiplication of L-R
numbers is different for two positive numbers than for two
negative ones. Another completely different procedure is used
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for multiplication of numbers of indefinite signs and for fuzzy
zeros. It also seems to be very interesting to associate OFN
numbers with trend of changes taking place for studied part
of the reality. We are convinced that new applications of
this property of OFN, shown here in the example of the
fuzzy observation of the impounding basin in unfavourable
weather conditions, will be introduced with the passing of
time. Hence it seems that introduction of OFN gives new
possibilities for designers of highly dynamic systems. With
this approach it is possible to define trend of changes, which
gives new possibilities for the development of fuzzy control
and it charts new ways of research in the fuzzy logic discipline.
Broadening it by the theory of ordered fuzzy numbers seems
to allow for more efficient use of imprecise operations. Simple
algorithmization of ordered fuzzy numbers allows to use
them in a new control model. It also inspires researchers to
search for new solutions. Authors did not use defuzzyfication
operators [12] in this paper, which in themselves are inter-
esting subject of many researches. They will also contribute
to development of the comparative calculator created here.
Although authors of this study are not so enthusiastic like
the creators of OFN as regards excellent prospects of this
new fuzzy logic idea, but they are impressed by possibilities
for arithmetic operations performed using this notation. Even
sceptics who treat OFN with reserve as it is generalization of
fuzzy logic, can benefit from this arithmetic. After all OFN
can be treated as internal representation of fuzzy numbers
(heedless of it’s authors’ intention). With this new kind of
notation for fuzzy numbers and fuzzy control, it is possible
to achieve clear and easily interpreted calculation, which can
be arithmetically verified regardless of the input data type.
Perhaps the OFN idea will become another paradigm of fuzzy
logic, just like the object oriented programming paradigm has
become dominant in software engineering after the structured
programming paradigm. Whichever scenario wins, at least
some aspects of OFN arithmetic seem to be hard to ignore
a priori.
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Abstract—In this paper we present a method of synthesis of
adaptive schedulers for real-time embedded systems. We assume
that the system is implemented using multi-core embedded
processor with low-power processing capabilities. First, the devel-
opmental genetic programming is used to generate the scheduler
and the initial schedule. Then, during the system execution the
scheduler modifies the schedule whenever execution time of the
recently finished task occurred shorter or longer than expected.
The goal of rescheduling is to minimize the power consumption
while all time constraints will be satisfied. We present real-life
example as well as some experimental results showing advantages
of our method.

I. INTRODUCTION

BESIDES the cost and performance, power consumption
is one of the most important issue considered in the

optimization of embedded systems. Design of energy-efficient
embedded systems is important especially for battery-operated
devices. Although the minimization of power consumption is
always important, since it reduces the cost of running and
cooling the system.

Embedded systems are usually real-time systems, i.e. for
some tasks time constraints are defined. Therefore, power op-
timization should take into consideration that all time require-
ments should be met. Performance and power consumption
are orthogonal features, i.e. in general, higher performance
requires more power. Hence, the optimization of embedded
system should consider the trade-off between power, perfor-
mance, cost and perhaps other attributes.

Performance of the system may be increased by applying a
distributed architecture. The function of the system is specified
as a set of tasks, then during the co-design process, the
optimal architecture is searched. Distributed architecture may
consist of different processors, dedicated hardware modules,
memories, buses and other components. Recently, the advent
of embedded multicore processors has created an interesting
alternative to dedicated architectures. First, the co-design pro-
cess may be reduced to task scheduling. Second, advanced
technologies for power management, like DVFS (Digital Volt-
age and Frequency Scaling) or big.LITTLE [1], create new
possibilities for designing low-power embedded systems.

Optimization of embedded systems is based on assumptions
that certain system properties are known. For example, to
estimate the performance of the system, execution times for all
tasks should be known. Sometimes it is difficult to precisely
predict all required information. Therefore, to guarantee the
proper design, the worst case estimation is used. During the
operation of the system it may occur that certain system
properties may significantly differ from estimations or may
dynamically change. It may be caused by too pessimistic
estimation, by data-dependence or by some unpredictable
events. In such cases the idea of self-adaptivity may be used
to optimize some system properties.

In this paper we present the novel method for synthesis of
the power-aware scheduler for real-time embedded systems.
We assume that the function of the system is specified using
the task graph that should be executed by the multicore pro-
cessor supporting the big.LITTLE technology. The scheduler
is generated automatically using the developmental genetic
programming (DGP). The scheduler is self-adaptive, i.e. it
dynamically reschedules tasks whenever any task finished its
execution earlier or later than expected. In the first case the
goal of the rescheduling is the reduction of power consumption
by moving some tasks to low-power cores. In the second case,
the system is rescheduled to satisfy all time constraints by
moving some tasks to high-performance cores. Example shows
the benefits of using our methodology.

The rest of the paper is organized as follows. Next section
presents the related work. Section III presents the concept of
the developmental genetic programming with respect to other
genetic approaches. In Section IV we present our method.
Section V describes an example and experimental results. The
paper ends with conclusions.

II. RELATED WORK

Although there are a lot of synthesis methods for low-power
embedded systems [2], the problem of optimal mapping of a
task graph onto the multicore processor is rather a variant of
the resource constrained project scheduling (RCPSP)[3] one,
than the co-synthesis. Since the RCPSP is NP-complete, only

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 449–459

DOI: 10.15439/2015F313
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 449



heuristic approach may be applied to real-life systems. Among
the proposed heuristics for solving RCPSP, ones of the most
efficient are methods based on genetic algorithms [4][5][6].

For systems that may dynamically change during operation,
some methods of rescheduling was proposed. In [7] the num-
ber of tasks that receives a new start time, after rescheduling,
is minimized. Another approach [8] proposes to reschedule
the remaining tasks, such that the sum of deviations of the
new finishing times from the original ones is minimized. In
[9] the sum of deviations of starting and finishing times of all
tasks is minimized. Proactive scheduling [10] does not perform
rescheduling, but it minimizes the perturbations, caused by
delays, by maximization of the minimum or total free slacks
of task executions.

Three different methods of applying big.LITTLE tech-
nology for minimizing the power consumption were
proposed[11]. In the cluster switching, low-power cores are
grouped into “little cluster", while high performance cores are
arranged into “big cluster". The system uses only one cluster
at a time. If at least one high performance core is required
then the system switches to the “big cluster", otherwise the
“little cluster" is used. Unused cluster is powered off. In CPU
migration approach, low-power and high-performance cores
are paired. At a time only one core is used while the other is
switched off. At any time it is possible to switch paired cores.
The most powerful model is a global task scheduling. In this
model all cores are available at the same time.

The big.LITTLE technology is quite new and is mainly used
in mobile devices. According to our best knowledge there are
no applications of this technology to design low power real-
time embedded systems, as well as an adaptive scheduling
method for such systems.

III. DEVELOPMENTAL GENETIC PROGRAMMING

Genetic algorithms (GA) [12] are very commonly used
in wide spectrum of optimisation problems. Main advantage
of GA approach is the possibility of getting out from the
local minima of optimization criterion. Thus, GA is efficient
for global optimization of complex problems, like RCPSP
or multi-objective optimization of distributed real-time sys-
tems [13].

Although GA approach usually give satisfactory results it
may be inefficient for hard constrained problems. In these
cases a lot of individuals obtained using genetic operators
correspond to not feasible solutions (e.g. schedule that exceeds
required deadline or incorrect schedule, in the RCPSP). Such
individuals should not be considered during the evolution. It
is provided by defining the constrained genetic operators, that
produce only correct solutions. But such constrained operators
may create infeasible regions in the search space. Such regions
may contain optimal or close to optimal solutions. This
problem is illustrated on Fig. 1. Assume that we optimize the
power consumption of the real-time system. Due to constraint
violation, the solutions above the dotted line are not valid,
hence they are never produced during the evolution. But it
is possible that such “forbidden" individuals may be used
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Fig. 1. Search space in GA

during the crossover or mutation to produce highly optimized
solutions (Fig. 1a). Unfortunately, the search space should be
limited to consider only valid solutions (Fig. 1b) and the
optimal solution may never be obtained.

Above problem may be eliminated by using the Develop-
mental Genetic Programming (DGP). DGP is an extension of
the GA by adding the developmental stage. This method first
time was applied to optimize analog circuits [14]. The main
difference between DGP and GA is that in the DGP genotypes
represent the method building the solution, while in the GA
genotypes describe the solution. Thus, during the evolution, a
method of building a target solution is optimized, instead of
a solution itself.

In the DGP the search space (genotypes) is separated from
the solution space (phenotypes). The search space is not
constrained, all individuals are evolved. Thus, all of them may
take part in the reproduction, crossover or mutation. There is
no “forbidden" genotypes.
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Fig. 2. Genotype to Phenotype mapping

Phenotypes are created by using genotype-to-phenotype
mapping function, which always produces a valid solution.
During the evolution, the fitness of the genotype is evaluated
according to the quality of the corresponding phenotype. Fig. 2
presents the idea of the DGP. The search space consists of the
genotypes that evolve without any restrictions. Any genotype
may be mapped onto phenotype representing valid solution.
This can be assured by using constrained mapping function.
This function never produces solutions above the constraint
line.

This idea of DGP is taken from biology, where the genotype
corresponds to the chromosome containing information used
for synthesis of proteins. The application of DGP occurred
successful in many domains [15], where human-competitive
results were obtained. High efficiency of the DGP-based opti-
mization was also proved for hardware-software codesign[16]
and cost minimization in real-time cloud computing[17].

1

6

54

32

Fig. 3. A sample task graph

IV. SYNTHESIS OF ADAPTIVE SCHEDULER

Idea of our approach is based on the observation that when
the DGP will be applied for the RCPSP problem, then except
the final schedule we also obtain the scheduler dedicated to
the optimized system. Thus, instead of the implementation of
static schedule we may implement this scheduler, which may
adapt to any perturbation during the system operation. We
assume that the system is specified as a task graph. This is very
widely used method of specification of real-time embedded
systems. We also assume that for each task, the time of
execution and the average power consumption is known for
each available processor core. Usually these parameters are
estimated using the worst case estimation methods. During
the system operation, the scheduler will dynamically modify
the schedule to minimize the power consumption whenever it
will be possible to move some tasks to low-power cores, i.e.
when execution time of finished tasks will occur shorter than
estimated. In our method it is also possible to use average
execution time, instead of the worst case estimation. When
same task will be delayed then the scheduler will try to find
the new schedule that satisfies the time requirements. We use
ARM multicore processors with big.LITTLE technology for
implementation of the target systems. Such system consists
of two processors, usually quad-core. The first of them has
higher performance (about 40%), but consumes more power.
The second one is slower, but it is optimized to use much
less energy (about 75%), to execute the same task. The goal
of optimization is to find the makespan for which the power
consumption is as small as possible, while all time constraints
are met.

A. Task Graph

The function of an embedded system is specified as a set
of tasks. Between certain tasks may be the relationship that
specifies the order of their execution. This may be specified
as a task graph, which is the acyclic directed graph where
nodes correspond to tasks and edges describe required order
of execution. A sample task graph is given on Fig.3.
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TABLE I
A SAMPLE LIBRARY OF RESOURCES

Task # Core # Execution time [ns] Power Consumption [mJ]
1 0 537 5
1 1 537 5
1 2 537 5
1 3 537 5
1 4 671 3
1 5 671 3
1 6 671 3
1 7 671 3
2 0 1072 11

... ... ... ...
6 7 176 1

TABLE II
SCHEDULER’S PREFERENCES

Step Option P
1 a. The highest performance 0.16(6)

b. The lowest power 0.16(6)
c. The lowest time * power 0.16(6)
d. Determination by second gene 0.16(6)
e. The fastest starting core 0.16(6)
f. The fastest finishing core 0.16(6)

2 List scheduling 1

B. Resources

Estimated execution parameters are given in a library of
available resources. A resource is a core of a processor, which
is able to execute a task. For each core the execution time
and the power consumption are given. Part of a sample ARM
Cortex-A15/Cortex-A7 database, for task graph from Fig.3, is
presented in Table I.

C. Strategies of scheduling

The scheduler creates a makespan in two steps:
1) task assignment: tasks are assigned to cores according to

preferences specified for each group of tasks (Table II),
2) task scheduling: this step is executed only when more

than one task is assigned to the same core. During this
step a selected group of tasks is scheduled using the
scheduling strategy specified for this group (Table II).

Initial population consists of randomly generated genotypes.
During initialization, preferences defining the decision table
for the scheduler are assigned to each gene. Table II contains
the set of possible preferences that the scheduler may choose.
The last column in Table II shows a probability of the
selection.

The first option prefers the core with the highest perfor-
mance. Second one prefers a core with the lowest power
consumption. Third option prefers a core with the best ratio of
the power consumption to the time of execution. Fourth option
allows using a core, that cannot be obtained as a result of the
remaining options. The next option prefers a core, which could
start an execution of the task as soon as possible (other cores
might be busy). The last option prefers a core which could be
the first to finish a task (be freed). For the second step only
one option is available, the list scheduling method.

isLeaf: bool

cutPos: int

*nextRight: Node

*nextLeft: Node

strategy: char

Fig. 4. A node of the genotype
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a) Genotype

b) Phenotype

Fig. 5. A sample genotype (a) and the corresponding phenotype (b)

D. Genotype

The genotype has a form of binary tree corresponding to
the certain procedure of task scheduling[18]. Every node in
the genotype has the structure presented on Fig. 4.

The first field isLeaf determines a type of the node in a
tree. When the node is a leaf this field equals true. Then, the
field named “strategy" defines the strategy of scheduling for
group of tasks assigned to this node. All possible strategies
are given in Table II. In this case, information from the other
fields is omitted. When the node is not a leaf, a content of
the field “strategy" is neglected. In this case, cutPos contains
a number describing which group of tasks should be assigned
and scheduled by the left node and which one by the right
one. Thus, nextLeft and nextRight must not be null pointers.

The simplest genotype consists of only one node, which is
also a leaf and a root. A sample genotype and the correspond-
ing phenotype are presented on Fig. 5.

During the evolution a genotype may grow up but the size of
the tree is limited. If a tree will be too large, the performance
of genotype to phenotype mapping, required for the fitness
evaluation, would be slightly decreased. Size limit of the
genotype also avoids constructing too many unused branches.

An initial genotype tree may grow up as an effect of genetic
operators: mutation and crossover. An action associated with
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TABLE III
THE RULES OF MUTATIONS

Is a leaf?
Yes No

Draw: switch leaf/node or not?
Yes No Yes No
Set isLeaf as
FALSE. If
nextLeft or
nextRight is
NULL - create
a new leaf for
it.

Draw new
strategy

Set isLeaf as
TRUE

Change value
for a randomly
chosen field:
cutPos,
nextLeft or
nextRight
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Fig. 6. An example of the crossover

the mutation depends on the type of the node and is presented
in the Table III [18].

The crossover is used to create new individuals that are a
combination of genes of parent genotypes. First, points of cut
for both trees are drawn, then the cut branches are exchanged.
In this way two new genotypes are created. A sample crossover
is presented on Fig. 6.

With every genotype an array is associated. Its size is equal
to the number of tasks and contains indexes of cores. If for
given task, strategy ’d’ is chosen, the core with an index taken
from the array is used. During the mutation, a position in the
array is randomly chosen. Then, a new index is randomly
generated. During the crossover, parts of the arrays from
both genotypes are swapped. The array defines the alternative
scheduling strategy that is not driven by the performance or
power consumption.

E. Genotype to phenotype mapping

The first step, during the genotype-to-phenotype mapping,
is to assign strategies to tasks (i.e. preferences for assigning
tasks to resources). For the example from Fig. 11, this step
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Fig. 7. The first step in genotype-to-phenotype mapping

is illustrated on Fig. 7. Node 0 groups tasks into two sets:
{1,2,3} and {4,5,6}. The first set is partitioned by node 2 into
next two groups. In the first one, there is only task 1. Tasks 2
and 3 belong to the second one, which is partitioned again by
node 3. The cutPos parameter of node 3 equals 4, this means
that tasks should be partitioned into group from 2 to 5 and the
rest. But tasks 5 and 6 are outside of the set assigned to node
3, these tasks are assigned to node 1. Thus, there is only one
group of tasks {2, 3} assigned to node 5.

In the second step, all tasks without any predecessor in
the task graph, or with predecessors having already assigned
core, are being searched for. These tasks are assigned to cores
according to preferences determined in the first step. This step
is repeated as long as there are tasks without assigned cores.
In the third step, the total power consumption of the solution
is calculated. For this purpose, the resource library (Table I)
is used.

F. Parameters of DGP

During the evolution, new populations of schedulers are
created using genetic operations: reproduction, crossover (re-
combination) and mutation. After the genetic operations are
performed on the current population, a new population re-
places the current one. The evolution is controlled by the
following parameters:

• population size: the number of individuals in each popu-
lation is always the same. The value of this parameter is
determined according to the value of “number of tasks"
* “number of cores",

• reproduction size: number of individuals created using
the reproduction,

• crossover size: the number of individuals created using
the crossover,

• mutation size: the number of individuals created using the
mutation.

Finally, the selection of the best individuals by a tournament
is chosen [12]. In this method, chromosomes (genotypes) are
drawn with the same probability in quantity defined as a
size of the tournament. The best one is taken to the next
generation. Hence, the tournament is repeated as many times
as the number of chromosomes for a reproduction, crossover
and mutation is required. A size of the tournament should
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be defined carefully. It should not be too high, because the
selection pressure is too strong and the evolution will be too
greedy. It also should not be too low, because the time of
finding any better result would be too long.

G. Self-adaptability of the scheduler

Finding the best makespan for low-power real-time embed-
ded system is not the only goal of our approach. DGP methods
are very effective in solving optimization problems and very
often give the optimal solution. From the other side, they give
results in relatively long time, thus genetic approach can not
be used for rescheduling in real-time systems.

In the DGP the scheduling is performed during the genotype
to phenotype mapping. This process is very fast, therefore it
can be executed during the system operation. So, instead of
implementing the final schedule we implement the method
which creates this schedule. We observed that such approach
has great self-adaptability capabilities.

Since the DGP has to consider only valid makespans. The
genotype to phenotype mapping is a constrained process. If for
a set of preferences defined by the genotype, it is not possible
to obtain the valid phenotype then the mapping selects the
next matching resource. Thus, the preferences specified by
the genotype need not be strictly adhered. For example, if for
given task preference suggest assigning this task to the low-
power core, then if this decision will lead to an infeasible
makespan, the scheduler will choose another, faster core that
best matches to this preference.

Therefore, scheduler is able not only to build a correct
solution, but also modify it if any unpredictable events will
occur. E.g. if a task execution will be longer than expected,
then the scheduler could move some tasks from a slower to
a faster core, to fulfill time requirements. Similarly, if a task
will be finished before its predicted end time, scheduler can
move other tasks from a faster core to slower one, to save
some energy.

H. Fitness function

A fitness function determines the optimization goal of the
DGP. In the presented approach, two options are possible. In
the first one, the cheapest solution which has to be finished
before a deadline is searched for. Such fitness function is
applied when hard real time constraints have to be satisfied.
In the second one, the DGP should find the fastest solution,
which does not exceed a given power consumption. This case
concerns systems with soft real-time requirements.

V. EXAMPLE AND EXPERIMENTAL RESULTS

We have verified advantages of the presented method using
example of the complex multimedia system, which was de-
scribed in [19]. The result has been compared with the method
based on Least-Laxity-First Scheduling Algorithm [20].

A. Task Graph and Run-time Parameters

The sample system is a multimedia player implemented as
a real-time embedded system. The specification of the system
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Fig. 8. Task graph of the multimedia system

consists of 40 tasks. Fig. 8 presents the task graph describing
the system, details are given in [19]. We consider shared
memory architecture, thus the communication between tasks
may be neglected. The execution time is critical - it is typical
soft real-time system. If the deadline is only slightly exceeded,
the quality of the system is decreased, but the solution may
be accepted. If the system exceeds hard deadline, then result
is unacceptable and system should be redesigned.

We assumed, that the application will be implemented in
software running on system consisting of two 4-core proces-
sors. One of them is ARM Cortex A57 and the second is ARM
Cortex A53. The first processor is faster for about 25%, but
consumes about 50% more power. Both processors support
ARM big.LITTLE technology. Run-time parameters for both
processors are given in Table IV.

The goal of our methodology is to create a self-adapting
scheduler, which run the program tasks, balancing them be-
tween the cores, to minimize the power usage. The scheduler
should be able to reschedule remaining tasks, whenever any
task will finish its execution before or after expected time
frame.
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TABLE IV
EXECUTION TIME AND POWER CONSUMPTION

Task Processor cores
A57 (high performance) A53 (energy efficient)
energy time energy time

1 5 537 3 671
2 11 1072 6 1340
3 5 537 3 671
4 4 376 2 470
5 73 7337 37 9171
6 11 1072 6 1340
7 110 10958 55 13698
8 74 7358 37 9198
9 11 1051 6 1314

10 6 559 3 699
11 5 486 3 608
12 3 286 2 358
13 13 1298 7 1623
14 37 3679 19 4599
15 21 2065 11 2581
16 53 5253 27 6566
17 75 7523 38 9404
18 11 1076 6 1345
19 4 409 2 511
20 4 409 2 511
21 11 1076 6 1345
22 2 157 1 196
23 260 26018 130 32523
24 2 176 1 220
25 2 197 1 246
26 260 26018 130 32523
27 236 23607 118 29509
28 6 559 3 699
29 11 1072 6 1340
30 110 10958 55 13698
31 5 486 3 608
32 3 286 2 358
33 11 1072 6 1340
34 4 409 2 511
35 4 409 2 511
36 236 23607 118 29509
37 74 7414 37 9268
38 3 253 2 316
39 2 179 1 224
40 2 176 1 220

B. Genetic parameters

We assumed that the deadline for the system from Fig.4
is equal to 100000 ns. The Power Aware Scheduler and the
optimized makespan were generated using DGP. During the
experiments, the following values of genetic parameters were
used:

• the evolution was stopped after 100 generations,
• each experiment was repeated 7 times,
• the population size was equal to 128,
• tournament size was equal to 10,
• the number of mutants in each generation, was equal to

20%,
• the crossover was applied for creation of 40% genotypes,
• 20% of individuals were created using reproduction.
The values of parameters described above were tuned

according to method described in our previous work [18],
thus we will describe it here very shortly. In the first step,

we estimated an influence of the tournament size. When this
parameter was too small, the evolution got stuck. When the
tournament size was too big, the DGP found semi optimal
solution very fast, but a further optimization was not possible.
Next, the influence of crossover and mutation for obtaining the
best solution has been tested. It has been done by searching
for the best solution using different combination of these
parameters. Thus the best values of these parameters have
been chosen. Finally, the best combination of other evolution
parameters has been evaluated.

C. Least-Laxity-First Algorithm

One of the most known algorithms for scheduling tasks
in real-time embedded systems is the Least-Laxity-First Al-
gorithm (LLF). Basic LLF method schedules task according
to the least laxity (slack time). The laxity is defined as a
difference between an execution time and a task deadline.
The goal of LLF is to find the schedule that satisfies all
deadlines. It does not take into account power or cost op-
timization. Therefore, we modify this method by favouring
energy-efficient cores. In other words, during scheduling, the
method first tries assign a task to low-power core, only when
it will violate the time constraint, the task will be assigned
to more efficient core. Our Low Power LLF (LPLLF) method
is used only for reference, to verify that the DGP is efficient
also for power optimization in real-time embedded systems.

D. Power-aware Scheduling

The makespans obtained using DGP and LPLLF meth-
ods are presented on Fig. 9. On Y-axis different cores are
represented, while the time of execution is represented by
the X-axis. Numbers correspond to the following tasks. The
experimental results proved that the presented method is more
efficient than LPLLF. Energy consumption for the system
scheduled using DGP equals 990mJ, while the same exam-
ple scheduled using LPLLF requires 1018mJ. To meet the
deadline, the LPLLF method assigned the long task 36 to
the most efficient core. But in the DGP, more energy-efficient
solution was found by assigning some shorter tasks, that in
total consume less power than task 36, to the faster core.

Above experiment showed that the scheduler constructed
using DGP is able to find highly optimized solutions. More
experiments proving this remark are given in our previous
work [16][17][18].

E. Self-adaptivity capabilities

Static scheduling is based on estimation of execution times
for all tasks. During the system operation, time of execution
may significantly be shorter (e.g. if the worst case estimation
was applied) or longer (e.g. in case of the most likely esti-
mation). Therefore, the system may be additionally optimized
during run-time, by using self-adaptive scheduling. In this way
certain system parameters (power consumption, performance)
may be improved. Scheduler generated using our method con-
sists of series of system construction functions, corresponding
to each gene. These functions are flexible, i.e. design decisions
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Fig. 9. Makespans obtained using LLF and DGP
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Fig. 10. Self-adaptation capabilities of power-aware scheduler
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are driven by preferences, they are not strictly defined. This is
necessary to assure that only feasible makespan will be cre-
ated. Flexibility of the system construction functions provides
to self-adaptivity capabilities of the scheduler.

An example of the self-adaptivity is presented on Fig. 10.
If the execution time of task 23 will be too long, then all
succeeding tasks should be postponed and the system would
exceed the deadline. But our scheduler adapts to the delayed
end time of task 23, and despite the fact that it uses the same
construction functions, some tasks (tasks 30 and 36 in our
example) will be assigned to more efficient cores (Fig. 10b).
In other case, if an execution time of a task 36 will be shorter
than it was expected, the scheduler will assign some tasks (task
37 in our example) to low power core (Fig. 10c). In this way
power consumption will be reduced.

To verify the capabilities of self-adaptivity of the scheduler
we performed some simulations of different changes in execu-
tion times for some task. Table V presents results obtained for
cases when execution times occurred longer than estimated.
In all cases our scheduler was able to adapt to this situation
and new makespans that satisfied the deadline were created.

Table VI presents results obtained for another cases, where
execution times for some tasks occurred shorter than expected,
i.e. estimation was too pessimistic. In such case the scheduler
has an opportunity to reduce the power consumption. It should
be noticed that in some cases the scheduler found more
energy-efficient makespans, but a lot of makespans were not
changed. The main reason is that in the most cases there was
not possible to improve the power consumption because all
remaining tasks were already assigned to low-power cores.
It is visible when we compare results obtained for different
deadlines. When the deadline is shorter than 95 000 there is
still a possibility for improvement. For longer deadlines, even
when all tasks were faster it was not possible to decrease the
power consumption.

VI. CONCLUSIONS

In this paper the method of automatic synthesis of power-
aware schedulers for real-time distributed embedded systems
was presented. Starting from the system specification in the
form of the task graph, we use developmental genetic pro-
gramming to optimize the scheduling strategy that minimizes
the power consumption. Finally, the best makespan as well
as the optimized scheduler are generated. The scheduler has
powerful capabilities of self-adaptation. This feature may be
used to dynamically minimize the power consumption as well
as to increase the system performance.

The presented method is dedicated to ARM big.LITTLE
technology, developed for a low power systems. But, since we
use general optimization method, it would be easily adapted
to other energy-efficient architectures.

The computational experiments confirmed, that the sched-
ulers, generated using DGP, are efficient and flexible. For the
sample system our method gave better results than results
obtained using LLF-based method. Moreover, simulations
showed that the scheduler is able to quickly and effectively

react to any changes of task execution times, by rescheduling
remaining tasks.

Despite the above advantages of our method, there is still
possible to improve the methodology. In the future work,
we will consider special types of adaptive genes, that could
support more possibilities for self-adaptation, we will also
consider using other scheduling methods, alternative to list
scheduling, e.g. based on mathematical/constrained program-
ming [21].
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Abstract—In the article the control and optimization of multi-
stage technological processes were discussed. In the presented
research, it was assumed, that in the complex technological
processes, the multistage differential-algebraic constraints with
unknown consistent initial conditions were considered. To rewrite
the infinite-dimensional optimal control problem into the finite-
dimensional optimization task, the direct shooting method was
applied. Simulated annealing algorithm was proposed as the
method for solving nonlinear optimization problem with con-
straints. Stretching function was used to allow us to locate the
globally optimal solution. The complex process constraints were
treated using constraints aggregation methods. The presented
methodology was tested with optimal control problem of the
two-reactors system. The numerical simulations were executed
in MATLAB environment using Wroclaw Center for Networking
and Supercomputing.

Index Terms—optimal control, DAE systems, simulated anneal-
ing, constraints aggregation, stretching function.

I. INTRODUCTION

NOWADAYS, technological processes have been modeled
using more general and complex systems of equations.

To model technological processes in such branch of indus-
try, like chemical engineering, biotechnology and aerospace
engineering, both dynamics and physical conservation laws
have been under consideration [2], [3], [8], [16]. Then, a
validated model of the process can be applied to control and
optimize the technological systems. In the other words, to
ensure an efficient and trouble free technological processes,
an optimization problem subject to nonlinear differential-
algebraic constraints need to be solved [4], [13].

In the last years, deterministic, as well as stochastic opti-
mization algorithms, are adjusted to solve new advanced tech-
nological problems. New methods in modeling, algorithmic
procedures and globalization of the obtained solutions can
be observed in all areas of optimization [9], [10], [26]. In
the presented work we would like to indicate the simulated
annealing algorithm, which has been seen as one of the
main global optimization procedures . In this work the new
aspects of the simulated annealing algorithm were given and
discussed.

Direct shooting method enables us to transform the opti-
mal control problem into medium- or large-scale nonlinear
optimization problem. Then, using aggregation and disaggre-
gation procedures, the considered model can be represented

by other system, which reflects the most important features of
the original process, but is better adjusted for computational
optimization methods [14]. Then, the obtained results can be
applied to control the original system.

The presentation of new methodology was performed in
the following way. In the next section optimal control with
differential-algebraic constraints was introduced. Then, in sec-
tion III, optimization with aggregated constraints was dis-
cussed. ”Stretching” function technique in optimization pro-
cedures was presented in section IV. Then, a new simulated
annealing algorithm with constraints was given and tested
in sections IV and V. The considerations were concluded in
section VI.

II. OPTIMAL CONTROL WITH DIFFERENTIAL-ALGEBRAIC
CONSTRAINTS

The optimal control algorithms are highly connected with
the available modeling methods. The main objective of the
control is always the same - we need to find the control
function, which optimizes one of the known forms of the
process performance index. But the assumptions, conditions
and complexity of the considered processes are increasingly
challenging and difficult to solve.

In the last years, new particular types of systems have
become popular due to many practical applications. There
are the multistage dynamical systems and processes with
differential-algebraic equations, which are more general, than
the pure dynamical processes.

The most important common features of the systems men-
tioned above, is the presence of the dynamics in the model.
The difference, which has a far-reaching consequences in the
calculation methods comes from the non-dynamical part of the
model.

In the multistage processes, the state variables have to be
continuous across the stages. It means, that in the known
points, at the interface between the processes, algebraic con-
tinuity constraints are introduced. Therefore, the additional
algebraic constraints have a pointwise character.

In processes with differential-algebraic constraints, the alge-
braic relations are justified by physical laws, which take place
in the process and are reflected in the model. In this way,
both the differential and algebraic equations have a continuous
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character and can be treated as a one differential-algebraic
system [6].

The presented work concerns the case, when the process is
multistage and each stage was described using its own system
of differential-algebraic equations. In this way, new theoretical
assumptions have to be made and new computational concepts
should be designed and implemented.

The features presented above lead us to the optimal control
problems in the known form. At first, the process performance
index, which can be treated as the measure of the control
quality, has to be defined as follows

min
u(t)

Q =

∫ tF

0

L(y(t), z(t), u(t), p, t)dt+ E(y(tF ), z(tF ), tF )
(1)

with single system of differential-algebraic constraints in semi-
explicit form

B(t)ẏ(t) = f(y(t), z(t), u(t), p, t)
0 = g(y(t), z(t), u(t), p, t),

(2)

where y(t) ∈ Rny is a differential state, z(t) ∈ Rnz is an
algebraic state and u(t) ∈ Rnu denotes the unknown control
function. The independent variable (e.g. time or length of the
chemical reactor) is denoted as t ∈ R. As p ∈ Rnp was
denoted the vector of global parameters constant in time. The
variables in the process are defined by vector-valued functions:

f : Rny ×Rnz ×Rnu ×Rnp ×R → Rny (3)

and
g : Rny ×Rnz ×Rnu ×Rnp ×R → Rnz . (4)

To ensure, that the system (2) consists of differential-
algebraic equations in semi-explicit form, it is assumed, that
the matrix B(t) is invertible for all values of t.

As it was mentioned, the quality of the process is measured
by the value of Q ∈ R. It is an important assumption, that
quality of the whole complex process can be specified by only
one real number.

When the multistage processes are considered, then each
stage can be described using its own system of differential-
algebraic equations

Bi(t)ẏi(t) = f i(yi(t), zi(t), ui(t), p, t)
0 = gi(yi(t), zi(t), ui(t), p, t),

i = 1, · · · , NS,
(5)

where NS denotes number of the stages in the considered
process.

One of the most important progresses in the optimal control
methods has been connected with parametrization of the
control problem. Because in this way the optimal control
problem can be treated as a nonlinear optimization problem,
efficient numerical optimization algorithms can be applied.

The parametrization of the control function has been pro-
posed in the article [24] in 1994. Today, the piecewise continu-
ous control parametrization using constant, linear or quadratic
functions has been a commonly used approach.

In this way, instead to search for optimal solution using ad-
vanced analytical methods, the efficient algorithm of numerical
optimization can be applied to obtain the best solution in the
assumed class of piecewise continuous functions [7].

The parametrization of the control function in optimal
control problems has been often used together with the mul-
tiple shooting technique. The multiple shooting method is
appropriate to decompose the complex technological processes
as well as to stabilize the solutions of both the unstable and
highly nonlinear systems.

The multiple shooting method together with the control
function parametrization lead us to the direct shooting ap-
proach. In this methodology, at the first step, the independent
variable domain is divided into the assumed number of inter-
vals

t =

NS−1⋃

i=1

[ti−1 ti) ∪ [tNS−1 tNS ], (6)

where t0 is the time instant, when the process starts and tNS

is the final time.
Therefore, the control function as well as the differential-

algebraic system can be parametrized in each interval. In prac-
tical applications, when the control function is parametrized
as piecewise constant, then

ui(t) = ui, i = 1, · · · , NS. (7)

The differential-algebraic model of the technological pro-
cess is parametrized in the sense of the unknown initial condi-
tions. This approach enables us to solve the DAE system using
the efficient numerical procedures [17]. The initial conditions
of differential-algebraic system can be parametrized in the
following way

yi(ti−1) = siy
zi(ti−1) = siz

(8)

for i = 1, · · · , NS.
Therefore, the differential-algebraic constraints have been

obtain the new form
Bi(t)ẏi(t) = f i(yi(t), zi(t), ui, p, ti)

0 = gi(yi(t), zi(t), ui, p, ti),
(9)

with ti ∈ [ti−1 ti] and i = 1, · · · , NS. Because the consis-
tent initial conditions are needed to solve the DAE systems,
the algebraic part can be extended by damping factor α

0 = gi(yi(t), zi(t), ui, p, ti) + αi(t)gi(siy, s
i
z, u

i, p, ti) (10)

for ti ∈ [ti−1 ti] and i = 1, · · · , NS.
The process performance index has been rewritten as fol-

lows

min
siy,s

i
z,u

i
Q̂ =

NS∑

i=1

∫ ti

ti−1

L(siy, siz, ui, p, t)dt+ E(sNS
y , sNS

z , tF ).

(11)
It is worth to note, that the trajectories of the differential

states are continuous. It means, that the additional relations
have to be incorporated to the model

yi(ti) = yi+1(ti) = si+1
y , i = 1, · · · , NS − 1, (12)
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which results as additional pointwise algebraic constraints of
the following form

yi(ti)− si+1
y = 0, i = 1, · · · , NS − 1. (13)

In the most practical situations, the unknown parame-
ters have their physical interpretation. Among them can be
distinguished an unknown volume of the chemical reactor,
concentration of the substrates or value of the temperature.
The interpretation of the decision variables and technological
restrictions defines the feasible region and can be rewritten
as the inequality constraints in the form of lower and upper
bounds.

Direct shooting approach enables us to transform the opti-
mal control problem into the nonlinear programming problem
with the vector of decision variables designed as

x = [siy siz ui p]T , (14)

the process performance index in the form of the objective
function

min
x

Q̂(x) (15)

differential-algebraic constraints

Bi(t)ẏi(t) = f i(yi(t), zi(t), ui, p, ti)
0 = gi(yi(t), zi(t), ui, p, ti),

(16)

consistency constraints

0 = gi(yi(t), zi(t), ui, p, ti) + αi(t)gi(siy, s
i
z, u

i, p, ti) (17)

continuity constraints

yi(ti)− si+1
y = 0, (18)

and the constraints of upper and lower bounds type

xL ≤ x ≤ xU (19)

for ti ∈ [ti−1 ti] and i = 1, · · · , NS.
This causes, that the various numerical optimization algo-

rithms can be treated as an important part of the control algo-
rithms [18]. This transformation is a main effect of the direct
shooting method applied in the optimal control problems.

III. OPTIMIZATION WITH AGGREGATED CONSTRAINTS

The complexity of the considered models and large number
of decision variables makes, that the analytical solutions and
some intuitive numerical approaches can be inappropriate in
the control of the real-life technological processes.

One of the most important question in modern optimization
and control theory is, how to solve the problems with thou-
sands or millions variables and comparable number of equality
and inequality constraints. The second important question is,
how to compare two unfeasible solutions and to make a
decision, which one proposed solution is better than the others.

To analyze the complex process, both the aggregation
and disaggregation techniques were used. There is a general
methodology, how to obtain useful information about the pro-
cess by a possibly little model modifications and computations
amount [5].

In the previous section, the optimal control problem was
reformulated as a middle- or large-scale nonlinear optimization
problem. To do this, the direct shooting method was applied.
At this point, the consecutive question cannot more wait for
the answer - how to treat optimization problems with so many
variables and subject to huge number of constraints? The
question, which has been just imposed, is considered in this
section.

The general way to obtain the useful information about the
complex process can be constructed as follows [23]

Original model
|

Aggregation → |
analysis |

↓ A priori
Reduced model ← error

| analysis
|

Solve → |
reduced |

model |
↓ A posteriori

Solution vectors ← error
for the reduced model analysis

|
Disaggragation → |

analysis |
↓

Solution vectors
for the original model

|
Solve for → |

original |
objective |
function |

↓
Estimate of

objective function value
for original model

(20)
In a general sense, in model aggregation, large-scale op-

timization models are reformulated as less complex systems.
The obtained in this way models reflect the most important
features of the original systems, but should be much more
suitable to perform numerical simulations.

In the other words, the aggregation technique is a method
to specified parts of the model, which can be described using
only one single element. At this step, the new single element
should be explicitly defined. Therefore, aggregation analysis
consists of two levels:

- process of determining, which data are in some sense
similar and can be considered as elements in the same group;
this step is known as cluster analysis,

- the method of combining the clustered data to define the
reduced model.
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In contrast to the aggregation analysis, the disaggregation is
a method, which can derive the information about the complex
model using results obtained by reduced system analysis.
The disaggregation analysis, often known as the reversal
aggregation analysis, enables us to estimate the solution of
the original system using only results obtained from solving
the reduced model.

The last stage, which is connected with aggregation and
disaggregation methodology, is an error analysis. The error
analysis determines the resulting error, which can be intro-
duced by algorithms with aggregate models and disaggregate
solutions. From practical point of view, the error analysis
can be useful for selection of appropriate aggregation and
disaggregation procedures. In the literature two main types
of error are defined

a) a priori error bounds, which are the bounds placed upon
the optimal value of an original optimization model after
aggregation stage, but before the aggregate model is solved,

b) a posteriori error bounds are the bounds placed upon
the optimal value of an original optimization model after the
aggregated model has been formed and solved.

In practical applications, the iterative optimization algo-
rithms with successive aggregation-disaggregation schemes are
used. Such procedures are known as an Iterative Aggregation-
Disaggregation (IAD) technique.

As it was mentioned, the direct shooting method allows
us to transform the optimal control problem into a nonlin-
ear optimization problem. Therefore, solution of the original
infinite-dimensionally task can be obtained by solving finite-
dimensional optimization problem. But the question posed in
this section does not refer to the optimal control problems.
It concerns the much more fundamental task - how to solve
medium- and large-scale optimization problems?

It is expected, that the efficient numerical optimization
methods enable us to solve optimal control problems.

Therefore, we would like to propose aggregation methods,
which can be useful to define new reduced process perfor-
mance index, as well as reduced constraints.

At this place, we would like to focus on the constraints
function aggregation. It was mentioned, that two main types of
the constraints need to be considered in the process - there are
continuous and pointwise constraints. In particular, it means,
that some group of functions are connected with process
description by continuous differential-algebraic constraints.
There is the second group of constraints, which denotes the
additional constraints at the prescribed time instances in the
process.

Let us consider the system of the continuous differential-
algebraic equations. This particular system can be solved by
implementation of efficient numerical algorithms. After that,
the process performance index, as well as fulfillment of the
constraint can be determined. There is an important question,
which refers to consistent initial conditions, which enables us
to solve the differential-algebraic system. Although the initial
conditions are defined at the specific point, they strictly refer

to the continuous process constraints and should be perceived
with continuous differential-algebraic constraints. In this
work, we refer to this type of constraints as the consistency
constraints and denote as

ccons({siy, siz, ui, p, ti−1}NS
i=1) =

=




g1(s1y, s
1
z, u

1, p, t0)
g2(s2y, s

2
z, u

2, p, t1)
...

gNS(sNS
y , sNS

z , uNS , p, tNS−1)


 = 0. (21)

The other group of constraints represents the pointwise
constraints, which are connected with the fact, that the
multistage system is considered. In the other words it means,
that the differential state trajectories are continuous across the
process stages. The vector of pointwise algebraic constraints
denoted as ccont is defined as follows

ccont({si+1
y , si+1

z , ui, p, ti}NS−1
i=1 ) =

=




y1(t1)− s2y
y2(t2)− s3y

...
yNS−1(tNS−1)− sNS

y


 = 0. (22)

In some numerical optimization algorithms, e.g. Sequential
Quadratic Programming, it is suggested to treat each constraint
function in the same way. Therefore, in each iteration, a large-
scale and possibly structured matrix of constraint functions
derivatives can be obtained. In general case, when the structure
of the process constraints is unknown, the matrix of partial
derivatives of the constraints might be time and memory
consuming.

If, in general, c(x) denotes

c(x) =




c1(x)
c2(x)

...
cNS(x)


 = 0, (23)

then the vector of the constraint functions can be replaced
using one of the following real-valued aggregated functions

c̃(x) = ‖c(x)‖1, (24)

c̃(x) = ‖c(x)‖2 (25)

or
c̃(x) = ‖c(x)‖∞. (26)

One cannot determine, which one measure of the constraints
infeasibility has the best features. The constraints aggregation
function can be chosen depending on the considered process,
optimization methods and, first of all, available computing
resources.

The other question is, how to treat the process performance
index. Parametrization of the control function, as well as
differential and algebraic states, enables us to rewrite the
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process performance index as the objective function in non-
linear optimization problem. In some applications the penalty
function approach and many variations of it can be observed.
Advanced optimization methods focus on methods without
penalty function [12], [22]. For these reasons, in presented
methodology, the objective function Q̂(x), which represents
control quality index, was remained unchanged.

IV. STRETCHING FUNCTION

In the previous section it has been indicated, how to apply
the direct shooting method to transform the optimal control
problem into the nonlinear optimization task. In general, the
presented methodology enables us to consider the optimization
problem over the feasible region

min
x

f(x), ∀x ∈ A, (27)

where f(x) is a real-valued objective function

f : A → R (28)

where A ⊆ RD is the D-dimensional compact set.
The important question is, how to treat the nonlinear opti-

mization problem with the large number of equality, as well
as inequality constraints.

To solve the optimization problem on the compact set, the
”stretching” technique for the objective function can be applied
[19].

Let us consider the objective function f(x) defined on
the compact set. Let the objective function f get the local
minimum in a point x⋆. Therefore, the point x⋆ is a local
minimizer of the function f . As a consequence, it means, that
in the neighborhood NB of the point x⋆, the inequality

f(x⋆) ≤ f(x) (29)

is satisfied for all x ∈ NB.
In real-life optimization and control problems, it is highly

undesirable, that one of the low quality local minima can
be treated as the global solution. The ”stretching” function
method was designed as a remedy for described situation. This
method enables us to alleviate the local minimum using the
following two-step transformation.

Let x⋆̂ be the local minimum of the function f , then in the
step 1, the function f(x) elevates and all the local minima,
which are above the point f(x⋆̂), disappear

G(x) = f(x) +
γ1
2
‖x− x⋆̂‖

(
sign(f(x)− f(x⋆̂)) + 1) (30)

In the step 2, the neighborhood of the point x⋆̂ is stretched
upwards, in this way, that it assigns higher values of those
points

S
(
f(x)

)
= fS(x) = H(x) =

= G(x) +
γ2

(
sign(f(x)− f(x⋆̂)) + 1

)

2 tanh
(
µ(G(x)− G(x⋆̂))

) . (31)

The parameters γ1, γ2 and µ are the positive constants
with arbitrary chosen value. The authors, who proposed the
”stretching” function technique as the global optimization
method, suggested the values of the mentioned parameters as
γ1 = 10000, γ2 = 1, µ = 10−10. It was suggested, that the
choice of the considered parameters seems not to be critical
for the success of the optimization, but they can influence the
convergence rate. For these reasons, the parameter tuning was
suggested [20].

It is an important question, how the ”stretching” function
technique can be applied for optimization problems, when a
feasible region is no more a compact set? The mentioned
situation can be meet in all cases, when optimization problems
with equality constraint are considered [21].

To find the answer for the question posed above, the
constraints aggregation methodology is very helpful.

V. SIMULATED ANNEALING WITH CONSTRAINTS

The main ideas connected with simulated annealing algo-
rithm have their origin in thermodynamics. The physical laws,
which governs cooling of molten metal in annealing process,
have been used to design new optimization methods. After
slow cooling in annealing process, the metal tends to reach a
state with a low energy. In general, the state with the minimum
energy is desired. In analogy to annealing process, the energy
represents the possible solution of the optimization problem.
Therefore, the state with the minimal energy represents the
solution in the optimization algorithm [15], [25].

The simulated annealing algorithm is constructed as follows.

The simulated annealing algorithm

Initialization (x0, T0)

Calculation of f(x0)

Until convergence
Generation of new state x1

if f(x1) < f(x0)

x0 = x1

else
if exp

(
f(x0)−f(x1)

T

)
> Rand(0, 1)

Accept new solution x0 = x1

else
Reject new solution
Decrease the temperature

end (Until)

At this moment we would like to introduce new simu-
lated annealing method for optimal control of the multistage
differential-algebraic systems. We start the presentation with
some remarks.

Remark 1. The optimal control problem with index-1
differential-algebraic constraints using the direct shooting
approach has been transformed into nonlinear optimization

PAWEŁ DRĄG, KRYSTYN STYCZEŃ: SIMULATED ANNEALING WITH CONSTRAINTS AGGREGATION FOR CONTROL 465



problem with equality constraints of the following form

minx Q̂(x)
ccons(x) = 0
ccont(x) = 0.

(32)

Remark 2. The quality Q of any proposed solution x can
be specified using a triple

Q(x) =




q1(x)
q2(x)
q3(x)


 =




Q̂(x)
ccons(x)
ccont(x)


 . (33)

Remark 3. The ”stretching” function technique applied
for some proposed solution transforms the vector, which
parametrized the quality of the proposed solution

S
(
Q(x)

)
= QS(x) =




qS1 (x)
qS2 (x)
qS3 (x)


 =




Q̂S(x)
cScons(x)
cScont(x)


 . (34)

The decisions of the new solution acceptance can be made
by quality comparison of the considered solutions

Definition 4. Any two values Qa and Qb are in the relation
⊕ if

q1(a)⊕ q1(b)
q2(a)⊕ q2(b)
q3(a)⊕ q3(b)

(35)

Theorem 5. Let x0 and x1 be any two solutions. The
solution x0 is unconditionally better than solution x1 if and
only if

Q(x0) < Q(x1). (36)

Let us transform the triple, which defines the quality of the
solution, using the ”stretching” function technique.

Theorem 6. Let x0 and x1 be any two solutions. If

qS1 (x0) < qS1 (x1)
qS2 (x0) < qS2 (x1)
qS3 (x0) < qS3 (x1)

(37)

then
Q(x0) < Q(x1). (38)

The question is, how to compare two solutions, which are
not in the relation presented in Theorem 6.

One of the most important features of simulated annealing
algorithm is a possibility of accepting a step, which does
not improve the current solution. Therefore, to compare any
two solution, which are not in clear relation, a conditional
acceptance mode can be applied. In simulated annealing
methodology, it is known as an acceptance with probability.
In the presented work, because of three-dimensional quality
solution index Q(x) under considerations, a new extended
method of acceptance with probability was proposed.

Proposition 7. Let x0 be the current solution and x1 be
any other solution generated by simulated annealing algorithm
from the neighborhood of the point x0, and T denote the value
of the temperature in the current iteration. If the point x1

cannot be unconditionally accepted as a new solution, then
it can be accepted with the probability p ∈ N (0, 1). The

acceptance probability is dependent on the index quality in
the following way

exp
(
− Q̂S(x1)−Q̂(x0)

T

)
> p

or

exp
(
− cScons(x1)−ccons(x0)

T

)
> p

or

exp
(
− cScont(x1)−ccont(x0)

T

)
> p.

There are two important remarks connected with the pre-
sented acceptance condition

Remark 8. The multiple conditions increase the general
acceptance probability of the worse solution.

Remark 9. Application of the ”stretching” function tech-
nique transforms the bad solution in the worse one. Moreover,
”stretching” function technique supports searching for better
solutions and alleviate the local minima.

The presented simulated annealing ”stretching” function
algorithm with new conditional solution acceptance approach
was applied to solve the optimal control problem of the
multistage rectors system.

VI. NUMERICAL EXAMPLES

The presented methodology was tested on the optimization
problem of the three-stage technological process. The pre-
sented system consists of two chemical reactors with mixing
[24]. The sketch of the process was presented in the Fig. 1.

At the beginning, the first reactor was loaded with the
substrate A with the volume 0.1 m3 and concentration 2000
mol/m3. Due to reactions taking place in the system, the
products B and C are obtained according to the following
scheme

2A→ B → C. (39)

Additionally, the first reactor was equipped with a heating
exchanger, which can be used to control the process tempera-
ture and in this way - to influence the trajectories of the process
variables. The concentrations of the substrate and products
were changing in the following way

ĊA = −2k1(T )C2
A (40)

ĊB = 2k1(T )C
2
A − k2(T )CB (41)

ĊC = k2(T )CB (42)

with the kinetics constraints

k1(T ) = 0.0444 exp(−2500/T ) (43)

and
k2(T ) = 6889.0 exp(−5000/T ). (44)

Then, in the mixing stage at the time t1, the component
B of concentration C0

B = 600mol/m3 and some volume
S was added. Therefore, the volume and consecrations of
the substrates were changing, so the following relations were
satisfied

V2CA(t
0
2) = V1CA(t1) (45)

V2CB(t
0
2) = V1CB(t1) + SC0

B (46)
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V2CC(t
0
2) = V1CC(t1) (47)

where V1 is the volume of substrates loaded at the beginning
of the first reactor. Therefore, the volume V2 in the second
reactor was given by

V2 = V1 + S (48)

The volume S is a decision parameter with

0 ≤ S ≤ 0.1(m3) (49)

After the mixing stage, the substrates were loaded into the
last reactor, where three reactions were taking a place

B → D (50)

B → E (51)

2B → F (52)

In the 2nd reactor, the reactions take place under isothermal
conditions. The state variables are changing in the following
way

ĊA = 0 (53)

ĊB = −0.02CB − 0.05CB − 2× 4.0× 10−5C2
B (54)

ĊC = 0 (55)

ĊD = 0.02CB (56)

ĊE = 0.05CB (57)

ĊF = 4.0× 10−5C2
B (58)

The combined processing time for both reactors is equal to
180 min

t1 + t2 = 180, (59)

t1 > 0, t2 > 0. (60)

The decision variables are the profile of the temperature
T (t), the duration time of the reactions in each stage, and the
amount S of component B, which is added at the mixing step.

The process is aimed to maximize the amount of the product
D at the output of the 2nd reactor

max
t1,t2,S,T (t)

V2CD(t2) (61)

subject to the constraints on the temperature profile

298 ≤ T (t) ≤ 398(K), t ∈ [0 t1]. (62)

The direct shooting method enables us to transform the mul-
tistage optimal control problem as an nonlinear optimization
problem with both continuous and pointwise constraints. In
classical approaches, the nonlinear optimization problem with
constraints can be solved using penalty function approach or
NLP algorithms, like Sequential Quadratic Programming or
Barrier methods. In this way, the process in first reactor was
divided into 10 equidistance intervals. Additionally, the initial
conditions for the second reactor should be consistent with
the results of the mixing stage. Therefore, the considered NLP

Fig. 1. System of the two-reactors with mixing.

problem consisted of 27 continuity constraints, 3 consistency
constraints and 42 decision variables.

The aggregated model was defined using 3 scalar functions

Q̂(x) = Q(x) (63)

ccont(x) =

27∑

i=1

‖ccont,1(x)‖1 (64)

ccons(x) =

3∑

i=1

‖ccons,1(x)‖1 (65)

In the next step, all three function were transformed using
”stretching” function technique

S
(
Q̂(x)

)
= Q̂S(x) (66)

S
(
ccont(x)

)
= cScont(x) (67)

S
(
ccons(x)

)
= cScons(x) (68)

and optimized using presented simulated annealing algorithm
with new acceptance method.

The parameters of the methods were adjusted automatically.
Therefore, the simulations were performed with the following
parameters

- number iterations in the outer loop MaxIter = 500,
- inner iterations in cooling loop MaxIterCool = 10,
- diameter of the considered neighborhood α = 0.4

- initial temperature T0 = 100,
- temperature update factor Ti+1 = βTi is β = 0.6.

The obtained results, which were obtained for the ag-
gregated model, were applied to the original model of the
considered process. After 702 model evaluations, the final
value of the original process performance index was equal to
22.7233 mol. The obtained state trajectories were presented in
the Fig. 2.
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Fig. 2. Trajectories of the state variables.

VII. CONCLUSION

In the article a problem of solving complex multistage
technological processes was considered. The new methodol-
ogy, which was presented, applies aggregation-disaggregation
approach. The optimal control problem was transformed into
the nonlinear optimization problem using the direct shooting
approach. Then, the NLP problem has been defined using only
three functions, which reflects the characteristics features of
the process. The first one denotes the value of the process
performance index. Then, the second one is connected with
the continuity of the differential state trajectories, and the last
one denotes the consistent initial conditions of the process.
The quality of the proposed solution was defined using only
values of these three functions. To compare any two proposed
solutions, the new decision approach was proposed. The
presented methodology was applied to the two-stage reactor
system.

The future research will be devoted to error analysis of
the aggregation-disaggregation procedures for control and
optimization of the multistage technological processes with
nonlinear differential-algebraic constraints.
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2002. Real-time optimization and nonlinear model predictive control of
processes governed by differential-algebraic equations. Journal of Process
Control. 12:577-585, http://dx.doi.org/10.1016/S0959-1524(01)00023-3
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[10] R. Faber, T. Jockenhövel, G. Tsatsaronis. 2005. Dynamic optimization
with simulated annealing. Computers and Chemical Engineering. 29:273-
290, http://dx.doi.org/10.1016/j.compchemeng.2004.08.020

[11] S. Fidanova, M. Paprzycki, O. Roeva. 2014. Hybrid GA-ACO Algo-
rithm for a Model Parameters Identification Problem. 2014 Federated
Conference on Computer Science and Information Systems. 413-420,
http://dx.doi.org/10.15439/2014F373

[12] R. Fletcher, S. Leyffer. 2002. Nonlinear programming without
a penalty function. Mathematical Programming. 91:239-269,
http://dx.doi.org/10.1007/s101070100244

[13] M. Gerdts. 2003. Direct Shooting Method for the Numeri-
cal Solution of Higher-Index DAE Optimal Control Problems.
Journal of Optimization Theory and Applications. 117:267-294,
http://dx.doi.org/10.1023/A:1023679622905

[14] M. Jeon. 2005. Parallel optimal control with multiple shooting, con-
straints aggregation and adjoint methods. J. Appl. Math. and Computing.
19:215-229, http://dx.doi.org/10.1007/BF02935800

[15] M. Ji, Z. Jin, H. Tang. 2006. An improved simulated annealing for solv-
ing the linear constrained optimization problems. Applied Mathematics
and Computation. 183:251-259, doi:10.1016/j.amc.2006.05.070

[16] M. Kwiatkowska. 2015. DAEs method for time-varying indoor air
parameters evaluation. In: A. Kotowski, K. Piekarska, B. Kaźmierczak
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Abstract—Development of sophisticated photonic transmission
systems enabled evolution of photonic data transport networks
towards cost-efficient and energy-efficient platforms capable to
carry enormous traffic. Given access to technologically advanced
equipment, network operator faces a series of decision problems
related to how to efficiently use this technology. In this paper, we
propose a functional model of modern photonic network with
wavelength division multiplexing (WDM). Proposed functional
model is a basis for formulating corresponding flow design
problem in terms of mathematical programming.

I. INTRODUCTION

RECENT advances in the photonic networking enabled
rapid growth of the transmission rates in the modern

photonic data transport networks. Thus, photonic data trans-
port networks became considerable alternative for traditional
electric-based transmission systems, and are more and more
widely deployed in the Autonomous Systems composing the
Internet.

An important area of research in the domain of photonic
data transport networks is associated with development of
functional models of photonic networks and mathematical
models of the decision problems associated with designing
such networks.

Modeling telecommunication network is not a trivial task.
On one hand, development of functional models requires de-
tailed knowledge of transmission technology and networking
protocols. Thus, such functional models must be sufficiently
detailed to accurately represent costs of equipment. On the
other hand, it is necessary to consider a number of specific
aspects that may further turn into design constraints. Most
important of these include:

• architecture of switching equipment and transmission,
• mechanisms for traffic grooming and consolidation,
• network reconfiguration in case of failure,
• physical effects associated with signal propagation.
In the balance of this paper we propose mathematical (opti-

mization) model of the flow design problem related to photonic
data transport network. Developed model is expressed in
terms of integer programming. It refers to generic input data,

This work presents results of realization of first phase of ongoing project
"Optymalizacja przepływów w wielowarstwowych sieciach dostępu do Inter-
netu w technologii DWDM/IP/MPLS" (ODIN). Project is co-founded by The
National Centre for Research and Development, Poland.

including: network topology, infrastructure, and considered
products. In particular, on one hand, input data must determine
full cost characteristics of the considered equipment, usually in
form of cost of particular expansion cards. On the other hand,
input data are supposed to include locations of client devices
and their demand for data transport services. It is therefore
assumed that knowledge possessed by a network operator
about demand structure is certain. In practice, knowing exact
demand for transport services can be difficult, and sometimes
even impossible. Still, we assume that through appropriate
statistical methodology, it is possible to determine demand
value with reasonable degree of confidence.

Paper is organized as follows. In Section II we present
general principles of photonic data transport networks, in-
cluding: standardized interfaces (Section II-A), architecture
(Section II-B) and configuration (Section II-B) of photonic
devices, signal impairments (Section III-F), performance as-
pects (Section II-E), and cost model (Section II-F). All
elements presented throughout Section II define functional
model of photonic network. Further, in Section III we define
corresponding mathematical model associated with designing
flows in photonic data transport network. Assumptions and
construction of network graph are discussed in Sections III-A
and III-B, respectively. Considered flow design problem is for-
mulated as mixed-integer programme in Section III-C. Further,
we investigate modeling specific aspects of the photonic data
transport networks, related to: consistency of client flow at
technology level (Section III-D), redundancy (Section III-E),
impairments (Section III-F), and network cost (Section III-G).
Paper is summarized with estimation of formulation complex-
ity in Section IV, and conclusions in Section V.

II. PHOTONIC DATA TRANSPORT NETWORKS

Photonic data transmission exploits optical tracks (fibers)
to send photonic signals between transceivers (lasers) and
receivers (photo-diodes). Photonic signal is modulated to rep-
resent values of consecutive bits, composing transmitted piece
of data. Low interference with other electromagnetic signals
makes photonic signals stable and robust to distortions. Thus,
photonic signals can be successfully sent over long distances,
reaching thousands of kilometers, and transmitted messages
can be still reproduced with small error rate.
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Photonic signals can be easily multiplexed in the frequency
domain. Frequency in the case of photonic networking is
called wavelength, and the corresponding multiplexing is
called Wavelength Division Multiplexing or WDM. WDM is
also a term describing the related channel-oriented transport
technology, exploiting regular channel widths and spacing (so-
called optical grid [1]). Each wavelength constitutes thus an
isolated communication channel, in the following referred to
as λ.

A. Optical Transport Network

G.709 [2] is an ITU-T recommendation defining interfaces
of Optical Transport Network (OTN), defined in another
ITU-T recommendation G.872 [3]. It characterizes so-called
Optical Transport Hierarchy (OTH), i.e., structured hierarchy
of interfaces that can be treated as an extension of the
SDH hierarchy, defined in ITU-T recommendation G.707 [4].
Interfaces defined in G.709 are considered at two levels:
user-to-network (UNI) and network-to-network (NNI). UNI
interface is exposed towards an OTN client, and NNI interface
is exposed towards an OTN network.

According to recommendation G.709, the basic OTH in-
formation structure is called Optical Channel (OCh). OCh
spans between line ports of each pair of adjacent transponders,
responsible for converting electrical data signal into photonic
signal, modulated as single wavelength (and vice versa). Each
OCh is associated with out-of-band signaling channel used for
management and supervision of optical channel. OCh payload
is filled with lower layer information structure called Optical
Transport Unit (OTU). Similarly as OCh, OTU spans between
two adjacent transponders, but it is associated with data
connection in the electric domain. OTU signaling creates a
control channel to exchange information related to supervision
and conditioning signal for transport (including Forward Error
Correction). Payload of OTU is further filled with information
structure called Optical channel Data Unit (ODU). ODU is
a function of termination point of digital end-to-end data
path between two optical devices, crossing amplification and
regeneration sections. ODU signaling is used to exchange
control information related to end-to-end path supervision and
monitoring so-called tandem connections.

Finally, client signal is mapped into information structure
called Optical Payload Unit (OPU). OPU structure is respon-
sible for the adaptation of the client signals and lower layer
ODU signals. OPU overhead comprises information required
to perform rate adaptation between the client signal rate and
the OPU payload rate, and other OPU overheads supporting
the client signal transport. OPU structure is filled into the ODU
payload.

A number of the OCh structures is multiplexed into structure
called Optical Multiplex Section (OMS). OMS is a function of
termination point of the (de-)multiplexing section. OMS is fur-
ther filled into the payload of structure called Optical Transport
Section (OTS), responsible for transporting multiplexed optical
channels between two adjacent amplification points through
single fiber span. OTS is a function of termination point of
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Fig. 1. OTN layers

Fig. 2. ONE architecture

optical line which transports multiplexed optical channels from
one node to another. OTN layers are presented in Figure 1. In
the following, the introduced notation is used to map particular
OTN functions into generic types of photonic cards needed to
build OTN compatible networks.

B. Architecture of optical network element

Architecture of Optical Network Element (ONE) is com-
posed of seven functional blocks presented in Figure 2. Each
of these functional blocks is briefly described in the following.

1) Transponder subsystem: Transponder subsystem is a
functional block responsible for adapting client black&white
signals, typically in 1310nm band, to colorful λ signals
within 1550nm band, according to used optical grid definition.
Adaptation concerns both signal frequency and signal rate.
Transponder is typically available in the form of expansion
card, required for each add-drop channel. It provides UNI
interface, and optionally NNI interface. Transponders are
sometimes combined with Forward Error Correction blocks,
that allow to correct some transmission errors, and decrease
bit error rate.

Some vendors combine transponders with concatenation
function, which allows to concentrate a number of low order
speed signals into high order speed signal. For instance,
four STM-16 (2.5Gbps) signals can be concentrated into one
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Fig. 3. Multiplexing subsystem: 1-stage multiplexer

Fig. 4. Multiplexing subsystem: 2-stage multiplexer

ODU2 signal (10.709Gbps). Sometimes, concentrators are
provided as stand-alone cards, further connected to transpon-
der tributary interfaces. For instance, two GigabitEthernet
signals (1Gbps each) using Generic Framing Procedure (GFP)
can be concentrated into one STM-16 signal (2.5Gbps), further
combined with mentioned 4×2.5Gbps transponder card. Such
concentrating stand-alone card is called concentrator. Using
concentrating function allows network operator to maintain
fine grain granularity of transmitted signals, and optimized
usage of the WDM network resources.

2) Multiplexing subsystem: Multiplexing subsystem is re-
sponsible for multiplexing multiple colorful add λ signals
produced by transponders into single multi-channel signal,
according to definition of used optical grid. Similarly, de-
multiplexer separates particular drop channels from single
multi-channel WDM signal. Thus, tributary side of multiplex-
ing subsystem expose a number of physical interfaces to-
wards transponder subsystem and single line interface towards
switching subsystem.

For the sake of flexibility, vendors of optical devices often
use multi-stage multiplexers. as those presented in figures 3
and 4. In 2-stage multiplexer, presented in Figure 4, multiplex-
ing is decomposed in two stages: band multiplexing (BMUX)
and channel multiplexing (CMUX). For instance, N = 80×λ
loading plan, constructed according to 50GHz optical grid, can
be decomposed into ten bands, each containing eight channels.
Cost of 2-stage multiplexing with expandable CMUX cards
can be more granular than 1-stage multiplexing. In particular,
network operator may add new CMUX cards as its demand
for capacity grows.

3) Switching subsystem: Switching subsystem is respon-
sible for directing selected channels to the add-drop multi-
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Fig. 5. Switching subsystem

plexing block and creating pass-through connections (between
different ONE directions) for the other channels. In the pass-
through mode, channel in one adjacent fiber is switched
to channel in another adjacent fiber. Example 4-direction
switching module is presented in Figure 5. Presented module
is based on using Wavelength Selective Switches (WSS) and
Optical SPlitters (SPL).

4) Amplification subsystem: Although optical signals do
not interfere with other electromagnetic signals, power of
optical signals is dispersed due to impurity of transmission
medium. Thus, power of transmitted signal in the source node
is much higher than power of received signal in the destination
node. To assure right power level received by photo-detectors,
optical signal may need to be amplified. Today, there are three
types of optical amplifiers in common use:

• Semiconductor optical amplifier,
• Raman fiber amplifier,
• Erbium doped fiber amplifier.
Semiconductor Optical Amplifier (SOA), in a similar man-

ner as Fabry-Perot laser diodes, uses a semiconductor to
provide the gain medium. Signal amplification is realized in
SOA by inducing energetic level of medium material. SOA
amplifiers need anti-reflection components at the end faces,
so amplifier not turns into a laser diode. SOA amplifiers in
practice operate at signal wavelengths between 0.4µm and
2.0µm, and generate gain up to 30dB. Compared with other
amplifier types (mainly EDFA) SOA may generate higher
noise, lower gain, moderate polarization dependence, and high
non-linearity with fast transient time. Still, SOA amplifiers
may have compact design, easily plug-able into fiber-pigtailed
components. Despite relatively high noise level, high amplifi-
cation and wide amplification spectrum make SOA amplifiers
attractive option in certain optical applications. In particular,
SOA amplifiers are widely used as wavelength convertors.

Raman Fiber Amplifier (RFA) exploits Raman distortion
effect, i.e., nonlinear interaction between signal and pump
laser within an optical fiber. In RFA amplifier, pump laser
generates optical signal in lower range of optical spectrum
(1535nm) that is further coupled with operational signal in
higher optical spectrum (1540nm – 1580nm). In other words,
RFA amplifier induces energy transfer from optical signal
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generated by pump laser to operational signal. RFA amplifier
in practice generates low noise level, has high amplification
level, and can produce high power signal. Construction of RFA
amplfier may be relatively complex to provide smooth and
wide gain characteristics, i.e., multiple pumping signals with
different frequencies may be required.

Erbium Doped Fiber Amplifier (EDFA) is likely most
widely used type of amplifiers. EDFA amplifier is composed of
a short Erbium doped fiber span (typically several kilometers)
and pump laser. Optical signal generated by the pump laser
is absorbed by Erbium atoms, that in turn release absorbed
energy to the operational signal transmitted through doped
fiber. EDFA amplifiers in practical applications use 980nm
– 1480nm pumping signal to amplify operational signals
transmitted at wavelength 1550nm. EDFA amplifiers in a
process of Amplified Spontaneous Emission (ASE) generate
noise that further decrease signal-to-noise ratio.

5) Protection subsystem: Typically, data stream, transmit-
ted through WDM network, may be protected by parallel opti-
cal channel spreading between the same type of transponders
in the same end devices as the nominal channel. For this
purpose, vendors provide special protection cards responsible
for activating protection channel in case of unavailability of
the nominal channel. Such cards can work in one of two
commonly used modes:

• source switched,
• destination switched.
Source switch mode is realized by turning off laser in the

nominal channel, and immediate activation of laser in the
protection channel, as only failure is detected. Source switch
is thus completely transparent to carried data, and directly
switches optical signals. Besides, source switch mode allows
to use simple optical couplers at receiver side, because only
one signal: nominal or protection is transmitted at time.

Destination switch is realized as data switch at receiver
side. Switch continuously compares quality of nominal and
protection signals, and according to result of this comparison
passes one of them to client interface. It means that lasers of
both signals must be active all the time, and data stream must
be replicated to both channels at source.

6) Management subsystem: According to OTH hierarchy,
overhead information can be sent in-band only to certain layer
defined by OTU. Below OTU layer, signaling is sent out-of-
band through so-called Optical Supervisory Channel (OSC).
OSC organization is proprietary.

C. ONE configuration

Basic element of the WDM network is device called Optical
Add-Drop Multiplexer (OADM). In general, OADM is re-
sponsible for multiplexing and concatenating tributary signals
into line signals transmitted towards other devices. Depending
on its configuration and design, optical devices can be used
in different fashions. Typical optical device configurations
include:

1) Line terminal (LT),
2) Back-to-back (BtB),

Fig. 6. Opaque mode

Fig. 7. Back-to-back configuration

3) Band optical add-drop multiplexer (BOADM) – 2-stage
multiplexer only,

4) Reconfigurable optical add-drop multiplexer (ROADM),
5) Tunable and reconfigurable optical add-drop multiplexer

(T&ROADM).
Below, we briefly characterize each of these configurations.
1. Line terminal is the most basic configuration of an optical

device. Device configured as a line terminal is responsible for
adopting and modulating tributary signals as colorful signals
and multiplexing resulting signals into λ channels according to
selected optical grid definition. Line terminals are commonly
used in so-called opaque mode (see Figure 6), to build
simple point-to-point optical spans. In opaque mode, device
receiving optical signal transforms it to the electric domain and
switches obtained electrical signals. Opaque mode is common
configuration of the SDH/Sonet devices. Line terminal can be
equipped with transponders, concentrators, multiplexers, and
amplifiers.

2. Back-to-back configuration allows to create simple multi-
point optical networks, by static coupling tributary ports
in transponders. Back-to-back configuration is presented in
Figure 7.

3. Band optical add-drop multiplexer is an extension of
back-to-back configuration which additionally allows subset of
band signals to be transmitted in pass-through mode directly
between band multiplexers (BOADM configuration, presented
in Figure 8, refers to 2-stage add-drop multiplexers.)

4. Reconfigurable optical add-drop multiplexer is a con-
figuration of optical device capable to add, drop, and pass-
through wavelengths (switch between adjacent fibers). It can
be (remotely) configured (through management system) to put
each channel within line fiber into one of two states: pass-
through or add-drop (see Figure 9).

5. Tunable and reconfigurable optical add-drop multiplexer
is the most advanced configuration that extends remote con-
figuration of ROADM with wavelength conversion function.
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Fig. 9. Remote optical add-drop multiplexer configuration

D. Optical impairments

Fiber attenuation is the most fundamental impairment that
affects optical signal propagation. Attenuation is a fiber prop-
erty resulting from using various material, structural, and
modular impairments. Still, fiber attenuation is an effect with
intensity linearly proportional to fiber length and number of
optical elements: connectors, splitters, etc. Thus, optical signal
power lost due to fiber attenuation can be recovered by using
so-called Linearized Optical Fiber Amplifier (LOFA) cards,
containing amplification modules described in Section II-B4.
Beyond amplifiers itself, LOFA cards may also contain a
module called Variable Optical Attenuator (VOA), respon-
sible for enforced attenuation of optical signal, so volume
of power received by photo-diode is contained in strictly
defined working window. Attenuation of VOA modules is
typically dynamically set in a closed-loop feedback between
adjacent ONE’s. Unfortunately, amplifiers, as all active optical
elements, introduce into transmitted signal some portion of
noise. Fiber attenuation is well standardized for particular fiber
types (cf. [5]).

Further, shape of optical signal can be distorted due to
dispersion. Dispersion cause that optical impulse is widened in
time. In extreme case, two consecutive impulses can overlap,
leading to potential reception errors. Two types of dispersion
ca be categorized: chromatic dispersion and polarization mode
dispersion.

Chromatic dispersion is related to velocity difference be-

tween different wavelengths in particular medium. Due to lin-
ear character of chromatic dispersion, impairments introduced
by this effect can be eliminated by using fiber spans with re-
verse dispersion characteristics. Compensating modules, called
Dispersion Compensating Fiber (DCF), are typically attached
after each fixed-length section of long-haul connection.

Polarization mode dispersion is caused by asymmetry of
the fiber-optic strand. Polarization mode dispersion has thus
completely random character. According to ITU-T recommen-
dation G.652 [5], unit dispersion coefficient of optical fiber
G.652B should not cross 17ps/(nm×km) for chromatic dis-
persion and 0.20ps/(

√
km) for polarization mode dispersion.

Another serious source of impairments is light scattering.
Light scattering results from localized non-uniformity in the
fiber medium. It can be seen as a deflection of a ray from
a straight path. Deviations from the law of reflection due to
irregularities on a surface of optical connectors are also usually
considered to be a form of scattering. Among light scattering
effects, several effects can imply serious impairments in pho-
tonic networks: stimulated Brillouin scattering and stimulated
Raman scattering. Scattering effects are non-linear, and they
tend to manifest themselves when optical signal power is high.

Other serious non-linear impairments in photonic networks
are related to: Four-Wave Mixing, Self-Phase Modulation, and
Cross-Phase Modulation. These effects result from transmit-
ting multiple wavelengths over single fiber. Non-linear effects
increase level of noise in the optical signal.

E. Network performance

During transmission in medium, optical signals are distorted
by certain optical effects. Resulting transmission errors affects
OTN service quality. Some of effects, having linear character-
istics, like fiber attenuation or chromatic dispersion, can be
compensated by using dedicated modules. Other effects intro-
duce distortions that cannot be recovered without translation
to electric domain.

Major performance indicator of OTN service quality, called
Bit Error Rate or simply BER, is thus related to the number of
erroneously transmitted bits in digital client signal. In relation
to noise introduced by non-linear optical effects and active
optical elements, BER can be treated as a function of Optical
Signal to Noise Ratio (OSNR), representing gap between
power of optical signal and power of noise. In relation to
effects not changing power level, but its distribution in time,
BER can be treated as a function of dispersion coefficients.

OSNR related to sequence of active elements can be calcu-
lated according to formula (1).

1/OSNR =
∑

i1/OSNRi, (1)

where OSNRi determines partial OSNR of i-th element in
the sequence.

F. Network cost model

Adjacent optical devices are connected by optical fibers,
attached to their line interfaces. Multiple fibers are further
combined into optical cables, connecting network sites and
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wells. Cables are attached to optical distribution frames, where
incoming fibers are interconnected in order to establish end-to-
end optical spans between devices. Signaling between WDM
devices is realized via proprietary out-of-band channel, outside
optical grid.

Optical device is a complex device, equipped with va-
riety of specialized functions required for photonic signal
processing. Typically, those specialized functions are realized
by expansion cards, fitted into device slots. Cards can be
further interconnected by back-plane device wiring or through
external patch-cords, fitted manually into their front panel
interfaces. In practice, to transport client signals, optical device
must be equipped with a minimal set of supervisory cards,
responsible for device control and management. Those cards
implement proprietary vendor-specific algorithms to enable
proper transmission and reception of photonic signals between
adjacent devices. In the following, cost related to those cards
is treated as a part of device fixed cost, being in turn a
part of CAPital EXpenditure (CAPEX) related to network
deployment.

In practice, optical devices are sold in the form of racks
(for example, one rack per direction), equipped with certain
number of slots for shelves. Each shelf in turn may be
equipped with a number of slots to host expansion cards.
Tributary and linear cards may be combined with embedded
or external Network Interface Controllers (NICs). In the latter
case, external NICs are fitted into appropriate slots on cards.
ONE slots must thus be filled with a set of required expansion
cards providing specialized functionality. Expansion cards can
be classified into two categories:

• fixed cards: switching matrices, band multiplexers, super-
vision cards, fans, power suppliers, etc.,

• elastic cards: channel multiplexers, transponders, and
muxponders.

Number and type of fixed cards is predefined by system
vendor. Cost of fixed cards, together with cost of racks and
shelves, is accounted into system installation cost. In other
words, cost of the fixed cards is independent of traffic amount
handled by ONE. Contrary to fixed cards, number and type of
elastic cards can vary according to specific usage of the WDM
system. In particular, network operator may choose between
different types of transponders providing different modulation
types, capacity, and forward error correction methods. In some
ONE designs, channel multiplexers can be not expandable, and
full range of multiplexers must be installed in the form of fixed
cards. However, in the following, we consider elastic channel
multiplexer cards as more general case. Band multiplexers are
typically fixed cards. Still, due to particular composition of
the switching matrices, some ONE designs may require instal-
lation of one rack per each direction (representing long-haul
connection with neighboring ONE). In that case, predefined set
of fixed cards, including band multiplexers, must be installed
in each rack.

According to ITU-T recommendation G.709 [2], signals
transmitted through OTN network compose the OTH hierar-
chy. OTH also defines structure and bandwidth of tributary

signals crossing the UNI interface of OTN network. As band-
width of single WDM channel may be greater than bandwidth
of typically used Layer 2 signals, multiple client signals may
be concatenated into larger signals, better fitted to bandwidth
of WDM channels. Signals are typically concatenated in the
time domain through dedicated concentrator cards.

Tributary signals need to be further framed according to
ODU definition, coupled with error correction overhead, and
transformed into colored optical signals to be transmitted
through WDM network. Card responsible for these functions
is called transponder. Optical signal transmitted by source
transponder is again converted to the digital domain in the
destination transponder. Between transponders, signal remains
in the optical domain. Still, certain control information related
to the transmitted signal is carried along signal path through
dedicated administration channel.

III. FLOW DESIGN

In this section we consider flow design problem related
to OTN/WDM photonic networks. Considered flow design
problem is formulated in terms of mathematical programming.
Having given basic WDM network topology and set of traffic
demands to be realized, OTN/WDM flow design problem is
aimed at identifying a flow distribution and composition of
expandable WDM components (e.g., muxponders, transpon-
ders, multiplexers, etc.) leading to optimized value of certain
objective function. In particular, feasible solution of the con-
sidered problem identifies design of the ONE nodes in terms of
number, type, and configuration of expansion cards necessary
to realize traffic demands, and associated cost.

Considered problem is described in the literature as Routing
Wavelength Assignment (RWA) problem. It is commonly
considered in combination with objective function maximizing
the number of concurrent connections. Example integer linear
programming formulation of this problem can be found in [6].
Independently in [7] and [8] it was proved that RWA problem
is NP-complete. Formulations proposed in the literature ([9],
[10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20])
differ from formulation proposed in the following in terms
of graph construction. Namely, in this paper it is assumed
that each λ channel constitutes separate edge in the network
graph. Such assumption is not common in other works, but
it allows to simplify formulation, and increase problem flex-
ibility through graph construction. Moreover, classical RWA
problem is concerned with routing and λ selection only. Here,
problem is extended with consideration of the access side. This
extension is motivated by usage of objective function related
to cost of elastic expansion cards.

A. Assumptions

Traffic demands are assumed to be known in advance, e.g.,
they can be sourced from some external business forecast and
measurement tool. As demand variation is out of the scope at
considered network design problem, demand volumes may be
additionally adjusted with some security margin. Each traffic
demand is defined by triple: source, destination, and bandwidth
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volume. Demand source and destination are external clients
connected to local ONE nodes through intra-office or short-
haul black&white fibers.

Client devices and ONE devices are installed within Points
of Presence (PoPs) of a network operator, and each client
device is connected to uniquely defined ONE, usually in the
same PoP. Even if in some PoP, ONE device is not installed,
client localized in such PoP must be unambiguously assigned
and connected to one ONE in one of the other PoPs.

After installing full suite of channel multiplexers, ONE
device is capable to handle N channels, equal to its maximum
capacity. Each channel has precisely defined central frequency
and width. Central frequencies of consecutive channels are
supposed to be compatible with one of optical grids defined
by ITU-T.

B. Network graph

Network topology at the simplest level defines locations,
configuration, and type of network elements, and arrangement
of long-haul fibers connecting network elements. Depending
on required level of granularity, network topology can be
more or less detailed. At level of details required by flow
optimization, this simple topology needs to be extended with
deeper insight into composition of network elements. For
this purpose, we define a directed graph G(V , E) composed
of set of nodes V and set of edges E . Graph composition is
used in the following as a basic modeling methodology. It
allows to formulate considered flow design problem in terms
of multi-commodity flow optimization.

1) Graph nodes: In general, node set V can refer to four
types of physical elements (cards or whole devices):

• optical network element - device responsible for multi-
plexing, switching, and (optionally) converting colorful λ
signals (O),

• transponder - expansion card responsible for adopting
colorless tributary signals and modulating them as col-
orful λ signals (T ),

• muxponders - expansion card responsible for concatenat-
ing multiple colorless signals into higher-order colorful
signals (M),

• client - non-WDM device, consuming OTN services (C).
In order to model switching and converting colorful λ

signals, each ONE is represented in the network graph G
by a set of graph nodes (referred to as colorful nodes),
each associated with exactly one λ and one direction towards
adjacent ONE. Accordingly, number of colorful graph nodes
associated with single ONE is equal to N × D, where D
is the number of ONE neighbors. Similarly, basic graph of
long-haul fiber connections is replicated, so there exists N
(equal to number of λ’s) parallel subgraphs, each topologically
isomorphic with original network graph. If ONEs are capable
to convert λ frequencies, all colorful nodes associated with
single ONE needs to be interconnected. For example, if in the
feasible solution, such artificial link is crossed on path between
colorful nodes associated with λ1 and λ2, it means that signal

Fig. 10. ROADM subgraph

Fig. 11. T&ROADM subgraph

incoming to the related ONE at λ1 is transmitted out through
λ2. Example subgraph of colorful nodes associated with
two neighboring 3-direction ONEs in ROADM configuration
is presented in Figure 10. T&ROADM counterpart extends
the ROADM subgraph with full mesh connections between
colorful nodes inside ONE, as presented in Figure 11.

Transponder and concentrator are sometimes combined as
one expansion card – muxponder. If not combined, clients
can be connected to transponders two-fold: through direct
connections or indirectly through hierarchy of compatible
concentrators. In the network graph, stand-alone transponders
are associated with a subset of graph nodes T , where each
graph node is associated with one transponder type and one
ONE location. Associated subgraph is presented in Figure 12.
In the figure, there are three transponder types (say 10Gbps,
40Gbps, and 100Gbps) and two clients. Transponder graph
nodes representing each transponder type in one location are
connected to all colorful nodes.

Muxponders form subset of graph nodes M, where each
muxponder type is replicated N times, so each colorful node

Fig. 12. Transponder subgraph
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Fig. 13. Muxponder subgraph

can be connected to its own unique suite of muxponders.
Despite graph contains all potential muxponder cards, only
some subset of cards may be required in the optimal solution.
All muxponder graph nodes are connected with graph nodes
representing compatible interfaces in the client devices, as
it is presented in Figure 13. Whole muxponder hierarchy is
represented by single graph node, which means that multiple
different connection types (different transport technology mod-
ules) are represented as parallel graph links, each associated
with one transport technology type.

Client devices are not replicated in the network graph,
and there exists exactly one graph node associated with each
physical client device.

2) Graph edges: Nodes V are connected by set of edges
F , referring to physical connections:

• long-haul fibers connecting ONEs (H),
• intra-office fibers connecting line ports in client devices

and tributary ports in muxponders/transponders,
• patch-cords and back-plane wiring connecting line ports

in transponders and tributary ports in ONE multiplexers.

All enumerated types of connections: fibers, patch-cords,
and wiring are further described by common term link. Set
F is assumed to be a superset of the link set defined by the
basic network topology. In particular, it contains replicated
edges between adjacent colorful nodes. Finally, not all edges
contained in F will be deployed, because some graph nodes
represent non-existent components and link deployment will
depend on card installation. A subset of these potential links
will be selected for deployment or activation.

C. Mathematical formulation

Based on introduced network graph definition, the WDM
flow design problem can be formulated as below mixed integer
programme.

object sets

E (directed) demands (e.g., IP links)
V nodes
O ⊂ V colorful ONE nodes
T ⊂ V transponders
M ⊂ V muxponders
C ⊂ V clients (e.g., IP routers)
F = H ∪ L (directed) edges (WDM links)
G ⊂ F edges associated with transponder

links
H ⊂ F edges associated with long-haul links
L ⊂ F edges associated with intra-office

links
Av ⊂ F edges outgoing from node v ∈ V
Bv ⊂ F edges incoming to node v ∈ V
Pv ⊂ F edges associated with add-drop (trib-

utary)
ports in colorful ONE nodes v ∈ O

Q data transmission technologies

predefined objects
a(e) ∈ C originating client node (source) of

demand e ∈ E
b(e) ∈ C terminating client node (sink) of de-

mand e ∈ E
a(f) ∈ V originating client node (source) of

edge f ∈ F
b(f) ∈ V terminating client node (sink) of edge

f ∈ F
α(fe) ∈ L terminating line related to originating

link f ∈ L with regard to demand
e ∈ E

constants
ce volume of demand e ∈ E
lf capacity module of link f ∈ F
tv equal to the maximum number of

active tributary links of muxponder,
if v ∈ M;
equal to 1, if v ∈ O

nf equal to N , if f ∈ G;
equal to 1, if f ∈ F \ G

variables
sfe ∈ {0, 1} variable equal to 1 if demand e ∈ E

is realized on link f ∈ F , and 0
otherwise

zf ∈ Z variable equal to the number of trans-
port modules on link f ∈ F

constraints
∑

f∈Av
lfsfe = ce e ∈ E , v = a(e) ∈ C (2a)∑

f∈Bv
lfsfe = ce e ∈ E , v = b(e) ∈ C (2b)∑

f∈Av
sfe =

∑
f∈Bv

sfe e ∈ E , v ∈ V \ {a(e), b(e)}(2c)∑
e∈Esfe ≤ zf f ∈ L (2d)∑
e∈Esfe ≤ Mzf f ∈ H (2e)∑
f∈Av

zf =
∑

f∈Bv
zf v ∈ O (2f)∑

f∈Bv
zf ≤ tv v ∈ M∪O (2g)
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∑
f∈Av

zf ≤ 1 v ∈ M∪O (2h)
zf ≤ nf f ∈ F . (2i)

Presented formulation is a modified form of classical formu-
lation of multi-commodity flow optimization problem (see [21]
and [22]). In this formulation, flow distribution is described by
values of binary variables s representing flows on particular
network links. Having given feasible values of s one can easily
reconstruct particular paths selected to carry traffic.

Integer variables z determine in general number of trans-
mission modules on particular links. However, in case of links
associated with nodes v ∈ M∪O this number is strictly binary
(due to constraints (2h) and (2i)). For the rest, variable z is
integer (due to constraints (2g) and (2i)).

Due to classical flow conservation constraints (see [21]), in
relation to specific demand, in all nodes, except end nodes
of this demand, the total volume of incoming flows must be
balanced by total volume of outgoing flows. Formulation (2)
involves two groups of flow conservation constrains: con-
straints (2a)-(2c) related to variables s and constraints (2f)
related to variables z.

Usage of particular network links, including all types of
inter-card patch-cords and back-plane wiring, by flows de-
termines consumption of transport modules (their number
is expressed by variables z), according to constraints (2d)
and (2e).

Constraints (2g) assure that only one transponder or mux-
ponder can be coupled with each channel tributary port in ONE
multiplexer. Similarly, number of active tributary and line links
connected to muxponder ports are limited by constraints (2g)
and (2h), respectively.

Formulation (2) gathers constraints related to using WDM
transport to carry client traffic. Based on this formulation, in
the following we consider a number of its extensions and
composition of objective function related to the overall cost
associated with WDM transport.

D. L2 technology

To express that each demand can be realized using homoge-
nous L2 technology, like GigabitEthernet, FC800, STM64,
binary variable vector k was introduced. Non-zero value of
variable kge enforces through constraints (3a) that demand
e ∈ E can be realized using only links compliant with
technology g ∈ Q. If one technology (say g ∈ Q) is selected
(value kge is 1), links associated with other technologies
cannot be used, what is assured by constrains (3b).

∑
f∈Rg

sfe ≤ |Rg|kge g ∈ Q, e ∈ E (3a)
∑

g∈Qkge ≤ 1 e ∈ E . (3b)

Above, Rg ⊂ F denotes set of edges associated with
technology g ∈ Q.

E. Redundancy

To provide uninterrupted services, able to survive failures of
optical network elements and fiber connections, client devices

need additional bandwidth, allocated along paths not affected
by considered failures. Additional bandwidth, required by
protection, is associated with certain level of resource redun-
dancy. Redundant resources are either not used in the nominal
network state or can be used for transmitting low priority
traffic, preempted in case of failure occurrence.

In case of the WDM networks, redundant resources can
be provided either at client digital signal level (called client
protection) or photonic signal level (called photonic protec-
tion). In the former case, client device is responsible for
activating redundant resources. Redundant resources cover
optical channels allocated along protection path, and transpon-
der/muxponder cards and ports. In the latter case, specialized
protection cards are required. Such protection cards split power
of the protected optical signal between multiple (usually two)
ports connected to different add-drop ports within multiplexer
subsystem. In both cases, the nominal and protection paths
should be topologically disjoint with regard to failure occur-
rence, so under any failure at least one of the paths survives.

Let set Fi, i ∈ I represents an arbitrary set of links that
share risk of failure. Such group is described in the literature
as Shared Risk Link Group (SRLG) or in general Shared Risk
Resource Group (SRRG) [23]. Each SRLG associated with
single link f ∈ F failure contains exactly one element. Each
SRLG associated with node v ∈ O failure contains all adjacent
links, i.e., Av ∪Bv . SRLG should be constructed case by case
in relation to specific needs and requirements of a network
operator. Specific composition of SRLG thus remains out of
scope of this paper.

In order to determine capacity cei allocated to demand e and
available during failure state i, constraints (4a)–(4b) should be
added to the problem formulation (2):

0 ≤ ce − cei ≤ Mrei e ∈ E , i ∈ I (4a)
0 ≤ cei ≤ M(1− rei) e ∈ E , i ∈ I (4b)
0 ≤ rei ≤

∑
f∈Fi

sfe ≤ Mrei e ∈ E , i ∈ I. (4c)

Above, each variable cei expresses volume of link flow
associated with demand e in failure state i. Value of variable
rei indicates if link e is available throughout failure state i.
Consequently, if for some pair (e, i) rei = 1 then associated
cei is equal to ce, and cei is zero otherwise. In according to
constraints (4c), value of rei is positive if and only if at least
one link f realizing demand e is affected by failure i, i.e.,
when

∑
f∈Fi

sfe ≥ 0.
Redundancy required by protection mechanisms can be

also modeled through multiplication of demand volume to be
realized by the transport WDM/OTN network, and additional
constraints assuring that only fraction of demand volume is
transmitted through specific resources (network element or
link). Protection method associated with described resource
redundancy requirement is commonly described in the litera-
ture as path diversity [24]. To assure introduced requirement
constraints (2a)–(2b) must be rewritten as:
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∑
f∈Av

lfsfe = 2ce e ∈ E , v = a(e) (5a)∑
f∈Bv

lfsfe = 2ce e ∈ E , v = b(e) (5b)∑
f∈Fi

lfsfe ≤ ce e ∈ E , i ∈ I. (5c)

Constraints (5c) assure that any link flow do not exceed
demand volume. In result, each demand must be realized on
at least two disjoint paths.

F. Optical impairments

Optical impairments (described in Section III-F) affecting
optical signals, transmitted through photonic network, can be
modeled in the form of three limitations:

• fiber length limit,
• hop-count limit,
• noise accumulation limit.
Chromatic dispersion is responsible for spreading duration

of optical signal peaks. As a linear effect, proportional to the
total length of fiber, chromatic dispersion can be eliminated
by using DCM modules. DCM modules are supposed to
introduced chromatic dispersion in reverse direction than dis-
persion introduced by regular fiber. DCM modules compensate
thus chromatic dispersion related to central frequency of the
optical signal. Consequently, dispersion affecting frequencies
far from the central frequency are not compensated completely.
Amount of uncompensated chromatic dispersion is called
residual dispersion. Residual dispersion is an important factor
that limits the total length of fiber traversed by optical signal.
Maximum admissible fiber length depends on transponder type
and characteristics.

Optical signal propagating through fiber medium is atten-
uated. Fiber attenuation is proportional to the total length of
fiber spans crossed by the signal. To restore signal power to the
level required by photo-detector, optical signal is amplified by
LOFA cards localized in selected points along the path. How-
ever, LOFA cards, beside signal amplification, introduce some
portion of noise. To keep signal quality at high level, network
operator should control the total amount of introduced noise.
On one hand, low noise level can be assured by hop-count
constraints. On the other hand, noise characteristic of active
optical elements, as mentioned LOFA cards, can be expressed
in terms of ONSR value. As described in Section II-E, total
value of OSNR is proportional to partial OSNR of particular
elements in the path.

All introduced in this section limitations can be associated
with additive metrics: length, hop-count, and inverse OSNR.
Accordingly, all can be modeled similarly by set of so-called
shortest path constraints. Formulation of shortest path con-
straints is based on path length variables p = (pv : v ∈ O).
Each pv represents the length of the shortest path from v with
respect to weight system q. Then, for each link f outgoing
from node v (a(f) = v) contained in the shortest path crossed
by edge the following shortest path condition must hold.

pa(f) + qf = pb(f). (6)

Condition (6) is commonly used by the shortest path al-
gorithms to validate if the path traversing edge f is shorter
than the shortest path found so far. For our purposes we adopt
condition (6) to formulate shortest path constraints:

pa(f) + qf − pb(f) = 0 if value of zf is 1 f ∈ E (7a)
pa(f) + qf − pb(f) ≥ m if value of zf is 0 f ∈ E . (7b)

Conditions (7a)-(7b) state that if and only if edge f is
contained in the shortest path to b(f), length of this path
must be equal to sum of the length of a shortest path to
a(f) and weight qf . Otherwise; the value of the expression
pa(f)+ qf −pb(f) must be greater or equal to m, which is the
smallest difference between lengths of two paths. Accordingly,
length limitation constraints can be formulated as follows:

m(1− zf ) ≤ pa(f) + qf − pb(f) ≤ Mzf f ∈ E (8a)
pv ≤ p∗ v ∈ V. (8b)

Considered limitations require additional constraints (8b)
to enforce that values of required parameters remain under
maximum admissible level p∗. Weight system q is constant,
and is supposed to express value of required parameter:

• link length,
• number of active elements associated with link (usually

one),
• inverse OSNR associated with link.

G. Network cost
Cost of WDM transport is mostly related to the number

and type of used elastic expansion cards: channel multiplexers,
transponders, and muxponders. Cost related to installation of
transponder and muxponder cards can be expressed as follows:

∑
v∈O

∑
f∈Pv

1
2gvzf . (9)

Above, unitary cost related to card associated with node
v ∈ M∪ T is given by constant gv .

To calculate cost related to installation of multi-stage mul-
tiplexer expansion cards we need to introduce additional
variables and constrains. Binary variable mj associated with
multiplexer j ∈ J states if card is installed or not. Variable
is positive if at least one channel associated with this partic-
ular multiplexer is used. This relation is expressed by con-
strains (10). Set of colorful channel links and cost associated
with multiplexer j ∈ J are given by Sj and hj , respectively.

∑
f∈Sj

zf ≤ |Sj |mj j ∈ J . (10)

Finally, with respect to (10) and other constraints defined
above, the objective function can be formulated as:

min F (z,m) =
∑

v∈O
∑

f∈Pv

1
2gvzf +

∑
j∈J hjmj . (11)

Objective function (11) is related to minimization of number
of expansion cards.
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TABLE I
CHARACTERISTICS OF THE SELECTED NETWORK INSTANCES

Network instance Nodes Links Demands
abilene 12 15 132

atlanta 15 22 210

brain 161 332 14311

cost266 37 57 1332

geant 22 36 462

germany50 50 88 662

giul39 39 172 1471

france 25 45 300

janos-us 26 84 650

janos-us-ca 39 122 1482

TABLE II
CHARACTERISTICS OF THE NETWORK GRAPHS

Network instance |O| |C| |L| |H| |F|
abilene 2400 12 1200 36 1236

atlanta 3520 15 1760 45 1805

brain 53120 161 26560 483 27043

cost266 9120 37 4560 111 4671

geant 5760 22 2880 66 2946

germany50 14080 50 7040 150 7190

giul39 27520 39 13760 117 13877

france 7200 25 3600 75 3675

janos-us 13440 26 6720 78 6798

janos-us-ca 19520 39 9760 117 9877

IV. COMPLEXITY

Throughout this section we estimate complexity of the con-
sidered formulation of the WDM flow design problem. Com-
plexity estimation is based on calculation of the numbers of
variables and constrains necessary to formulate the considered
WDM flow design problem in relation to the selected instances
of network instances defined in the SNDLib library [25].
Referenced network instances are characterized in Table I,
where particular columns contain the numbers of network
nodes, network links, and traffic demands, respectively.

Further, assuming 80-channel WDM technology and three
types of transponders (10Gbps, 40Gbps, 100Gbps) we calcu-
late the numbers of particular types of graph elements related
to the considered network instances. Calculation results are
presented in Table II.

Finally, Table III contains the numbers of constrains and
variables necessary to formulate the considered WDM flow
design problem in relation to the selected SNDLib network
instances. Number of constraints is contained in a range from
19 thousands to 26 millions. Number of variables is even
larger and is contained in a range from 164 thousands to 387
millions. Such enormous numbers of constraints and variables
make in practice the considered formulations numerically
intractable for resolving with exact optimization methods.

TABLE III
CHARACTERISTICS OF THE FORMULATIONS

Network instance Constraints Variables
abilene 19704 164388

atlanta 38335 380855

brain 26151647 387039416

cost266 484005 6226443

geant 114852 1363998

germany50 372608 4766970

giul39 1263603 20426944

france 96825 1106175

janos-us 307484 4425498

janos-us-ca 956135 14647591

V. CONCLUSION

Paper investigates mathematical modeling of photonic net-
works applying wavelength division multiplexing. Based on
standardization efforts, research work, and commercial of-
ferings, a functional model of WDM network is proposed.
Proposed network model involves a series of specific aspects
of photonic transmission, like fiber attenuation, dispersion, and
noise accumulation. Developed functional model is a basis
for development of mathematical models of multicommodity
flows in WDM network.

Number of integer variables used in a mathematical model
in high degree determines computational complexity of op-
timization formulations based on this model. In case of the
proposed model, this number is proportional to the squared
number of WDM devices and number of WDM channels. For
even small network instances (composed of several devices),
this number can be at level of thousands. Thus, in the future
work, in order to reduce complexity of the proposed model
to numerically tractable level, authors will try to decompose
it. In particular, future work will focus on adopting general
decompositions methods proposed in context of large-scale
linear programming, like Dantzig-Wolfe decomposition, La-
grangean relaxation, and Benders decomposition, for the case
of proposed model.
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Abstract—The generalized Wiener polarity index Wk(G) of a
graph G = (V,E) is defined as a number of unordered pairs
{u, v} of G such that the shortest distance between u and v is
equal to k:

Wk(G) = |{{u, v}, d(u, v) = k, u, v ∈ V (G)}|
In this paper we give some results for 2-trees in case of mentioned
index. We present an infinite family of 2-trees with maximum
value of generalized Wiener polarity index.

I. INTRODUCTION

LET G = (V (G), E(G)) be a connected, simple graph
with V (G) the vertex set and E(G) the edge set. Let

n be the number of vertices and m the number of edges. By
d(u, v) we denote the distance between two vertices u and v in
the graph G. What we call a diameter diam(G) is the longest
distance between two vertices of G. The degree of the vertex
u in the graph G is denoted by deg(u). Other definitions, not
mentioned here can be found in [1].
The Wiener polarity index of a graph G = (V (G), E(G)) is
defined as

WP (G) = |{{u, v} : d(u, v) = 3;u, v ∈ V (G)}|

which is a number of unordered pairs of vertices {u, v} of G
such that d(u, v) = 3. Authors of [4, 5, 7, 13] studied this
index for trees with different parameters such that number of
pendant vertices, diameter or maximum degree. Additionally,
in [12] there are described algorithms for counting Wk(T ) for
trees.
The generalized Wiener polarity index of a graph G =
(V (G), E(G)) is defined as

Wk(G) = |{{u, v}, d(u, v) = k, u, v ∈ V (G)}|

which is a number of unordered pairs of vertices {u, v} of G
such that the distance between u and v is equal to k.
Let us now remind the definition of the Wiener index W (G)

W (G) =
∑

{u,v}⊆V (G)

d(u, v) =
1

2

∑

v∈V (G)

D(v),

where D(v) =
∑

u∈V (G) d(u, v) is the sum of all distances
from the vertex v. As we can see W (G) is defined as the
sum of the distances between all pairs of vertices in the

graph G. Note that: W (G) =
∑diam(G)

k=1 kWk(G). The Hosoya
polynomial (Wiener polynomial) of G in x is defined as
follows

W (G, x) =
∑

u,v∈V (G)

xd(u,v) =

diam(G)∑

k=1

Wk(G) · xk

More information about Hosoya polynomial the reader can
find in [9].
The applications of mentioned indices are described in the
papers [2, 3] and also in [9, 10]. Probably the best known
topological index is the Wiener index and this is the one
described by many authors, for example [2, 8].

II. GENERALIZED WIENER POLARITY INDEX

In case of generalized Wiener polarity index for trees there
are some known results presented in [12]. Let T be a tree. If
k = 1 then W1(T ) = m, where m is the number of edges. If
k = 2 then

W2(T ) =
∑

v∈V (T )

(
deg(v)

2

)
=

∑
v∈V (T ) deg

2(v)

2
−m

=
M1(G)

2
−m

where M1(G) is the first Zagreb index of a graph. For
detailed information on Zagreb indices the reader is referred
to [11].
If k = 3 we have

W3(T ) =
∑

uv∈E(T )

(deg(v)− 1)(deg(u)− 1)

=
∑

uv∈E(T )

deg(u)deg(v)−
∑

v∈V (T )

deg2(v) +m

= M2(T )−M1(T ) +m

where M2(T ) is the second Zagreb index of a graph.

Let us now assume that k ≥ 3. In a situation when
diameter of T is less than k we have Wk(T ) = 0 and that is
why the minimum value of Wk(T ) is equal to zero. This is
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achieved for all trees for which diam(T ) < k. Actually, this
is simple fact for each graph.

Now we will study the generalized Wiener polarity index
for 2-trees. Let us define a 2-tree first. The smallest 2-tree is
a complete graph K3 of order n = 3. A 2-tree of order n is
obtained from a 2-tree G of order n − 1 by attaching a new
vertex v and two edges {vx, vy} such that {x, y} ∈ E(G).
Concerning 2-trees with diam(G) ≥ k is more difficult than
for trees.
Let G be a 2-tree of order n and size m. A pendant vertex in
a 2-tree is a vertex with degree equal to 2. Now, for k = 1
the value of W1(G) stays the same as for trees. For k = 2 we
have

W2(G) =
∑

v∈V (G)

((
deg(v)

2

)
−m

)

But let us move on to what will be considered now and this
are the maximum values of Wk(G) where G is a 2-tree.

What we are going to do is to decompose all vertices v in
G with deg(v) = 2 into some number of groups. Each group
has the following property

Ai = {v ∈ V (G) : deg(v) = 2∧∃ei={ui,wi}; vui, vwi ∈ E(G)}
for i = 1, 2, ...
We have at least two such groups. Let us say that the

distance between two arbitrary pendant vertices from different
groups is not equal to k. Distances between vertices in each
group are equal to 2.

Let p1 and p2 be the numbers of vertices on distance k
from an arbitrary pendant vertex from A1 and A2, respectively.
We can ssume that p1 ≥ p2 with no loss of generality. After
removal of all pendant vertices from A2 and addition to the
group A1 we get the transformed 2-tree G′

Wk(G
′)−Wk(G) ≥

= (|A1|p1 + |A2|p1)− (|A1|p1 + |A2|p2) =
= |A2|(p1 − p2) ≥ 0

(1)

Note this is true for two groups. If there are more of them
inequality in (1) may not hold.
By repetition of this transformation we will get a new 2-tree
with possibly greater generalized Wiener polarity index. The
diameter of G′ after each transformation is less or stays the
same as the one for G. Each transformation gives us also one
new pendant vertex. If we will choose the most distant groups
of pendant vertices we will get a 2-tree with diameter equal
to k. After that we can apply the transformation finitely many
times until all pendant vertices are on distance k and no other
vertex of the final 2-tree has eccentricity equal to k. During
this process the Wk(G) may be changing by decreasing or
increasing. Some example is presented in Fig.1.

Let us assume we have p groups of pendant vertices with
sizes: a1, a2, ..., ap and a1+a2+...+ap = q. We consider a 2-
tree with diam(G) = k. We have then n− 2(k− 1) ≥ q ≥ 2.

Assume that the distance between any two pendant vertices
not from the same group is equal to k and that is why

Wk(G) =
1

2

p∑

i=1

ai(q − ai) =
1

2

(
q2 −

p∑

i=1

a2i

)
(2)

In the case when the distance between the group Ai and Aj

for i 6= j is less than k the generalized Wiener polarity index is
less than the one presented above. If p = 2 we have Wk(G) =
a1a2. This value is maximum for a1 + a2 = n − 2(k − 1),
a1 =

⌊
n−2(k−1)

2

⌋
and a2 =

⌈
n−2(k−1)

2

⌉
.

Wk(G) =

⌊
n− 2(k − 1)

2

⌋⌈
n− 2(k − 1)

2

⌉
=

=

(⌊
n

2

⌋
− (k − 1)

)(⌈
n

2

⌉
− (k − 1)

)
=

=

⌊
n

2

⌋⌈
n

2

⌉
− (k − 1)

(⌊
n

2

⌋
+

⌈
n

2

⌉)
+ (k − 1)2

so
Wk(G) =

⌊
n

2

⌋⌈
n

2

⌉
− (k − 1)(n− (k − 1)) (3)

Let p > 2 and k > 2. First we consider the even k. By
n ≥ 2 + p(k − 2) + q and 2 < p ≤ q we have p ≤ n−2−q

k−2 , so

p <
n− 2

k − 2
. (4)

We have the following

q =

p∑

i=1

ai,

n = 2 + 2p

(
k

2
− 1

)
+

p∑

i=1

ai = 2+ p(k − 2) +

p∑

i=1

ai.

Hence
n ≥ 2 + p(k − 2) + q. (5)

We apply Cauchy - Schwarz ineqality to the formula (2) with
q ≤ n− 2− p(k − 2)

Wk(G) =
1

2

(
q2 −

p∑

i=1

a2i

)
≤ 1

2

(
q2 − q2

p

)
≤ 1

2
f(p) (6)

where
f(p) = (n− 2− p(k − 2))2

(
1− 1

p

)
.

The extremal generalized Wiener polarity index Wk(G) is
obtained for the case when we have equality in (6). We are
going to study this case. We will give some examples of
extremal 2-trees and then we will state the final result in
Theorem 1.
So for real variable p we study

f(p) =
(
(n− 2)2 + p2(k − 2)2

)(
1− 1

p

)

− 2(k − 2)(n− 2)(p− 1).

(7)
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Fig. 1. A process of moving pendant vertices G1 → G2 → G3 → G4 → G5. W4(G1) = 8, W4(G2) = 9, W4(G3) = 10, W4(G4) = 9, W4(G5) = 5.

Let h(p) = 2(2 − k)(1 − 1
p ) +

n−2−p(k−2)
p2 . Then the first

derivative equals

f ′(p) = (n− 2− p(k − 2))h(p)

By (4) we have f ′(p) = 0 if and only if p = p̂, where

p̂ =
1

4
+

1

4

√
8n+ k − 18

k − 2
(8)

Similarly f ′(p) > 0 if and only if h(p) > 0. This is
equivalent to the inequality

g(p) = 2p2 − p− n− 2

k − 2
< 0.

So g(p) < 0 if and only if p < p̂ .
Let

s = 4p̂ = 1 +

√
8n+ k − 18

k − 2
.

Then

1

p̂
=

√
(k − 2)(8n+ k − 18)− (k − 2)

2n− 4
=

(k − 2)(s− 2)

2n− 4
.

By (6) we can write

f(p̂) =

(
n− 2− 1

4
(k − 2)s

)2 (
1− (k − 2)(s− 2)

2n− 4

)
.

Then

f(p̂) =

(
(n− 2)2 − (n− 2)(k − 2)

2
s+

(k − 2)2

16
s2
)
·

(
1− (k − 2)(s− 2)

2n− 4

)
.

(9)

We are interested in the case with p̂ ≥ 3. By (8) we get
n ≥ 15k − 28.

Example 1:
By the formula (9) for k = 6 we get

f(p̂) =(
(n− 2)2 − 2(n− 2)

(
1 +

√
2n− 3

)
+
(
1 +

√
2n− 3

)2) ·
(
1− 2

√
2n− 3− 2

n− 2

)
.

Let us set

n = 2t2 + 2 ≥ 15k − 28 = 62. (10)

By (8) for even t we have

⌊p̂⌋ =
⌊
1

4
+

1

4

√
4t2 + 1

⌋
=

⌊
1

4
+

t

2

⌋
=

t

2
. (11)

Note that by (7)

f(⌊p̂⌋) = 4t(t− 1)2(t− 2), (12)

and

f(⌈p̂⌉) = 4t(t2 − t− 2)2
1

t+ 2
> f(⌊p̂⌋),

for t > 2.
We can note that by the formula (6) we get extremal 2-trees

for the case
W6(G) =

1

2
f(⌊p̂⌋).
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Now we compare this value with Wk(G) for p > 2. By the
formula (3) for p = 2 we get

W6(G) ≤ (t2 + 1)2 − 5(2t2 + 2) + 25 = t4 − 8t2 + 16.

So we get the following inequality

1

2
f(⌊p̂⌋) > t4 − 8t2 + 16.

By the formula (12) we get

2t(t− 2)(t− 1)2 > t4 − 8t2 + 16. (13)

The inequality (13) is equivalent to the following one

2t(t− 1)2 > (t− 2)2(t+ 2). (14)

Suppose now that t = 6, then by (10) we have n = 2 · 62+
2 = 74 and by (9) we have ⌊p̂⌋ = 3. The inequality (14) holds
in this case. So we obtained the maximum W6(G) = 3 · 202
for the 2-tree G with parameters n = 74, k = 6, p = 3 and
|Ai| = (n− 14)/3 = 20.

An extremal 2-tree is presented below in Fig. 2.
Example 2:

By the formula (9) for k = 4 we get

f(p̂) =(
(n− 2)2 − (n− 2)

(
1 +

√
4n− 7

)
+

1

4

(
1 +

√
4n− 7

)2) ·
(
1−

√
4n− 7− 1

n− 2

)
.

We have:

n = t2 + 2 ≥ 15k − 28 = 15 · 4− 28 = 32. (15)

By (8) for even t we have

⌊p̂⌋ =
⌊
1

4
+

1

4

√
4t2 + 1

⌋
=

⌊
1

4
+

t

2

⌋
=

t

2
. (16)

and then by (7)

Fig. 2. An extremal graph of order n = 74 with k = 6 and three groups
|Ai| = 20, i = 1, 2, 3.

Fig. 3. An example of extremal graph for k = 4.

f(⌊p̂⌋) = t(t− 2)(t− 1)2,

and
f(⌈p̂⌉) = t(t2 − t− 2)2

1

t+ 2
,

We can note that by the formula (6) we get

W4(G) =
1

2
f(⌊p̂⌋).

By the formula (3) for p = 2 and k = 4 we get W4(G) =
1
4 t

4 − 2t2 + 4.
Now we get the following inequality

f(⌊p̂⌋) = t(t− 2)(t− 1)2 > t(t2 − t− 2)2
1

t+ 2
= f(⌈p̂⌉).

The above inequality is equivalent to the following one

(t+ 2)(t− 2)(t− 1)2 > (t2 − t− 2)2. (17)

Suppose now that t = 6, then by (15) we have
n = 62 + 2 = 38 > 32 and ⌊p̂⌋ = 3. So the inequality (17)
holds in this case and we have the maximum W4(G) = 3 ·102
for the 2-tree G with parameters n = 38, k = 4, p̂ = 3 and
|Ai| = (n− 8)/3 = 10, i = 1, 2, 3.
An extremal 2-tree is presented in Fig. 3.

In general case we have the following result.
Let p− = ⌊p̂⌋ and p+ = ⌈p̂⌉ where p̂ is defined in (8) . We
present a theorem for 2-trees of order n equal to g(k), where
g(k) is some function defined in the proof.

Theorem 1. Let n and k be integers. For each even
integer k ≥ 4 there exists a 2-tree G of order n with extremal
generalized Wiener polarity index Wk(G) and with p− ≥ 3
or p+ ≥ 3 groups of pendant vertices for n = g(k) where
g(k) is some function in variable k. Then we have an infinite
family of such 2-trees.

Proof: By (7) and (8) we have p− ≤ p̂ ≤ p+ and Wk(G) =
1
2 max{f(p+), f(p−)}, where

f(p−) =
(
(n− 2)2 + p2−(k − 2)2

)(
1− 1

p−

)

− 2(k − 2)(n− 2)(p− − 1).
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Fig. 4. Examples of 2-trees of the same order with diameter k = 7, where
W7(G1) > W7(G2) for even x ≥ 12.

We get the inequality

1

2
f(p−) >

⌊
n

2

⌋⌈
n

2

⌉
− (k − 1)(n− (k − 1)).

Hence

p3−(k − 2)2 − p2−(k − 2)(2n+ k − 6)

+ p−

(
(n− 2)2 − 2

⌊
n

2

⌋⌈
n

2

⌉
+ 4kn− 6n− 2k2 + 6

)

− (n− 2)2 > 0.

Similarly we can compare

1

2
f(p+) >

⌊
n

2

⌋⌈
n

2

⌉
− (k − 1)(n− (k − 1)).

This two above inequalities are equivalent to the following
one:

n2 − n(12((p− 2)k − 2p) + 52) + 52− 12k2

+ 6p((p− 2)(k − 2)2 + (k − 2)(k + 2)) > 0

where p = p+ or p = p−.
By solving this inequality we can construct 2-trees G with

p− ≥ 3 or p+ ≥ 3 groups of pendant vertices with extremal
generalized Wiener polarity index Wk(G). It is enough to take
g(k) = 2 + p(k − 2 + a), where a = |Ai| for each integer
a ≥ (k − 2)max{11, 2(p− 1)} and i = 1, ..., p with p = p−

or p = p+. It follows by formula (8). This is the end of the
proof.

In the theorem we are presenting the results for even k.
Note that for odd k the generalized Wiener polarity index
Wk(G) for 2-trees of order n with two groups of pendant
vertices in general case is not greater than such index for
2-trees of order n with p = 3 groups of pendant vertices.
An infinite number of such examples of 2-trees is presented
in Fig. 4.

In this paper we proved Theorem 1 for 2-trees of order n
with an extremal Wk(G) for given n and k. In the future work
we wish to find an efficient algorithm for counting Wk(G) for
the considered family of graphs.
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Grzegorz Śmigielski,

Kazimierz Wielki University in Bydgoszcz,
Institute of Mechanics and Applied Computer Science

Bydgoszcz, Poland
Email: gsmigielski@ukw.edu.pl

Dawid Ewald
Kazimierz Wielki University in Bydgoszcz,

Institute of Technology
ul. Chodkiewicza 30, 85-064 Bydgoszcz, Poland

Email: dawidewald@ukw.edu.pl
Marcin Paprzycki

Systems Research Institute of the Polish Academy of Sciences
ul. Newelska 6, 01-447 Warsaw, Poland
Email: marcin.paprzycki@ibspan.waw.pl

Wojciech Dobrosielski
Kazimierz Wielki University in Bydgoszcz,

Institute of Technology
ul. Chodkiewicza 30, 85-064 Bydgoszcz, Poland

Email: wdobrosielski@ukw.edu.pl

Abstract—The physical model of Water Capsule Flight is
relatively simple but analytically unsolvable. The input data
includes the mass of the capsule, velocity, altitude, aerodynamic
coefficients of the capsule, and horizontal and vertical winds. The
ABC optimization is focused on those attributes. This article is
a part of the series dedicated to Inspired by Nature Methods of
AI and their implementation in the mechatronic systems. A bag
filled with water is an excellent source of explosion-produced
water spray which can be used for extinguishing large fires
or for other purposes. The paper presents theoretical models
of flight of a bag filled with water, dropped from an aircraft
moving horizontally. Results of numerical computations based
on this model are compared with results of measurements for
the trajectory of a bag dropped from a helicopter. A description
of the experimental and numerical setup for this experiment are
also discussed.

I. INTRODUCTION

BEHAVIOR of many animal species in nature is similar to
the swarm behavior. Shoals of fish, flocks of birds and

flocks of land animals are created as a result of the biolog-
ical drive to live in a group. Specific individuals belonging
to a flock or a shoal are characterized by higher survival
probability because predators or raptors usually attack only
one individual. Group movement is characteristic for flocks of
birds and other animals as well as shoals of fish. Flocks of
land animals react quickly to changes of movement direction
and velocity of neighboring individuals. Herd behavior is also
one of the main characteristic features of insects living in
colonies (bees, wasps, ants, termites) Communication between
individual insects of the swarm of social insects has already
been thoroughly studied and is still subject of studies. The
systems of communication between individual insects con-
tribute to creation of "collective intelligence" of swarms of

social insects [4], [11]. Thus the term "Swarm intelligence"
emerged, meaning the above mentioned "collective intelli-
gence" [6], [10], [9], [15], [16]. The swarm intelligence is part
of the Artificial Intelligence as per examination of activities
performed by separate individuals in decentralized systems
[14]. The Artificial Bee Colony (ABC) metaheuristics has been
introduced quite recently as a new trend in the Swarm intel-
ligence domain [17][13][2]. Artificial bees represent agents
solving complex combinatorial optimization problems. This
article presents proposed optimization of water capsule flight
using ABC method [10][9]. Data obtained from real water
capsule flights developed for firefighting was used here. A very
efficient way of water spray formation is explosion method
consisting in detonation of an explosive placed in a water
container [19]. Water sufficiently eliminates undesired con-
sequences of detonation, which provides potential possibility
for applications of that method. Water spray can be used, e.g.
to extinguish fire and to neutralize contaminated areas [12][5].
Water capsule suspended under a helicopter or another aircraft
enables fast transport of water to the area of airdrop. Described
system allows automatic release of the water capsule at such
a distance from the target so that, after some time of its free
fall, it is located over the target at the specified altitude and
then detonated to generate spray which covers specified area
of the ground [5][18].

II. PHYSICAL METHODOLOGY OF THE WATER CAPSULE
FLIGHT ANALYSIS

In principle the problem of delivering a water capsule to a
given point on the ground is very similar to the problem of
hitting a surface target by a bomber with an unguided bomb.
There are, however, two problems that make difficult a direct
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Fig. 1. Schematic view of the procedure of delivering water-capsule to a
designed point.

application of the procedures used by military aviation. The
first follows from the fact that such procedures, as majority
of procedures used by the military are either classified as
a whole or comprise classified crucial components [1] [7].
The second problem is connected with much higher safety
standards that must be observed in the case of placing water-
capsule "in target". It seems then more reasonable to develop
procedures from the very beginning than to try to adopt
non-classified components of similar military procedures. The
ultimate objective consists in developing a high precision
system of delivering by an aircraft (presumably a helicopter) a
water-capsule to a defined point where it should be exploded
in order to generate cloud of water-spray playing role of the
fire-extinguishing agent. A scheme of such procedure is shown
in Fig. 1.

Designing a suitable system must be based on theoretical
models that can serve as a foundation of numerical programs.
The models are founded on the assumption that the water-
capsule moves in the air under the influence of a constant and
vertical gravitational force and of the Bernoulli drag (pressure
drag) that acts against its motion with respect to the air and
is proportional to the square of the velocity of this motion.
After denoting the velocity by −→v one can write the following
formula the drag force.

−→
O =

cρA

2
v−→v , (1)

where v = |−→v | =
√

v21 + v22 ,
c is the drag coefficient depending on the shape of the moving
body, ρ denotes density of the air, and A is the frontal cross-
section of the body.

A. Equations describing flight of a water capsule

A water capsule dropped from a horizontally moving aircraft
(e.g. helicopter) falls down under composite action of the drag
force that has both vertical and horizontal components and
the gravitational force that acts all time vertically. Introducing

Cartesian coordinates: the horizontal one x1 and the vertical
one x2, one can write equations of motion in the form

v̇1 = −c1ρA1

2M

√
v21 + v22v1, v̇2 = −c2ρA2

2M

√
v21 + v22v2 − g

(2)
where v1 and v2 are the horizontal and vertical coordinates
of the capsule’s velocity respectively, M is its mass and
g denotes gravitational acceleration. One has to do with a
set of ordinary, first order, nonlinear differential equation
with respect to the Cartesian coordinates of capsules velocity.
Having these equations solved, one can obtain coordinates of
the capsule by simple integration coordinates of velocity with
respect to time. Unfortunately, the equations (2) cannot be
solved analytically without far going simplifications. It is so
due to the coupling square root term. As such, one has to
apply numerical methods for solving the equations.

B. Numerical solutions

In this case the standard fourth order Runge-Kutta method
was used, and numerical computations were performed inside
the MATLAB environment. In practice some additional work
aimed, e.g., on optimization of the length of the step of
integration, had to be done, but we will not go into technical
details [14].

The solution is obtained for standard initial conditions given
by the equations

v1(0) = v0, v2(0) = v0 (3)

which corresponds to horizontal motion of the water-capsule
at the moment of release. Provided the value of the drag
coefficient c is known, one can obtain both components
of capsule’s velocity as functions of time. Since the main
objective consists in computing trajectory of the capsule, one
has to compute its horizontal and vertical component using
integrals

x1(t) =

t∫

0

v1(τ)dτ + x1(0),

(4)

x2(t) =

t∫

0

v2(τ)dτ + x2(0)

that, in general, have to be computed numerically since
the functional form of v1 and v2 with respect to time
are not known. The numerical solution of equations for the
components v1 and v2 of the capsule’s velocity has one
more advantage. After some modifications such a procedure
can be applied to the problem of flight in the air moving
with respect to the ground. In fact, equations (2) describe
velocity of the capsule with respect to the ground under the
assumption that the air is still. If, however, velocities of wind
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and that of ascending or descending current are considerable,
the equations have to be modified

v̇1 = −c1ρA1

2M

√
ṽ1

2 + ṽ2
2ṽ1

(5)

v̇2 = −c2ρA2

2M

√
ṽ1

2 + ṽ2
2ṽ2 − g

where

ṽi = ṽi − Ṽi, i = 1, 2 (6)

are coordinates of the capsule’s velocity with respect to the air;
V1 denotes velocity of wind and V2 velocity of vertical current
(a further generalization, we will not discuss here, would be
taking into account the fact that strong and random winds
make the problem 3-dimensional instead of 2-dimensional
planar problem of a flight in the still air).

Numerical solution of equation of motion requires inserting
numerical data from the very beginning. Some of them like the
mass M of the capsule or the density of the air are at hand,
but the drag coefficients k1 = cA1and k2 = cA2, appearing
in (2) and (5) have to be determined from experimental data.

III. ABC APPLICATION TO OPTIMIZATION OF FUEL
CONSUMPTION OF A HELICOPTER

A. Numerical solutions

Artificial bee colony (ABC) is a model proposed in 2005
by a Turkish scientist Dervis Karaboga [10][3][9]. Like other
algorithms described herein, it is also based on herd behavior
of honey bees. It differs from other algorithms in the ap-
plication of higher number bee types in a swarm. After the
initialization phase, the algorithm consists of the following
four stages repeated by iteration until the number of repetitions
specified by the used is competed:

• Employed Bees stage,
• Onlooker Bees stage,
• Scout Bees stage,
• storage of the best solution so far.
The algorithm starts with initialization of the food source

vectors xm, where m = 1...SN , while SN , is the population
size. Each of those vectors stores n values xm, i = 1...n,
that shall be optimized during execution of that method. The
vectors are initialized using the following formula:

xmi = li + rand(0, 1)x(ui − li) (7)

where:
li-lower limit of the searched range,
ui- upper limit of the searched range,

Bees adapted to different tasks participate in each stage of
the algorithm operation. In case of ABC, there are 3 types of
objects involved in searching:

• Employed Bees - bees searching points near points al-
ready stored in memory,

• Onlooker Bees - objects responsible for searching neigh-
borhood of points deemed the most attractive,

• Scout Bees - (also referred to as scouts) this kind of bees
explores random points not related in any way to those
discovered earlier.

Once initialization is completed, Employed Bees start their
work. They are sent to places in the neighborhood of already
known food sources to determine the amount of nectar avail-
able there. Results of the Employed Bees work are used by
Onlooker Bees. Onlooker Bees randomly select a potential
food source using the following relationship:

vi = xmi + ϕmi(xmi + xki) (8)

where:
vi-vector of potential food sources,
xk- randomly selected food source,
ϕmi- random number from the range [-a,a] Once the vec-

tor is determined its fitting is calculated based on the formula
dependent on the problem being solved and the fitting vm
is compared with xm. If the new vector fits better than the
former one, then the new replaces the old one. Another phase
of the algorithm operation is the Onlooker Bees stage. Those
bees are sent to food sources classified as the best ones and in
those very points the amount of available nectar is determined.
The probability of the xm source selection is expressed with
the formula:

pm =
fitm(xm)

∑SN
k=1 fitk(xk)

(9)

where:
fitm(xm)- value of fitting functions for a given source.
Obviously, when onlooker bees gather information on the
amount of nectar, such data is compared with results obtained
so far and if the new food sources are better, they replace
the old ones in the memory. The last phase of this algorithm
operation is exploration by scouts. Bees of that type select
random points from the search space and then check nectar
volumes available there. If newly found volumes are higher
than the volumes stored so far, they replace the old volumes.
The activity of those bees makes it possible to explore the
space unavailable for the remaining types of bees thus allowing
to omit any extremes.

B. Application of ABC

The reach of the capsule flight is calculated so that the
distance from the helicopter does not exceed 140 m and then
the initial velocity V0 and the altitude Z are optimized. The
fuel consumption at the power of 2225KM - 292 g /KMh (i.e.
292 g of fuel per horse power per hour) is assumed as the
cost. At the moment the program estimates the results only
approximately, but author believes that he shall be able to
make the results more real in the near future.

Random selection of the initial altitude and velocity of the
helicopter;

REPEAT
The selected altitude is put into the water capsule flight

reach formula;
The selected velocity is put into the water capsule flight

reach formula;
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Then we calculate the function of the cost of rising the
helicopter to the specified altitude and accelerating it to
the specified velocity so that the capsule is dropped not

further than 140 m
away from the target;
Sources;
The verified velocity and altitude are replaced by new

values;
The best velocity and altitude are stored in the memory;

UNTIL (the conditions are met)
The main underlying idea of the optimization is to select such
altitude and velocity of the helicopter that shall enable the
capsule to reach the target. The path covered by the capsule
falling from the helicopter to the vicinity of fire depends on the
altitude from which the capsule was dropped. It is obvious that
increase of altitude or velocity depends directly on helicopter
rotor power. The power to be generated influences specific
fuel consumption. As illustrated in the graph, vertical climb
of the helicopter at zero horizontal velocity generates huge
power demand. One can significantly reduce power needed to
climb the helicopter to the specified altitude by increasing its
horizontal velocity. This relationship results from the way of
generating aerodynamic lift by the helicopter [8]. However,
too high horizontal velocity can significantly increase power
demand causing increased specific fuel consumption.

IV. CONCLUSION

Obviously, the power required during forward flight will
also be the function of GTOW (Gross Takeoff Weight).
Representative results illustrating the effect of GTOW on the
rotor power required are provided in Fig. 2 for a sample
helicopter at sea-level (SL) conditions. It should be noted
that with increasing GTOW, the excess power available de-
creases gradually, this phenomenon applies in particular at
lower airspeed where the induced power requirement is a
higher percentage of the total power. In the subject case,
the power available at SL is 2800 hp and for a gas turbine
this remains relatively constant versus airspeed. The airspeed
value at the intersection of the power required curve and
the power available curve indicates the maximum level flight
speed. However, the maximum velocity is limited by probable
onset of rotor stall and compressibility effects before this
point is reached. Multi-objective optimization of a helicopter
flight carrying a water capsule is a non-trivial problem. ABC
algorithm application enables efficient optimization of fuel
costs. Due to high complexity of that problem, one must
bear in mind that optimization results may deviate from real
results. These can be caused by the fact that wind drag and
direction were skipped. The distance at which the helicopter
must approach the fire can have significant impact on the final
result while the air temperature can significantly influence the
fuel demand of the helicopter engine. There is also an issue of
the angle at which the capsule is dropped. That aspect can also
be taken into account in further studies on ABC application
to fuel consumption optimization and as a consequence, on
reduction fire extinguishing cost using that method. Summing

Fig. 2. The graph of fuel consumption versus the velocity and altitude of the
helicopter flight.

up, that problem is very complex, which makes it a good
example of ABC application.
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Abstract—We propose a variant on the well-known Ant Colony
Optimization (ACO) general framework where we introduce the
environment to play an important role during the optimization
process. Together with diversification and intensification, the
environment is introduced with the aim of avoiding the search
to get stuck at local optima. In this work, the environment is
simulated by means of the Logistic map, that is used in ACO for
perturbing the update of the pheromone trails. Our preliminary
experiments show that our environmental ACO (eACO), with
variable environment, outperforms the standard ACO on a set
of instances of the GPS Surveying Problem (GSP).

I. INTRODUCTION

GLOBAL optimization consists in finding the global op-
timum of a given objective function which is gener-

ally subject to a given number of constraints. Many real-
life problems can be formulated as a global optimization
problem where the objective function often contains several
local optima. A major issue in solving such problems is to
“escape” from local optima for converging towards the global
optimum of the objective function [12].

Meta-heuristics are general-purpose methods for global op-
timization. They are usually based on the simulation of animal
or natural behaviors. They consist in a list of actions (generally
repetitive) to be performed for finding an approximation of
the global optimum of a given (and generally hard) opti-
mization problem [23]. In recent years, several meta-heuristic
approaches have been proposed in the scientific literature. A
classical example is the Simulating Annealing (SA) proposed
in the 80s, which is still used in some applications, such as the
ones where it is necessary to deal with biological molecules
[16]. Other well-known examples of meta-heuristics are the
Genetic Algorithms (GAs), Differential Evolution (DE), the
Tabu Search (TS), the Variable Neighborhood Search (VNS),
etc. In this paper, we consider the Ant Colony Optimization
(ACO) approach (see Section II-A). For a quick survey on
meta-heuristics and the main references for the meta-heuristics
mentioned above, the reader can refer, for example, to [17].

Every meta-heuristic is developed in order to find the
best trade-off between two main concepts: diversification and
intensification [23]. While the former tries to widely extend
the search in the domain of the optimization problem, the latter
improves candidate solutions by focusing on local neighbors
of the current best known solutions. In ACO, diversification
is guaranteed by the simulation of the typical ant behavior,
while intensification is performed by applying a local search
to a set of candidate solutions.

In this work, we introduce the environment in our ACO
implementation. Pheromone updates are not supposed to be
performed only on the basis of found solutions, but also on
the basis of the current environment “surrounding” the ants.
As an example, particular real-life environment conditions,
such as strong wind, may alter the perception of the de-
posited pheromone. We will simulate environment changes by
employing the Logistic map [25]. This simulation will help
our artificial ants to escape from local optima, which may
otherwise focus on firstly discovered paths and completely
skip better ones. We warn the reader that the Logistic map has
already been employed in optimization for performing chaotic
searches [3], [26]. However, its use is different from the one
considered in this work for the simulation of environment
changes.

This paper is organized as follows. In Section II, we will
extend the classic ACO approach for managing environment
changes, which will affect the fitness values used in the
pheromone updating rule during the execution of ACO. We
will refer to our extended ACO as “environmental ACO”
(eACO). In Section III, we will describe the problem we
consider in our preliminary computational experiments: the
GPS Surveying Problem (GSP). Computational experiments
will be presented in Section IV: they show that our eACO,
with environment changes, outperforms the standard ACO on
the set of considered instances. Finally, conclusions will be
given in Section V.
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II. ACO WITH ENVIRONMENT CHANGES

We propose an extension of ACO for managing variable
environments during the execution of the meta-heuristic. In
Section II-A, we give a brief overview of this meta-heuristic
search, and the reader who is interested in additional details
is referred to the references given in the same section. In
our ACO implementation, the pheromone updating rule is
modified in order to take into consideration the current envi-
ronment, and not only the objective function values of obtained
solutions. Section II-B shows how to simulate environment
changes in ACO. The environment is simulated by means of
the Logistic map.

A. Ant Colony Optimization

Ants foraging for food deposit a substance named
pheromone on the paths they follow. An isolated ant would just
move randomly. Ants encountering previously laid pheromone
marks are however stimulated to follow the same paths. This
way, the pheromone trails are reinforced around the optimal
ones, so that the probability for the other ants to follow optimal
paths increases with time. The repetition of this mechanism
represents the auto-catalytic behavior of ant colonies in nature
[1], [6].

Ant Colony Optimization (ACO) is inspired by this ant be-
havior. A colony of artificial ants working into a mathematical
space is simulated. These ants search for candidate solutions
of a given optimization problem, while possible paths are
marked by artificial pheromone for guiding other ants in the
regions of the search space where good-quality solutions were
already found. In ACO, therefore, the artificial ants generally
create a sort of environment by themselves, by depositing
the pheromone on marked paths. As explained in details in
Section II-B, we will perturb this environment by means of
the Logistic map.

The ants’ search space is represented by the so-called con-
struction graph, which is a weighted graph GC = (SC,EC,η)
where vertices in SC are solution components and edges in
EC indicate the possibility to combine the two connected
components for obtaining a partial solution. The weight η :
(u,v) ∈ EC −→ ℜ associated to each edge (u,v) is named
heuristic information, whose equation is generally tailored to
the problem at hand. A path on GC allows to combine several
partial solutions and to construct one complete solution.

Alg. 1 is a sketch of the ACO-based meta-heuristic. The
transition probability puv, necessary in the algorithm when the
ants need to decide on which edge (u,v) to walk, is based on
the heuristic information ηuv and on the current pheromone
level τuv:

puv = τα
uvηβ

uv

[
∑

(u,w)∈ES :w 6⊂X

(
τα

uwηβ
uw

)−1
]
, (1)

where α and β are transition probability parameters. When the
algorithm starts, small positive values are given to every τuv,
which represent the current pheromone values on the edges
(u,v) ∈ EC. Then, every time a new solution is identified, the

Algorithm 1 Ant Colony Optimization
1: ACO (in: N, GC, α, β; out: Xbest)
2: let Xbest = /0;
3: while (stopping criteria not satisfied) do
4: for (k = 1, N) do
5: place kth ant on a random vertex u ∈ SC;
6: let X = {u};
7: while (X is incomplete) do
8: select the vertex v in the star of u having higher

probability puv (see equ. (1));
9: let X = X ∪{v};

10: let u = v;
11: end while
12: update pheromone (see equ. (2));
13: apply local search starting from X (optional);
14: if (X is better than Xbest) then
15: let Xbest = X ;
16: end if
17: end for
18: end while

edges considered by the ants are marked with a new level
of pheromone. In ACO, one possible updating rule (for a
minimization problem) is the following:

τuv = τuv +
1

f (X)
, (2)

where X is the current solution, and f is the objective function
of the considered problem.

In ACO, the general ant behavior allows to perform a wide
search on the search domain (diversification), while the local
search (see line 13 in Alg. 1) from constructed solutions X
allows to focus on promising neighbors (intensification). Our
implementation of ACO makes use of MaxMin Ant System
(MMAS). The reader is referred to the paper [22] for a wider
explanation of the ACO implementation considered in this
work.

B. Simulating the environment

The Logistic map is a quadratic dynamical equation pro-
posed in 1938 as a demographic model [25]. It is a rather
simple quadratic polynomial

xn+1 = rxn(1− xn), n > 0, (3)

where xn represents the population size at time n and r is
a constant, named growth coefficient. Given x0 ∈ [0,1] and a
value for r ∈ [0,4], this dynamical equation can either converge
or be chaotic. In the first case, given any x0 ∈ [0,1], xn tends
to the so-called “attraction domain”. In the second case, xn
never converges, but it can rather take, in an apparent random
way, any possible value in the range [0,1].

Fig 1 shows the behavior of the Logistic map for different
values of r in the range [2,4] (its behavior is linear in the
range [0,2]). On the x-axis, we consider a discrete subset of
3000 equidistant values for r between 2 and 4; on the y-axis,
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Fig. 1. The behavior of the Logistic map for different values of r (on the x-axis, for r = 2 to 4 in the figure). The attraction domain can be either regular or
chaotic.

for every considered value for r, we report the corresponding
attraction domain. In order to identify the attraction domains,
we take 1500 equidistant points in the interval [0,1] and we
apply equation (3) 1000 times for each of them. For small
values of r, the Logistic map always converges to one single
point, i.e. the attraction domain consists of one point only.
The first bifurcation appears when r = 3, where the attraction
domain consists of 2 points; then there is another bifurcation
when r = 1+

√
6, where the attraction domain consists of 4

points. For larger values for r, the Logistic map experiences
other bifurcations, and it can be chaotic for some subintervals
of r. However, in these chaotic regions, it is still possible
to identify regular attraction domains. For example, in Fig 2,
the same graphic reported in Fig. 1 is zoomed in the region
r = [3.901,3.908], where this phenomenon is clearly shown.
Regular regions, that can be glimpsed in Fig. 1, still contain
bifurcations. Moreover, we can notice that the whole graphic in
Fig. 1 reappears in our zoomed region. Other regular attraction
domains can be identified by looking at tighter subintervals of
r, as well as other copies of the entire graphic. The graphic
in Fig. 1 is in fact a fractal, because of its self-similarity [7],
[19].

We simulate regular and chaotic changes of environment in
ACO by introducing the Logistic map in equation (2), which
is used in ACO for updating the pheromone trails. In the
hypothesis the objective function of the considered problem
is positive and greater than 1, the term 1/ f (X) in equation (2)
has always values ranging between 0 and 1. It can therefore
take the place of x0 in the Logistic map, so that a perturbed
value x1 can be computed, for a given value of r in [0,4]. The
equation for updating the pheromone therefore becomes:

τuv = τuv + r · 1
f (X)

·
(

1− 1
f (X)

)
. (4)

With this simple change in the rule for updating the

pheromone, we artificially perturb the environment of the ants,
which would otherwise only depend on the solution fitness
values. Different values for r can produce different environ-
ment changes, depending on the behavior of the Logistic map.
For values of r for which the Logistic map converges, the
pheromone levels added to τuv tend to be constant, reducing
in this way the effects of good-quality solutions, that might
mislead the ants towards a local optimum. For values of
r for which the Logistic map behaves instead chaotically,
the environment is dominant on the choices of the ants,
as the pheromone update mostly depend on the simulated
environment, rather than on the actual fitness value.

We refer to ACO with environment changes as environmen-
tal ACO (eACO). In this work, we present some preliminary
experiments (see Section IV) where eACO is employed for
solving the GSP (see next section).

III. GPS SURVEYING

The Global Positioning System (GPS) was originally de-
veloped in the US for military purposes, even if it was soon
after used as well for civil applications [11]. It consists of a
certain number of satellites that constantly orbit around earth
and that are provided with sensors able to communicate with
machines located on earth. The power that is necessary for
establishing a satellite-earth communication allows for esti-
mating the distance between the two communicating machines.
Since the machine located on earth lies over a sphere that
does not contain the satellite, a very precise information about
the distance between the earth surface and the satellite would
allow for determining the precise location of the machine on
earth [15]. Moreover, the precision in locating sensor machines
on earth can still be high when the distance information is
not very precise, but the communication with more than one
satellite can be established [14].
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Fig. 2. The behavior of the Logistic map for values of r in the interval
[3.901,3.908]. This region of the Logistic map is generally chaotic, but regular
attraction domains (with the typical bifurcations) can still be identified.

GPS technology can in fact provide very accurate locations
for all sensors forming a given sensor network. The related
costs can however be too high when it is necessary to deal
with large networks. For this reason, over the last years,
researchers have been trying to design and install local ground
networks having the task of recording satellite signals with
the aim of decreasing the overall network functioning cost
[5], [20]. A network is composed by a certain number of
receivers working at different stations in different moments.
Therefore, given a certain number of sessions, representing the
temporarily assignment of a given number of receivers to a set
of distinct stations, the problem is to find a suitable order for
such sessions for reducing the overall cost. This cost is in fact
strictly related to the order of the sessions, because receivers
need to be moved from one station to another when stepping
from one session to another. Therefore, the distance between
two involved stations is important for the computation of the
costs. However, there are also additional costs that we might
need to consider: if the number of working days necessary
to perform the operation is more than one, then the need of
planning an over-night stop at a company office can make the
cost of the operation increase. The session order is also named
session schedule. Generally, in order to alleviate the impact
of measurement errors in the data, at least two receivers per
session are considered [24].

The GPS Surveying Problem (GSP) can be formalized as
follows. Let

S = {s1,s2, . . . ,sn}

be a set of stations, and let

R = {r1,r2, . . . ,rm}

be a set of receivers, with m < n. Sessions can be defined
by a function σ : R −→ S that associates one receiver to one
station. Considering that no more than one receiver should be
assigned to the same station, σ can be represented by an m-
vector (ς1,ς2, . . . ,ςm) containing, for each of the m receivers,
the labels of the chosen stations. Since m < n (and generally
fixed to 2 or 3 in the applications), the number of permutations
of m objects from n distinguishable ones is n!/(n−m)!, which
can be huge when the network is large. Notice, however, that
not all permutations may actually be possible, depending on
the problem at hand.

Let C be an n× n matrix providing the costs c(ςu,ςv) for
moving one receiver from the station ςu to the station ςv. This
matrix can be symmetric when moving between ςu and ςv is
independent from the directionality; the non-symmetric case
is however more realistic.

An instance of the GSP can be represented by a weighted
undirected multigraph G = (V,E,c) where vertices represent
sessions σv and arcs (σu,σv) indicate the possibility to switch
from session σu to session σv. The upper bound on the
cardinality of V is n!/(n − m)!, which corresponds to the
maximum number of possible sessions. The weight associated

498 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



ACO eACO
instances |V | r = 1 r = 2 r = 3 r = 4

Malta 38 899.50 897.00 897.00 897.00 900.33
Seyshels 71 922.06 905.73 905.60 887.33 906.73
kro124p 100 40910.60 40725.40 40799.30 40753.00 40803.76
ftv170 171 3341.93 3314.20 3313.76 3319.83 3338.53
rgb323 323 1665.90 1654.40 1648.66 1649.43 1649.53
rgb358 358 1692.66 1679.63 1689.00 1682.80 1685.95
rgb403 403 3428.56 3413.63 3392.23 3393.76 3386.10
rgb443 443 3765.80 3749.93 3742.86 3742.43 3754.50

TABLE I
COMPARISON BETWEEN ACO AND eACO ON A SET OF GSP INSTANCES.

to the arcs provides the cost c(σu,σv) for moving every
receiver from the station ςu,i to the station ςv,i, for each i:

c(σu,σv) =
m

∑
i=1

c(ςu,i,ςv,i).

The graph G is not simple in general, because it might be
feasible to switch from session σu to session σv, as well as
from σv to σu, but with a different total cost. The problem
consists in finding an optimal path on G, i.e. a path for which
all selected arcs give the minimal total cost, while covering
the entire vertex set V [5].

The GSP can be seen as the classic Traveling Salesman
Problem (TSP), which asks for determining the optimal route
for a salesman to visit a given number of cities while mini-
mizing the traveled distance [13]. If the two cities are replaced
with sessions σv and the distances are replaced with the
weights associated to the arcs (σu,σv) of our graph G, the
equivalence between the two problems becomes evident. More
precisely, since the weights on the arcs (σu,σv) and (σv,σu)
are generally different, GSP better fits with the Asymmetric
TSP (ATSP), where distances between the cities depend upon
the order in which the cities are reached. Finally, we also
remark that the necessity of an over-night office stop can be
formalized by adding a fictive session in G where receivers
come back to base offices. This special session might need to
be “traveled” more than once: we can therefore say that, in
general, the GSP can be seen as a Multiple Asymmetric TPS
(MATSP) [2]. The TSP and these variants are NP-hard [18].
Therefore, the GSP is NP-hard as well.

First attempts for solving the GSP were based on the
idea of transforming GSP instances into instances of the
class of TSP-like problems, and to employ existing methods
and algorithms. In [4], a branch-and-bound approach was
employed, which is actually able to find the optimal solutions
for small GSP instances. As the size of the networks increases,
the complexity grows and the time necessary for a branch-and-
bound to converge becomes prohibitive. On the other side,
in real-life applications, there is generally the need to obtain
GSP solutions as fast as possible, even if only approximated
ones. Therefore, heuristic approaches particularly developed
for this application have been proposed over the last years
for identifying optimal or near-optimal session orders [8], [9],
[20]. In this work, we consider a set of instances of the GSP for

testing our ACO approach with environment changes described
in Section II.

IV. COMPUTATIONAL EXPERIMENTS

We apply our eACO (see Section II) for solving instances of
the GSP (see Section III). In this application, the construction
graph GC corresponds to the weighted undirected multigraph
G where vertices are sessions σu and edges indicate the
possibility to switch from one session to another. As test
cases, we consider data from two real networks: Malta [20],
composed by 38 sessions, and Seychelles [21], composed by
71 sessions. We also consider larger instances designed for
testing the ATSP, which are freely available on the Internet.1

Our eACO implementation is based on Alg. 1, where the
transition probability puv is computed by equation (1), and the
pheromone update is performed by applying equation (4). The
heuristic information ηuv is given by the formula:

ηuv =
1

c(σu,σv)
,

where c(σu,σv) is the total cost for switching from session
σu to session σv (see Section III). Finally, the values for the
transition probability parameters α and β are fixed to 1 and 2,
respectively. These values were identified in previous works
as the optimal ones for ACO when solving instances of the
GSP [10]. In the following experiments, we will focus on the
quality of the found solutions, rather than on the algorithms’
performances. In fact, the increase in complexity for using
equation (4), rather than equation (2), can be neglected when
considering the overall algorithms’ complexity. We do not
compare our results to the best results currently known for the
considered instances. In the present work, our aim is not to
improve those results, but only to give a preliminary validation
to the usefulness of the presented idea.

Table I shows some computational experiments for different
values of r. Average values over 30 runs are reported in the
table. eACO is able to identify better quality solutions in all
experiments and for almost all used values for r. This shows
that, in fact, a variable environment for the ants, instead of
a constant one, gives benefits to the search. For values of r
equal to 1, 2 and 3, the Logistic map converges to one unique
value; it is instead chaotic for r = 4. It seems therefore that

1http://www.informatik.uni-heidelberg.de/groups/comopt/
software/TSLIB95/ATSP.html
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the best results can be achieved when the environment tends to
homogenize the pheromone trails. Notice, however, that only
one experiment with r = 4, when the environment is chaotic,
was not able to provide a better solution (w.r.t the one provided
by the standard ACO).

V. CONCLUSIONS

We introduced a variant of ACO where the ant environment
is not constant but it is rather subject to change over time. This
way, in our ACO implementation, there are less chances for
the meta-heuristic search to be trapped at a local optimum. In
this work, we have tested this idea on instances of the GSP. In
order to simulate the environment in our eACO, we employed
the well-known Logistic map, which can have either a regular
or a chaotic behavior, depending on the values assigned to its
parameter r.

We believe this is the first research contribution where an
“environment” is introduced in a meta-heuristic search. In this
work, we showed that this novel idea seems to be promising
when working with ACO. Evidently, the idea still needs to be
studied in details from a theoretical point of view, as well as
from a practical one. The effect of a suitable environment
should be studied in conjunction with other meta-heuristic
frameworks. Moreover, a much wider experimental analysis
should be performed, on a larger set of instances of the GSP,
as well as on instances of other known hard problems. This
will be our main direction for future works.
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Abstract—In this paper we apply an approach based on the
apparatus of the Index Matrices and the Intuitionistic Fuzzy
Sets – namely InterCriteria Analysis. The main idea is to use
the InterCriteria Analysis to establish the existing relations and
dependencies of defined parameters in non-linear model of an
E. coli fed-batch cultivation process. Moreover, based on results
of series of identification procedures we observe the mutual
relations between model parameters and considered optimiza-
tion techniques outcomes, such as execution time and objective
function value. Based on InterCriteria Analysis we examine the
obtained identification results and discuss the conclusions about
existing relations and dependencies between defined, in terms of
InterCriteria Analysis, criteria.

Index Terms—InterCriteria Analysis; Index matrices; In-
tuitionistic Fuzzy Sets; Genetic Algorithm; chromosomes;
parameter identification; E. coli; fed-batch cultivation process.

I. INTRODUCTION

THE InterCriteria Analysis (ICA) is developed with the
aim to gain additional insight into the nature of the

criteria involved and discover on this basis existing relations
between the criteria themselves [8]. It is based on the apparatus
of the Index Matrices (IM) [10], [11], and the Intuitionistic
Fuzzy Sets [12] and can be applied for decision making in
different areas of science and practice. The approach has
been discussed in a several papers [10], [14], [15], [16].
In [8] a possibility of the ICA method for criterion value
prediction, proposing two algorithms, is presented. In [16]
a discussion on the threshold values in the ICA was further
elaborated. But, up to now, considering ICA application, the
only applications reported are in one area: namely, EU member
states competitiveness analysis [14], [15]. Encouraging results
of these first applications of the ICA provoke us to use the
method for establishing and identifying the relations between
parameters of the mathematical model of an E. coli fed-
batch cultivation process. The model parameters are further
considered as criteria in terms of ICA.

In the case of modelling of cultivation processes ICA
approach could be very useful. Cultivation processes are
characterized with complex, non-linear dynamic and their
modelling is a hard combinatorial optimization problem. On
the one hand, the parameter identification is of key importance
for modelling process and additional knowledge about the
model parameters relations will be extremely useful to improve
the model accuracy. On the other hand, the information may
be used to improve the performance of the used optimization
algorithms if, for instance, some algorithm outcomes are added
to the considered criteria. Thus, the relations between model
parameters and optimization algorithm performance will be
established.

In this paper we applied the ICA to establish the basic
relations between the parameters in the model of an E. coli fed-
batch cultivation process. The existing relations are identified
based on results of a series of parameters identification pro-
cedures. The use of meta-heuristic techniques such as Genetic
Algorithms (GAs) has received more and more attention [3].
These methods offer good solutions, even global optima,
within reasonable computing time [17], so we choose to use
genetic algorithms for estimation of the model parameters.

The paper is organized as follows. The background of
InterCriteria Analysis is given in Section 2. The problem
formulation is described in Section 3. The numerical results
and a discussion are presented in Section 4. Conclusion
remarks are done in Section 5.

II. INTERCRITERIA ANALYSIS

Here we expand on the idea proposed in [8]. Following [8]
and [12] we will obtain an Intuitionistic Fuzzy Pair (IFP) as
the degrees of “agreement” and “disagreement” between two
criteria applied on different objects. We remind briefly that
an IFP is an ordered pair of real non-negative numbers 〈a, b〉
such that:

a+ b ≤ 1.
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For clarity, let us be given an IM (see [10]) whose index sets
consist of the names of the criteria (for rows) and objects (for
columns). The elements of this IM are further supposed to be
real numbers (in the general case, this is not required). We
will obtain an IM with index sets consisting of the names of
the criteria (for rows and for columns) with elements IFPs
corresponding to the “agreement” and “disagreement” of the
respective criteria.

Two things are further supposed (which are not always
guaranteed in practice and, when not fulfilled, present an
interesting direction for new research in themselves):

1) All criteria provide an evaluation for all objects (i.e.
there are no inapplicable criteria for a given object) and
all these evaluations are available (no missing evalua-
tions).

2) All the evaluations of a given criteria can be compared
amongst themselves.

Further by O we denote the set of all objects
O1, O2, . . . , On being evaluated, and by C(O) the set of
values assigned by a given criteria C to the objects, i.e.

O
def
= {O1, O2, . . . , On},

C(O)
def
= {C(O1), C(O2), . . . , C(On)}.

Let:

C∗(O)
def
= {〈x, y〉| x 6= y & 〈x, y〉 ∈ C(O)× C(O)}.

In order to compare two criteria we must construct the vector
of all internal comparisons of each criteria, which fulfill
exactly one of three relations R, R and R̃. In other words,
we require that for a fixed criterion C and any ordered pair
〈x, y〉 ∈ C∗(O) it is true:

〈x, y〉 ∈ R⇔ 〈y, x〉 ∈ R, (1)

〈x, y〉 ∈ R̃⇔ 〈x, y〉 /∈ (R ∪R), (2)

R ∪R ∪ R̃ = C∗(O). (3)

From the above it is seen that we need only consider a subset
of C(O)×C(O) for the effective calculation of the vector of
internal comparisons (denoted further by V (C)) since from
(1), (2) and (3) it follows that if we know what is the relation
between x and y we also know what is the relation between y
and x. Thus we will only consider lexicographically ordered
pairs 〈x, y〉. Let, for brevity:

Ci,j = 〈C(Oi), C(Oj)〉.

Then for a fixed criterion C we construct the vector:

V (C) = {C1,2, C1,3, . . . , C1,n, C2,3, C2,4, . . . ,

C2,n, C3,4, . . . , C3,n, . . . , Cn−1,n}.

It can be easily seen that it has exactly n(n−1)
2 elements.

Further, to simplify our considerations, we replace the vector

V (C) with V̂ (C), where for each 1 ≤ k ≤ n(n−1)
2 for the

k-th component it is true:

V̂k(C) =





1 iff Vk(C) ∈ R,

−1 iff Vk(C) ∈ R,

0 otherwise.

Then when comparing two criteria we determine the “degree
of agreement” between the two as the number of matching
components (divided by the length of the vector for normal-
ization purposes). This can be done in several ways, e.g.
by counting the matches or by taking the complement of
the Hamming distance. The “degree of disagreement” is the
number of components of opposing signs in the two vectors
(again normalized by the length). This also may be done in
various ways. A pseudocode of the algorithm used in this study
for calculating the degrees of agreement and disagreement
between two criteria C and C ′ is presented below.

Algorithm 1 Calculating “agreement” and “disagreement”
between two criteria
Require: Vectors V̂ (C) and V̂ (C ′)

1: function DEGREE OF AGREEMENT(V̂ (C), V̂ (C ′))
2: V ← V̂ (C)− V̂ (C ′)
3: µC,C′ ← 0

4: for i← 1 to n(n−1)
2 do

5: if Vi = 0 then
6: µC,C′ ← µC,C′ + 1
7: end if
8: end for
9: µC,C′ ← 2

n(n−1)µC,C′

10: return µC,C′

11: end function

12: function DEGREE OF DISAGREEMENT(V̂ (C), V̂ (C ′))
13: V ← V̂ (C)− V̂ (C ′)
14: νC,C′ ← 0

15: for i← 1 to n(n−1)
2 do

16: if abs(Vi) = 2 then ⊲ abs: absolute value
17: νC,C′ ← νC,C′ + 1
18: end if
19: end for
20: νC,C′ ← 2

n(n−1)νC,C′

21: return νC,C′

22: end function

It is obvious (from the way of calculation) that for µC,C′ ,
νC,C′ , we have:

µC,C′ = µC′,C , νC,C′ = νC′,C .

Also, 〈µC,C′ , νC,C′〉 is an IFP.
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III. PROBLEM FORMULATION

Let us use the following non-linear differential equation
system to describe the E. coli fed-batch cultivation process
[1], [4]:

dX

dt
= µX − Fin

V
X, (4)

dS

dt
= −qSX +

Fin

V
(Sin − S), (5)

dV

dt
= Fin, (6)

where

µ = µmax
S

kS + S
, qS =

1

YS/X
µ (7)

and X is the biomass concentration, [g/l]; S is the substrate
concentration, [g/l]; Fin is the feeding rate, [l/h]; V is the
bioreactor volume, [l]; Sin is the substrate concentration in the
feeding solution, [g/l]; µ and qS are the specific rate functions,
[1/h]; µmax is the maximum value of the µ, [1/h]; kS is the
saturation constant, [g/l]; YS/X is the yield coefficient, [-].

For the model (Eq. (4)-Eq. (7)) the parameters that will be
identified are µmax, kS and YS/X .

Let Zmod
def
= [Xmod Smod] (model predictions for biomass

and substrate) and Zexp
def
= [Xexp Sexp] (known experimental

data for biomass and substrate). Then putting Z = Zmod−Zexp,
we define the objective function as:

J = ‖Z‖2 → min, (8)

where ‖‖ denotes the ℓ2-vector norm.
For the model parameters identification we use experimental

data for biomass and glucose concentration of an E. coli
MC4110 fed-batch fermentation process. The detailed de-
scription of the process condition and experimental data are
presented in [2].

To estimate the model parameters we applied consistently
14 differently tuned GA. We use various population sizes –
from 5 to 200 chromosomes in the population. The number of
generations is fixed to 200. The main GA operators and pa-
rameters are summarized in Table I. Because of the stochastic
nature of the applied algorithms we perform series of 30 runs
for each population size. Thus, we obtain the average, best and
worst estimate of the parameters, as well as of the algorithm
execution time and value of objective function. The detailed
description of identification procedure is given in [7].

To perform ICA three IMs are constructed – the IM A1

(Eq. 9) with the obtained average results, the IM A2 (Eq. 10)
with the best obtained results and IM A3 (Eq. 11) with the
worst obtained results. In addition to the presented in [7]
results here the average, worst and best estimates for the
tree model parameters in all 14 cases are given too. Thus,
five criteria are considered – C1 is parameter µmax, C2 is
parameter kS , C3 is parameter YS/X , C4 is objective function
value J and C5 is resulting execution time T .

TABLE I
MAIN GA OPERATORS AND PARAMETERS

Operator Type

fitness function linear ranking

selection function roulette wheel selection

crossover function simple crossover

mutation function binary mutation

reinsertion fitness-based

Parameter Value

generation gap 0.97

crossover probability 0.75

mutation probability 0.01

number of generations 200

IV. NUMERICAL RESULTS AND DISCUSSION

Computer specification to run all identification procedures
are Intel Core i5-2329 3.0 GHz, 8 GB Memory, Windows 7
(64bit) operating system.

Based on the presented Algorithm 1 the ICA is imple-
mented in the Matlab 7.5 environment. We obtain IMs that
determine the degrees of “agreement” (µC,C′ ) and “disagree-
ment” (νC,C′ ) between criteria for the three cases.

1) Case of average results:
Resulting degrees of “agreement” (µC,C′ ) are as follows:

IM1 =

C1 C2 C3 C4 C5

C1 1 0.91 0.41 0.74 0.26
C2 0.91 1 0.36 0.78 0.27
C3 0.41 0.36 1 0.55 0.38
C4 0.74 0.78 0.55 1 0.11
C5 0.26 0.27 0.38 0.11 1

Resulting degrees of “disagreement” (νC,C′ ) are as follows:

IM2 =

C1 C2 C3 C4 C5

C1 0 0.08 0.58 0.26 0.74
C2 0.08 0 0.62 0.21 0.71
C3 0.58 0.62 0 0.44 0.60
C4 0.26 0.21 0.44 0 0.89
C5 0.74 0.71 0.60 0.89 0

2) Case of worst results:
Resulting degrees of “agreement” (µC,C′ ) are as follows:

IM5 =

C1 C2 C3 C4 C5

C1 1 0.79 0.34 0.88 0.14
C2 0.79 1 0.18 0.84 0.22
C3 0.34 0.18 1 0.33 0.64
C4 0.88 0.84 0.33 1 0.07
C5 0.14 0.22 0.64 0.07 1

Resulting degrees of “disagreement” (νC,C′ ) are as follows:
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A1(average) =

GA5 GA10 GA20 GA30 GA40 GA50 GA60 GA70 GA80 GA90 GA100 GA110 GA150 GA200

C1 0.552 0.525 0.515 0.491 0.486 0.508 0.497 0.498 0.498 0.496 0.494 0.500 0.492 0.489
C2 0.022 0.021 0.018 0.013 0.010 0.016 0.014 0.013 0.014 0.014 0.012 0.015 0.013 0.011
C3 2.032 2.025 2.019 2.023 2.023 2.020 2.022 2.022 2.022 2.021 2.023 2.021 2.021 2.023
C4 6.271 5.838 4.760 4.561 4.646 4.607 4.580 4.568 4.578 4.570 4.553 4.547 4.560 4.545
C5 4.649 6.053 7.472 11.248 12.917 14.649 16.973 19.719 21.793 24.196 26.848 29.515 39.406 51.917

(9)

A2(best) =

GA5 GA10 GA20 GA30 GA40 GA50 GA60 GA70 GA80 GA90 GA100 GA110 GA150 GA200

C1 0.491 0.480 0.494 0.491 0.488 0.492 0.488 0.490 0.484 0.491 0.488 0.486 0.488 0.488
C2 0.013 0.011 0.013 0.012 0.012 0.012 0.012 0.013 0.011 0.013 0.012 0.012 0.012 0.012
C3 2.023 2.024 2.018 2.023 2.020 2.023 2.020 2.019 2.019 2.020 2.019 2.021 2.019 2.018
C4 4.833 4.855 4.475 4.482 4.444 4.449 4.463 4.438 4.447 4.450 4.425 4.433 4.458 4.436
C5 4.867 5.912 7.675 11.295 13.229 15.007 17.316 20.062 22.667 24.757 26.926 30.015 39.780 52.323

(10)

A3(worst) =

GA5 GA10 GA20 GA30 GA40 GA50 GA60 GA70 GA80 GA90 GA100 GA110 GA150 GA200

C1 0.577 0.538 0.544 0.518 0.521 0.517 0.515 0.510 0.510 0.505 0.489 0.510 0.504 0.511
C2 0.015 0.026 0.024 0.018 0.019 0.018 0.018 0.016 0.017 0.015 0.012 0.016 0.015 0.016
C3 2.037 1.995 2.019 2.021 2.021 2.021 2.020 2.022 2.021 2.022 2.022 2.023 2.022 2.022
C4 9.296 9.618 5.363 5.009 4.967 4.864 4.808 4.736 4.746 4.721 4.702 4.732 4.672 4.721
C5 5.600 5.632 7.301 10.827 12.496 14.399 16.801 19.500 21.715 23.915 27.051 29.188 39.921 51.309

(11)

IM6 =

C1 C2 C3 C4 C5

C1 0 0.20 0.65 0.12 0.86
C2 0.20 0 0.80 0.15 0.77
C3 0.65 0.80 0 0.66 0.35
C4 0.12 0.15 0.66 0 0.93
C5 0.86 0.77 0.35 0.93 0

3) Case of best results:
Resulting degrees of “agreement” (µC,C′ ) are as follows:

IM3 =

C1 C2 C3 C4 C5

C1 1 0.74 0.49 0.63 0.36
C2 0.74 1 0.35 0.53 0.51
C3 0.49 0.35 1 0.71 0.30
C4 0.63 0.53 0.71 1 0.25
C5 0.36 0.51 0.30 0.25 1

Resulting degrees of “disagreement” (νC,C′ ) are as follows:

IM4 =

C1 C2 C3 C4 C5

C1 0 0.19 0.44 0.33 0.59
C2 0.19 0 0.59 0.44 0.46
C3 0.44 0.59 0 0.26 0.68
C4 0.33 0.44 0.26 0 0.75
C5 0.59 0.46 0.68 0.75 0

Let us consider the following scheme for defining the
consonance and dissonance between each pair of criteria (see
Table III).

TABLE II
CRITERIA RELATIONS SORTED BY µC,C′ VALUES

Criteria relation
Obtained 〈µC,C′ , νC,C′ 〉 values in case of

average results worst results best results

C1 ↔ C2 〈0.91, 0.08〉 〈0.79, 0.20〉 〈0.74, 0.19〉

C2 ↔ C4 〈0.78, 0.21〉 〈0.84, 0.15〉 〈0.53, 0.44〉

C1 ↔ C4 〈0.74, 0.26〉 〈0.88, 0.12〉 〈0.63, 0.33〉

C3 ↔ C4 〈0.55, 0.44〉 〈0.33, 0.66〉 〈0.71, 0.26〉

C1 ↔ C3 〈0.41, 0.58〉 〈0.34, 0.65〉 〈0.49, 0.44〉

C3 ↔ C5 〈0.38, 0.60〉 〈0.64, 0.35〉 〈0.30, 0.68〉

C2 ↔ C3 〈0.36, 0.62〉 〈0.18, 0.80〉 〈0.35, 0.59〉

C2 ↔ C5 〈0.27, 0.71〉 〈0.22, 0.77〉 〈0.51, 0.46〉

C1 ↔ C5 〈0.26, 0.74〉 〈0.14, 0.86〉 〈0.36, 0.59〉

C4 ↔ C5 〈0.11, 0.89〉 〈0.07, 0.93〉 〈0.25, 0.75〉

In the case of the average values of the examined criteria,
in accordance with the scale presented in Table III, we found
the following pair dependencies:

• There is no observed strong positive consonance or strong
negative consonance between any of the ten criteria pairs.
Since the observed values depend on the number of
objects if we can expand their number, it is possible to
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Fig. 1. Degrees of “agreement” (µC,C′ values) for all cases

TABLE III
CONSONANCE AND DISSONANCE SCALE

Interval of µC,C′ , % Meaning

[0-5] strong negative consonance

(5-15] negative consonance

(15-25] weak negative consonance

(25-33] weak dissonance

(33-43] dissonance

(43-57] strong dissonance

(57-67] dissonance

(67-75] weak dissonance

(75-85] weak positive consonance

(85-95] positive consonance

(95-100] strong positive consonance

obtain values in these intervals.
• For the pair C4 ↔ C5 (i.e., T↔J) a negative consonance

is identified. Such dependence is logical – for a large
number of algorithm iterations (i.e., greater execution
time T ) it is more likely to find a more accurate solution,
i.e. smaller value of J .

• The pairs C2 ↔ C5 (i.e., kS↔T ) show identical results
– these criteria are in weak dissonance. The third model
parameter YS/X and T are in dissonance. The conclusion
is that the total execution time is not dependent solely on
one of the model parameters. Logically the triple of these
parameters should be in consonance with T .

• For the pairs C1 ↔ C3 (i.e., µmax ↔ YS/X ) and
C2 ↔ C3 (i.e., kS ↔ YS/X ) a dissonance is observed.
Considering the physical meaning of the model param-
eters [1] it is clear that there is no dependence between
these criteria. A strong correlation is expected between
criteria C1 ↔ C2 (i.e., µmax ↔ kS) [1]. The results
confirmed these expectation – these criteria are in a
positive consonance.

• The observed low value of µC3,C4
, i.e., strong dissonance

between YS/X↔J show the low sensitivity of this model
parameter. According to [18] the parameter YS/X has
lower sensitivity compared to parameter µmax.

• Due to the established strong correlation between criteria
C1 ↔ C2 (i.e., µmax↔kS) we observe that C1 ↔ C4

(i.e., µmax↔J) and C2 ↔ C4 (i.e., kS↔J) are in,
respectively weak dissonance and weak positive conso-
nance. Similarly to the relations with T the conclusion
is that the accuracy of the criterion is not dependent
solely on one of the model parameters. Logically the
triple of these parameters should be in consonance (or
strong consonance) with the criterion value. Moreover,
taking into account the parameters sensitivity it is clear
that the more sensitive parameter will be more linked to
the value of J .

Due to stochastic nature of considered here GA we observed
some different criteria dependences in the rest two cases – case
of worst and case of best results:

• In the case of the worst results we found weaker relation
between C1 ↔ C2, C3 ↔ C4, C2 ↔ C3, C1 ↔
C5, C2 ↔ C5 and C4 ↔ C5. For the pairs C1 ↔
C4, C2 ↔ C4 and C3 ↔ C5 we observed higher value
of µC,C′ . Compared to the case of average results there
are no large, strongly manifested discrepancies. In case
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of discrepancy, the considered criteria pair appears in
an adjacent scale according to Table III. For example,
pair C1 ↔ C2 in case of average results are in positive
consonance, while in case of worst results – in weak
positive consonance.

• In the case of the best results we identify the same
results – in case of discrepancy the considered criteria
pair appears in an adjacent scale. However, in this case we
observed some larger discrepancies. Taking into account
the nature of the GA we consider that the results in case
of average criteria values have the highest significance.

V. CONCLUSION

In this paper based on the apparatus of the Index Matrices
and the Intuitionistic Fuzzy Sets, InterCriteria Analysis of
a model parameters identification using Genetic Algorithm
is performed. A non-linear model of an E. coli fed-batch
cultivation process is considered. Series of model identification
procedures using Genetic Algorithms are done. The Inter-
Criteria Analysis is applied to explore the existing relations
and dependencies of defined model parameters and Genetic
Algorithms outcomes – execution time and objective function
value. Three case studies are examined – considering average,
worst and best results for the obtained model parameters,
execution time and objective function value. Applying the
InterCriteria Analysis we establish relations and dependencies
between the defined criteria. Based on the used scale for
defining the consonance and dissonance between each pair
of criteria, we discuss which criteria are in consonance and
dissonance, as well as the degree of their dependence.
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Abstract—Many practical problems are modeled with net-
works and graphs. Their exploration is of significant importance,
and several graph-exploration algorithms already exist. In this
paper, we focus on a type of vertex equivalence, called exploratory
equivalence, which has a great potential to speed up such algo-
rithms. It is an equivalence based on graph automorphisms and
can, for example, help us in solving the subgraph isomorphism
problem, which is a well-known NP -hard problem. In particular,
if a given pattern graph has nontrivial automorphisms, then each
of its nontrivial exploratory equivalent classes gives rise to a
set of constraints to prune the search space of solutions. In the
paper, we define the maximum exploratory equivalence problem.
We show that the defined problem is at least as hard the graph
isomorphism problem. Additionally, we present a polynomial-time
algorithm for solving the problem when the input is restricted to
tree graphs. Furthermore, we show that for trees, a maximum
exploratory equivalent partition leads to a globally optimal set of
subgraph isomorphism constraints, whereas this is not necessarily
the case for general graphs.

I. INTRODUCTION

Searching for patterns in structured data is one of the
most ubiquitous applications of computer algorithms in various
scientific areas. Such data is often modeled with graphs, which
efficiently represent diverse types of entities (modeled by
graph vertices) and relations between them (modeled by graph
edges) and also enable a more general and global view on the
data. In the era of ever-growing, even planetary-wide (social,
citation, traffic, etc.) networks [1], all of which can be naturally
modeled by graphs, graph representation and also algorithms
on graphs are becoming increasingly important. Applications
of graphs arise in various areas, ranging from chemistry [2],
[3], economy [4], politics [5], to popular culture [6].

In this paper, we focus on a general technique for speeding
up algorithms that search for patterns in graphs. The main idea
of our technique is to exploit symmetries of a graph, i.e., to
find equivalent vertices in such a way that if two vertices are
equivalent then the search algorithm could process only one
(and deduce the information about the other one).

The problem of finding equivalent vertices of a graph has
already appeared in the literature; see, for example, papers
on regular and structural equivalence [7], [8]. To the best
of our knowledge, our definition introduces a new form of
equivalence. We call it exploratory equivalence (EE), since its
primary intent is to be utilized in graph search algorithms; see
[9] for the introductory paper. Nevertheless, the exploitation
of symmetries of a problem to reduce the amount of time
for exploring the solution search space is not new. See, for
example, a method for solving 0/1 integer linear programs
having a large symmetry [10] or [11] for a similar method.
Another equivalence similar to ours, defined in [12], can also

be used for pruning the search space. However, our equivalence
is more general and, hence, has a greater pruning power.

To find the symmetries in a graph, the usual approach is
to find all graph isomorphisms (GI ), i.e., structure preserving
mappings. In particular, given two graphs, the graph isomor-
phism problem asks whether they are the same. Similarly, the
graph automorphism problem asks whether a graph can be
(non-trivially) mapped to itself. The GI problem has a special
place in the complexity theory, as it is a canonical example of a
possible candidate for an NP -intermediate problem. Ladner’s
theorem [13] tells us that if P is not equal to NP , then the
class of NP -intermediate problems is not empty. As a result,
a polynomial-time algorithm is unlikely for the GI problem.
Nevertheless, in practice, there are several efficient algorithms
and software packages for finding automorphisms of graphs,
e.g., NAUTY [14], [15], BLISS [16], [17], SAUCY [18], [19],
[20], and NISHE [21]. For some special cases of graphs, e.g.,
tree graphs [22], polynomial-time algorithms exist.

Based on automorphisms, one could define automorphic
equivalence, where two vertices are equivalent if and only
if there exists an automorphism that maps one to another.
Such equivalence classes are also called orbits. Notice that
exploratory equivalence is similar but not the same as auto-
morphic equivalence. Indeed, exploratory equivalence is more
restrictive.

In our preceding paper [9], we already presented the
definition of exploratory equivalences and the corresponding
problem of finding maximum exploratory equivalent parti-
tion of graph vertices, i.e., the MAXEXPLOREQ problem. In
this paper, we show that the MAXEXPLOREQ is GI -hard,
which means that a polynomial-time algorithm (in terms of
the number of graph vertices) is unlikely to exist. Hence,
it is reasonable to restrict the input to MAXEXPLOREQ to
selected subclasses of graphs. As the second contribution
of this paper, we present a polynomial-time algorithm for
solving MAXEXPLOREQ on an arbitrary tree. Thereby we
show that the restriction of MAXEXPLOREQ to trees is in
P . Additionally, we also show that for trees, a maximum
exploratory equivalent partition leads to a globally optimal
set of subgraph isomorphism search constraints. In particular,
when searching for a given tree in a given host graph using
the constraints derived from a maximum exploratory equivalent
partition of the tree, each of the occurrences of the tree in the
host graph will be discovered exactly once. For general graphs,
this is not necessarily the case.

The rest of this paper is structured as follows. In the next
section, we present mathematical notions needed for the rest
of the paper. In Section III, we present a motivational example
(based on the subgraph isomorphism problem) for exploratory
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equivalence. The definition of the MAXEXPLOREQ problem
is presented in Section IV. In Section V, we show that the
MAXEXPLOREQ problem is GI -hard. In Section VI, we
present a polynomial-time algorithm for solving the MAXEX-
PLOREQ problem on trees and determine its computational
complexity. Section VII presents an empirical demonstration
of the presented algorithm on the set of all small trees.
In Section VIII, we elaborate on the connection between
exploratory equivalence and subgraph isomorphism, with a
particular emphasis on trees. Finally, Section IX concludes the
paper.

II. PRELIMINARIES

Let G = (V,E) denote a simple undirected graph, where
V = {1, 2, . . . , n} is a set of vertices and E ⊆ V × V is
a set of edges. The graph can be labeled; let Σ denote a set
of labels, and let ℓV : V → Σ and ℓE : E → Σ denote the
functions that assign labels to individual vertices and edges,
respectively. An unlabeled graph can be viewed as a labeled
graph where all vertices and edges have the same label. A tree
is a connected acyclic undirected graph.

A (graph) homomorphism from a graph G = (V,E) to a
graph H = (U,F ) is a mapping h : V → U such that for each
(i, j) ∈ E it also holds that (h(i), h(j)) ∈ F . To simplify
notation, the homomorphism h : V → U will be denoted
h : G → H . An endomorphism is a homomorphism whose
domain is equal to its codomain, i.e., h : G→ G.

An isomorphism is a bijective homomorphism, i.e., a
mapping h : G → H such that (i, j) ∈ E if and only
if (h(i), h(j)) ∈ F . We write G ≃ H if there exists
an isomorphism from G to H; such graphs G and H are
called isomorphic. A subgraph isomorphism G → H is an
isomorphism between the graph G and a subgraph of the graph
H . A subgraph in H that is isomorphic to G is called an
occurrence of G in H .

An automorphism is both an endomorphism and an iso-
morphism, i.e., a mapping h : G → G such that (i, j) ∈ E if
and only if (h(i), h(j)) ∈ E. Note that every automorphism
is a permutation. The set of all automorphisms of a graph G
can be defined as

Aut(G) = {a ∈ Π[n] | G ≃ a(G)} (1)

where Π[P ] denotes the set of all permutations of a set
P and Π[n] ≡ Π[{1, 2, . . . , n}]. For example, the set of
automorphisms of the graph G in Fig. 1 can be denoted as
{123456, 123465, 124356, 124365, 215634, 215643, 216534,
216543}, where, e.g., 215643 denotes an automorphism h such
that h(1) = 2, h(2) = 1, h(3) = 5, h(4) = 6, h(5) = 4, and
h(6) = 3.

Given a (finite) set S, a family {P1, P2, . . . , Ps} of
nonempty subsets of S is a partition of S if every element
in S is exactly in one of the subsets, i.e., Pi ⊆ S and Pi 6= ∅,
where 1 ≤ i ≤ s,

⋃
1≤i≤s Pi = S, and Pi ∩ Pj = ∅ for all

1 ≤ i, j ≤ s with i 6= j. When the partition {P1, P2, . . . , Ps} is
given explicitly, we usually use {i ∈ P1 | i ∈ P2 | . . . | i ∈ Ps}
as a short form, e.g., {{1, 2}, {3}, {4}} is shortened to {1, 2 |
3 | 4}. In what follows, the order of the sets in a partition is
often important. To denote such an ordered partition, we use
the form 〈i ∈ P1 | i ∈ P2 | . . . | i ∈ Ps〉, e.g., 〈1, 2 | 3 | 4〉.

III. MOTIVATION

Given a pattern graph and a host graph, the goal of the
subgraph isomorphism problem is to find all (or at least one,
depending on the definition) occurrences of the pattern graph
in the host graph, i.e., the subgraphs of the host graph that are
isomorphic to the pattern graph.

Unfortunately, the decision version of the subgraph iso-
morphism problem is NP -complete [23], while its counting
version is #P -complete, since the counting version of the
clique problem is #P -complete [24]. Furthermore, not only
that it is unlikely that a polynomial-time algorithm exists,
but so far no exponential-time algorithm with a lower bound
better than what can be achieved by the naive enumeration of
the occurrences has been devised [25]. Most algorithms are
therefore based on a backtracking approach (e.g., [26], [27]).
In particular, the vertices of the pattern graph are matched with
those of the host graph until a match is found, using the vertex
neighborhood information to prune the search space.

1 2
3

4

5

6
Graph G

1 2
3

4

5

6

7

Graph H

Fig. 1. A sample pattern graph G and host graph H .

Let us assume that a given pattern graph G has m nontrivial
automorphisms. When searching for the occurrences of G in
a given host graph H , a search algorithm that establishes
all valid matches between G and subgraphs of H discovers
each of G’s occurrences m times, because the vertices of G
can be isomorphically mapped to the vertices of each of G’s
occurrences in m different ways. As an example, consider the
pattern graph G and the host graph H in Fig. 1. An algorithm
that is unaware of the eight automorphisms of G will find the
single occurrence of G in H eight times. In other words, it
will establish eight subgraph isomorphisms h : G→ H:

i hi(1) hi(2) hi(3) hi(4) hi(5) hi(6)

1 1 2 3 4 5 6
2 1 2 3 4 6 5
3 1 2 4 3 5 6
4 1 2 4 3 6 5
5 2 1 5 6 3 4
6 2 1 5 6 4 3
7 2 1 6 5 3 4
8 2 1 6 5 4 3

However, by imposing the constraints h(1) < h(2), h(3) <
h(4), and h(5) < h(6) while performing the exhaustive
subgraph isomorphism search, the sole occurrence of the graph
G in the graph H will be discovered exactly once, and this
regardless of the numbering of H’s vertices.

Motivated by this observation, we recently introduced the
so-called exploratory equivalence [9], on the basis of which
such constraints can be defined and safely imposed during
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the subgraph isomorphism search. Exploratory equivalence is
an automorphisms-based equivalence relation on the vertices
of a given graph; an exploratory equivalent partition (EE
partition) is a partition of the graph vertex set into a set
of exploratory equivalence classes. Every EE partition can
be directly translated into a safe set of search constraints,
where ‘safe’ means that the constraints never lead the algo-
rithm to miss any occurrence, regardless of the numbering
of the host graph vertices. In particular, an EE partition
{u11, . . . , u1k1

| u21, . . . , u2k2
| . . . | us1, . . . , usks

} (the
vertices u11, . . . , u1k1

constitute the first equivalence class,
etc.) gives rise to the constraint set {h(u11) < . . . < h(u1k1),
h(u21) < . . . < h(u2k2), . . . , h(us1) < . . . < h(usks)}. In the
example of Fig. 1, one of the EE partitions of the graph G is
{1, 2 | 3, 4 | 5, 6}, and it leads to the above-mentioned set of
constraints.

If a graph G has nontrivial automorphisms, it has several
nontrivial EE partitions. All of them lead to a safe set of search
constraints. However, of particular interest is one that gives rise
to the set of constraints that results in the largest speedup when
searching for the occurrences of G. Such an EE partition is
called a maximum EE partition (‘a’ instead of ‘the’ because
there can be several of them), and the problem of finding such
a partition for a given graph is denoted MAXEXPLOREQ. In
our previous paper [9], we defined the problem and showed
two algorithms, both of which are polynomial only in the
number of automorphisms, rather than in the number of graph
vertices. Besides that, the algorithms fail to find a maximum
EE partition for all graphs, although counterexamples appear
to be very rare; for example, the second algorithm finds a
maximum EE partition for all but 2 graphs out of 261080
connected unlabeled undirected 9-vertex graphs.

IV. PROBLEM DESCRIPTION

Since the MAXEXPLOREQ problem is defined and thor-
oughly explained in our FedCSIS 2014 paper [9], we provide
a relatively brief review of the main definitions.

Definition 1 (cover): A set of permutations A ⊆ Π[n]
covers a set P ⊆ {1, . . . , n} if for every permutation σ of the
set P there exists a permutation a ∈ A such that a(i) = σ(i)
for all i ∈ P :

cover(A,P ) ≡ ∀σ ∈ Π[P ] ∃a ∈ A ∀i ∈ P : σ(i) = a(i). (2)

For example, the set Aut(G) for the graph G of Fig. 1 cov-
ers the set {3, 5}, since it contains both an automorphism for
which a(3) = 3 and a(5) = 5 (123456) and an automorphism
for which a(3) = 5 and a(5) = 3 (215634). For the graph
G′ of Fig. 2, the set Aut(G′) covers the set {1, 3, 5}, since it
contains an automorphism for each of the 3! permutations of
the set {1, 3, 5} (123456 for the permutation 135, 165432 for
the permutation 153, 321654 for the permutation 315, etc.)

Definition 2 (stabilizer): The stabilizer of a set A ⊆ Π[n]
with respect to a set P ⊆ {1, . . . , n} is the set of all
permutations in A that fix all elements of P :

Stab(A,P ) = {a ∈ A | ∀i ∈ P : a(i) = i}. (3)

For the graph G of Fig. 1, we have Stab(Aut(G), {1, 2}) =
{123456, 123465, 124356, 124365}, Stab(Aut(G), {3, 4}) =
{123456, 123465}, and Stab(Aut(G), {3, 5}) = {123456}.

1

2

3

4

5

6

Fig. 2. A sample graph G′.

Definition 3 (EE ordered partition): For a given graph
G = (V,E), an ordered partition 〈P1, P2, . . . , Ps〉 of V is
exploratory equivalent if for all i ∈ {1, . . . , s} we have

cover(Ai−1, Pi) and Ai = Stab(Ai−1, Pi),

where A0 = Aut(G).

For the graph G of Fig. 1, one of the EE ordered partitions
is 〈1, 2 | 3, 4 | 5, 6〉; the corresponding stabilizers are A1 =
{123456, 123465, 124356, 124365}, A2 = {123456, 123465},
and A3 = {123456}.

Definition 4 (EE partition): For a given graph G =
(V,E), a partition 〈P1, P2, . . . , Ps〉 of V is exploratory equiv-
alent if there exists an exploratory equivalent ordered partition
〈Pi1 , Pi2 , . . . , Pis〉 for a set of distinct indices ij ∈ {1, . . . , s}.

Figure 3 shows all EE partitions of the graph G in Fig. 1.

Fig. 3. The Hasse diagram of all EE partitions of the graph G of Fig. 1.
(The four partitions on the right-hand side are actually four separate vertices
in the diagram.)

As we mentioned in the introduction, an EE partition
determines a set of subgraph isomorphism search constraints.
For example, the EE partition {1 | 2 | 3, 4 | 5, 6} determines
the constraints h(3) < h(4) and h(5) < h(6), which can
be safely used when searching for subgraph isomorphisms
h : G→ H in an arbitrary host graph H . Since an EE partition
set with k vertices represents k! permutations of those vertices,
the corresponding constraint reduces the number of discoveries
of each occurrence of G in H by a factor of k!. The score of
an EE partition can thus be defined as follows:

Definition 5 (score of an EE partition): The score of an
EE partition {P1, . . . , Ps} is

∏s
i=1 |Pi|!.

The goal of the MAXEXPLOREQ problem is to find a
maximum EE partition, i.e., one with the highest score:
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Definition 6 (MAXEXPLOREQ): Given a graph G, find an
EE partition with the maximum score.

The sole maximum EE partition of the graph G of Fig. 1
is {1, 2 | 3, 4 | 5, 6}, with the score of 2! 2! 2! = 8. One of
the two maximum EE partitions of the graph G′ of Fig. 2
{1, 3, 5 | 2 | 4 | 6}, with the score of 3! 1! 1! 1! = 6. The other
is {2, 4, 6 | 1 | 3 | 5}. Note that {1, 3, 5 | 2, 4, 6} is not an EE
partition, since Stab(Aut(G′), {1, 3, 5}) = {123456} and the
resulting set of automorphisms covers only singletons.

For convenience, let us also define an exploratory equiva-
lent set and exploratory equivalent vertices:

Definition 7 (EE set): For a graph G = (V,E), a set P ⊆
V is exploratory equivalent if there exists an EE partition that
contains P .

For example, in the graph G of Fig. 1, the sets {3, 5},
{5, 6}, and {3, 6} are all exploratory equivalent. However, the
set {3, 5, 6} is not.

Definition 8 (EE vertices): Vertices v1, . . . , vk are ex-
ploratory equivalent if the set {v1, . . . , vk} is exploratory
equivalent.

We will now present an alternative interpretation of ex-
ploratory equivalence that will be used in some proofs. Let
V ′ = {v1, v2, . . . , vk} ⊆ V be a subset of vertices of an
unlabeled graph G = (V,E), and let Z1, Z2, . . . , Zk be
mutually distinct labels. Let Gj denote a copy of the graph
G in which the vertex vi (for i ∈ {1, . . . , k}) is labeled
σj(Zi), where σj (for j ∈ {1, . . . , k!}) represents the j-
th permutation of the set {Z1, . . . , Zk}. Now, the set V ′

is exploratory equivalent if the graphs G1, . . . , Gk! are all
mutually isomorphic. For instance, in the case of the graph G′

of Fig. 2, the set {1, 3, 5} is exploratory equivalent because all
3! graphs in Fig. 4 are mutually isomorphic.

Let P = 〈P1, P2, . . . , Ps〉 with Pi = {vi1, vi2, . . . , viki}
be an ordered partition of the vertex set of an unlabeled graph
G, and let Z11, Z12, . . . , Z1k1 , Z21, Z22, . . . , Z2k2 , . . . ,
Zs1, Zs2, . . . , Zsks be mutually distinct labels that do not
occur at any vertex in the graph G. Let Gr,j (1 ≤ r ≤ s)
denote a copy of the graph G in which the vertices vi1, vi2,
. . . , viki

(for i ∈ {1, . . . , r − 1}) are labeled Zi1, Zi2, . . . ,
Ziki

, respectively, while the vertices vr1, vr2, . . . , vrkr
are

labeled σj(Zr1), σj(Zr2), . . . , σj(Zrkr
), respectively, where

σj (for j ∈ {1, . . . , kr!}) represents the j-th permutation of
the set {Zr1, . . . , Zrkr}. Now, the partition P is exploratory
equivalent if we have Gi,1 ≃ Gi,2 ≃ . . . ≃ Gi,ki! for each
i ∈ {1, . . . , s}. For instance, in the case of the graph G of
Fig. 1, the ordered partition 〈1, 2 | 3, 4 | 5, 6〉 is exploratory
equivalent because we have G1,1 ≃ G1,2, G2,1 ≃ G2,2, and
G3,1 ≃ G3,2 for the graphs of Fig. 5.

Alternatively, the partition P = 〈P1, P2, . . . , Ps〉 is ex-
ploratory equivalent if the set P1 is exploratory equivalent
and if for each i ∈ {2, . . . , s}, the set Pi remains exploratory
equivalent after the labels of the vertices of the sets Pj (for
all 1 ≤ j < i) have been fixed to Zj1, . . . , Zjkj .

V. THE COMPLEXITY OF MAXEXPLOREQ

In this section, we show that MAXEXPLOREQ is at least as
hard as the graph isomorphism problem. We have the following
theorem:

Z1

1

2

Z2 3
4

Z35

6
G1

Z1

Z3Z2

G2

Z2

Z1Z3

G3

Z2

Z3Z1

G4

Z3

Z1Z2

G5

Z3

Z2Z1

G6

≃ ≃

≃ ≃
≃ ≃ ≃

Fig. 4. These 6 isomorphic graphs prove that the set {1, 3, 5} is exploratory
equivalent for the graph G′ of Fig. 2.
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Z12 Z11

G1,2

Z11 Z12

Z21

Z22 G2,1

Z11 Z12

Z22

Z21 G2,2

Z11 Z12

Z21

Z22

Z31

Z32G3,1

Z11 Z12

Z21

Z22

Z32

Z31G3,2

≃

≃

≃

Fig. 5. The three pairs of isomorphic graphs proving that the ordered partition
〈{1, 2}, {3, 4}, {5, 6}〉 is exploratory equivalent for the graph G of Fig. 1.

Theorem 1: The MAXEXPLOREQ problem is GI -hard.

Proof: The theorem can be proved by a polynomial-
time reduction of the graph isomorphism problem to the
MAXEXPLOREQ problem. Let G and H be graphs for which
one would like to determine whether they are isomorphic. Let
us form a graph G′ by adding a vertex u0 to the graph G and
connecting it with all the vertices of G. In an analogous way,
let us form a graph H ′ from the graph H (we call the added
vertex v0). Now we solve the MAXEXPLOREQ problem on
the graph G′ ∪H ′, i.e., on the disjoint union of the graphs G′

and H ′. We claim that the graphs G and H are isomorphic if
and only if any maximum EE partition contains a set with at
least one vertex from G′ and at least one vertex from H ′. Let
us prove this.
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(If) If a maximum EE partition for the graph G′ ∪ H ′

contains a set with vertices u ∈ V (G′) and v ∈ V (H ′),
then there exists an automorphism that maps u to v and v
to u. Since the graphs G′ and H ′ are both connected, such
an automorphism can exist only if the graphs are isomorphic.
This implies that the graphs G and H are isomorphic, too.

(Only if) If the graphs G are H isomorphic, then an EE
partition for the graph G′ ∪H ′ cannot be maximum unless it
contains at least one set with at least one vertex from both
G′ and H ′. Indeed, in an EE partition that contains no such
set, one can always join the singletons {u0} and {v0} into an
EE set {u0, v0} and thus obtain an EE partition with a higher
score, since the vertices u0 and v0, owing to their degree, can
only be exploratory equivalent with each other (and they are,
if the graphs G′ and H ′, and of course also G and H , are
isomorphic).

Because of its GI -hardness, the MAXEXPLOREQ problem
for general graphs is unlikely to be solvable in polynomial
time. In the rest of this paper, we therefore restrict the problem
to trees.

VI. SOLVING THE MAXEXPLOREQ PROBLEM ON TREES

A. Prerequisites

Let a graph T = (V,E) be an arbitrary tree. For the
sake of simplicity, let us assume that the tree is unlabeled;
the algorithm could be fairly straightforwardly generalized to
labeled trees. Since T is an arbitrary unrooted tree, we will
only speak of leaves (vertices with degree 1) but not of the
root, parents, and children. Before showing an algorithm for
finding a maximum EE partition on T , let us present some
auxiliary definitions and claims.

Definition 9 (distance): The distance between vertices u
and v in a tree (denoted d(u, v)) is the number of edges on
the (unique) path from u to v.

Definition 10 (neighborhood): In a tree, the neighborhood
of a vertex u at a distance d is the subtree composed of all
vertices v such that d(u, v) ≤ d.

Definition 11 (eccentricity, center): The eccentricity of a
vertex u in a tree is the maximum distance between u and any
other vertex, i.e., e(u) = maxv∈V d(u, v). A center of the tree
is a vertex with minimum eccentricity.

Theorem 2: Any tree has either one or two centers. If it
has two, they are adjacent.

Proof: Let us focus on a longest path (several such paths
are possible) in the tree, and let u and v be the two extreme
vertices on that path. The distance between u and v is therefore
the greatest possible in the tree. The eccentricity of any vertex
w on the path is e(w) = max{d(u,w), d(v, w)}; it obviously
cannot be lower, but if it were greater, we could form a strictly
longer path in the tree (passing through w, one of u and v, and
the most remote vertex from w), contradicting our assumption.
Any center c of the tree has to be located somewhere on
the path from u to v, for if we had, say, a putative center
c′ outside of that path, then e(c′) = max{d(u, c′), d(v, c′)}
would be greater than e(c) = max{d(u, c), d(v, c)}. Since a
center is a vertex with the lowest eccentricity, we have only
two possibilities:

c1 c2

u

v

u′ v′

e

Fig. 6. An illustration of the proof of Lemma 3.

• If d(u, v) is odd, the tree has exactly one center c,
and it is located halfway between u and w, such that
d(c, u) = d(c, v).

• If d(u, v) is even, the tree has two adjacent centers c1
and c2 such that d(c1, u) = d(c2, v).

Lemma 3: Let c1 and c2 be the center(s) of the tree (by
Theorem 2, we may have c1 = c2). If vertices u and v are
exploratory equivalent, we have d(u, c1) = d(v, c2).

Proof: Let us assume that d(u, c1) 6= d(v, c2). Without
loss of generality, we may further assume that d(u, c1) <
d(v, c2). Consider Fig. 6. Let u′ be a leaf such that d(c1, u′) =
e(c1) = e(c2) = e (since c1 is a center, such a leaf must
exist). Likewise, let v′ be a leaf such that d(c2, v′) = e. Since
d(u, c1) < d(v, c2), we have d(u, u′) > d(v, v′). This means
that there is a leaf at the distance of d(u, u′) from u, but
there cannot be any leaf at the same distance from v. The
neighborhoods of u and v at the distance d(u, u′) are therefore
non-isomorphic, which implies that the vertices u and v cannot
be automorphically mapped to each other. Consequently, the
vertices u and v are not exploratory equivalent.

Definition 12 (centrifugal subtree): Let u be a vertex con-
nected with vertices v1, . . . , vk, and let vi, for some i ∈
{1, . . . , k}, be the sole vertex on the path from u to the
center(s) of the tree. The centrifugal subtree of the vertex u
is the tree composed of the vertex u and of all vertices on the
paths starting at u, passing through v1, . . . , vi−1, vi+1, . . . ,
vk, respectively, and finishing at leaves.

Informally, the centrifugal tree of a given vertex u contains
the vertex u and all vertices ‘below’ it in the direction away
from the center(s). The triangles in Fig. 6 represent the
centrifugal subtrees of the vertices u and v.

Lemma 4: If vertices u and v of the tree T are exploratory
equivalent, they have isomorphic centrifugal subtrees.

Proof: If the centrifugal subtrees are not isomorphic,
the vertices u and v cannot be automorphically mapped to
each other, since there exists some distance d at which their
neighborhoods are not isomorphic. Therefore, the vertices
cannot be exploratory equivalent.

Lemma 5: If vertices v1, . . . , vk of the tree T are connected
to the same vertex and all their centrifugal subtrees are
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mutually disjoint and isomorphic, then the vertices v1, . . . ,
vk are exploratory equivalent.

Proof: It is easy to see that the vertices v1, . . . , vk (and
with them the entire corresponding centrifugal subtrees) can
be automorphically mapped to each other in all k! possible
ways, which means that they are exploratory equivalent.

Lemma 6: Let the tree have two distinct centers, c1 and c2.
If the centrifugal subtrees of c1 and c2 are isomorphic, then
the centers c1 and c2 are exploratory equivalent.

Proof: Here, the same argument applies as in the proof
of Lemma 5.

Lemma 7: Let P = 〈P1, . . . , Ps〉 be an ordered partition
of the vertex set V such that the following holds:

• The set P1 is exploratory equivalent in the sense of
Lemma 5 or Lemma 6.

• Every set Pi with i > 1 is exploratory equivalent in
the sense of Lemma 5.

• If the vertices of Pj , together with their common
neighbor, all belong to the centrifugal subtree of some
vertex v ∈ Pi, then j > i.

If all the above conditions are met, the partition P is ex-
ploratory equivalent.

Proof: By Lemmas 5 and 6, the set P1 = {u11, . . . , u1k1
}

is exploratory equivalent. Let us fix the labels of u11, . . . ,
u1k1

to Z11, . . . , Z1k1
. Is the set P2 = {u21, . . . , u2k1

} still
exploratory equivalent? Yes, owing to the third condition in the
lemma, it holds that for each vertex u1i (i ∈ {1, . . . , k1}) the
centrifugal subtrees of the vertices u21, . . . , u2k2 are either dis-
joint from the centrifugal tree of u1i or completely contained
within it. In both cases, the vertices u21, . . . , u2k2 (and with
them the entire centrifugal subtrees) can be automorphically
mapped to each other in all k2! possible ways, even if the
vertices u11, . . . , u1k1

have distinct unique labels. The second
case is illustrated in Fig. 7. Since the same reasoning applies
all the way to the set Ps, we can conclude that the partition
is indeed exploratory equivalent.

c

u11 . . . u1k1

u21 u2k2
. . .

Fig. 7. An illustration of the second case in the proof of Lemma 7. The
subtrees represented by the two large triangles are isomorphic, and so are
those represented by the two small ones.

For the tree of Fig. 8, an ordered EE partition in the sense
of Lemma 7 is 〈17 | 15, 16 | 11 | 12 | 13 | 14 | 1, 2, 3 | 4, 5 |
6, 7 | 8, 9, 10〉. Non-singleton sets are represented by different
colors.

17

15 16

11 12 13 14

1 2 3 4 5 6 7 8 9 10

Fig. 8. A sample tree.

Lemma 8: If u and v are EE vertices at a distance greater
than 2, then there also exist EE vertices u′ and v′ at a distance
of at most 2.

Proof: Let us first assume that d = d(u, v) is even. Let
w be the sole vertex such that d(u,w) = d(v, w) = d/2.
Now let u′ and v′ be the neighbors of w on the paths from
w to u and w to v, respectively. The distance between u′

and v′ is therefore 2. We claim that the vertices u′ and v′

are exploratory equivalent if so are u and v. Indeed! The
automorphism that maps u to v and vice versa maps the entire
centrifugal subtree of u′ to the centrifugal subtree of v′ and
vice versa. In particular, u′ is mapped to v′ and vice versa,
which means that u′ and v′ are exploratory equivalent, too.
(However, note that the sets {u, v} and {u′, v′} cannot both
be part of the same EE partition!)

If d(u, v) is odd, then it follows from Lemma 3 that the
tree T has two distinct centers, c1 and c2, and that d(u, c1) =
d(v, c2). An automorphism that maps u to v (and v to u) also
maps c1 to c2 (and c2 to c1), implying that the vertices c1 and
c2 are exploratory equivalent, too.

Lemma 9: If u1, . . . , uk are EE vertices, then there also
exist EE vertices u′

1, . . . , u′
k such that d(ui, uj) ≤ 2 for all

distinct pairs i, j ∈ {1, . . . , k}. Furthermore, if k > 2, then
d(ui, uj) = 2 for all distinct pairs i, j ∈ {1, . . . , k}.

Proof: The first part of the lemma is a straightforward
generalization of Lemma 8. As for the second part, observe
that if distinct vertices u, v, and w are exploratory equivalent,
we cannot have d(u, v) = d(v, w) = 1 and d(u,w) = 2; such
vertices would then form a 3-vertex line subgraph u− v −w,
which can never have more than 2 automorphisms, but a set of
three vertices can be exploratory equivalent only if at least 3!
automorphisms exist. The case d(u, v) = d(u,w) = d(v, w) =
1 is clearly impossible in a tree, and so d(u, v) = d(u,w) =
d(v, w) = 2 remains as the only possibility.

Lemma 10: There exists a maximum EE partition P =
{P1, . . . , Ps} of the tree T such that for each i ∈ {1, . . . , s}
the distance between each pair of vertices in Pi is at most 2.

Proof: Let R = {R1, . . . , Rs} be a maximum EE parti-
tion such that a set R ∈ R does not conform to the conditions
in the lemma. By Lemma 9, the set R can be replaced by the
corresponding EE set R′ of vertices at a distance of at most
2. We now claim that the partition R′ = R \ {R} ∪ {R′} is
also exploratory equivalent. To see this, consider the operation
performed in the proof of Lemma 8. Let v be the vertex such
that d(v, u1) = . . . = d(v, uk). (If k = 2, such a vertex
might not exist, but then we have d(c1, u1) = d(c2, u2), and
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the same logic applies.) By replacing the EE set R = {u1,
. . . , uk} with the EE set R′ = {u′

1, . . . , u′
k} (where u′

1, . . . ,
u′
k are the neighbors of v on the paths from v to u1, . . . ,

uk, respectively), the resulting partition remains exploratory
equivalent, since an automorphism that maps ui to uj also
maps the entire path from v to ui to the path from v to uj

and since the selection of R into an EE partition precludes the
selection of any other set containing vertices on different paths
from v to u1, . . . , uk. However, the opposite is not necessarily
the case. While the choice of R′ does, of course, preclude
the selection of R, it might not rule out everything ‘between’
R′ and R. For instance, in the example shown in Fig. 8, it
would be unwise to select the EE set R1 = {1, 8} into an EE
partition, since the most we could then possibly attain would
be the partition {1, 8 | 2, 3 | 4, 5 | 6, 7 | 9, 10 | singletons}.
However, if we instead choose the set R′

1 = {15, 16}, we
can obtain the clearly better (and indeed maximum) partition
{15, 16 | 1, 2, 3 | 4, 5 | 6, 7 | 8, 9, 10 | singletons}.

The above lemma tells us that when searching for a
maximum EE partition, we may safely ignore any pairs of
vertices at the distance greater than 2. This important fact is
the basis for the algorithm we show below.

B. The algorithm

We are now ready to present a polynomial-time algorithm
that constructs a maximum EE partition for a given tree.
The algorithm is shown as Alg. 1. At the beginning, the
algorithm assigns the so-called ornament ∗ to each leaf of
the given tree; all other vertices are assigned the ornament ǫ.
The algorithm then proceeds in a reverse breadth-first fash-
ion: in each iteration, the vertices connected to the (current)
leaves that have at most one ǫ-ornamented neighbor receive
their ornaments, constructed from the ornaments of their leaf
neighbors. Simultaneously, the leaves are removed from the
tree. The output of the algorithm is a partition of the vertex
set of the original tree.

Figures 9 and 10 provide two examples for Alg. 1. The
numbers beside the vertices indicate the order in which the
ornaments are assigned to the vertices (of course, the order
within each iteration is arbitrary), while the boxes show the
ornaments. The vertices with the same non-white color belong
to the same set in the returned partition. For the tree of Fig. 9,
the algorithm thus produces the partition 〈9, 10 | 7, 8 | 5, 6 |
4 | 3 | 2 | 1〉. The partition for the tree of Fig. 10 is 〈8 | 6, 7 |
1 | 5 | 4 | 3 | 2〉.

9 10

7

8

5

6

1

2

3

4

∗

∗

∗

∗

(∗)

(∗)

(∗)

(∗)

((∗), (∗)) ((∗), (∗))

Fig. 9. The execution of Alg. 1 on a sample tree.

Algorithm 1 An algorithm for solving the MAXEXPLOREQ
problem on a given tree T .

1: function FINDMAXPARTITION(T = (V,E))
2: for all v ∈ V do orn(v)← ǫ

3: L← the set of leaves of T
4: for all v ∈ L do orn(v)← ∗
5: t← 0
6: while |V | > 2 do
7: W = {w ∈ V | (∃v ∈ L : (w, v) ∈ E) and
8: only one neighbor w′ of w has orn(w′) = ǫ}
9: for all w ∈W do

10: 〈r1, . . . , rm〉 ← the leaves connected to w,
11: lexicographically sorted by their ornaments
12: orn(w)← (orn(r1), . . . , orn(rm))
13: R← {r1, . . . , rm}
14: while R 6= ∅ do
15: r ← any vertex from R
16: t← t+ 1
17: Pt ← {r′ ∈ R | orn(r′) = orn(r)}
18: R← R \ Pt

19: remove each vertex in Pt from T

20: L← the set of leaves of T
21: if |V | = 1 then return 〈V, Pt, Pt−1, . . . , P1〉
22: else
23: {u, v} ← V
24: if orn(u) = orn(v) then return 〈V, Pt, . . . , P1〉
25: else return 〈{u}, {v}, Pt, . . . , P1〉

8 7 5 3

6

4

2

1

∗ (∗, ((∗)), ((∗))) ((∗)) (∗) ∗

((∗))

(∗)

∗

Fig. 10. The execution of Alg. 1 on a sample tree.

Lemma 11: In each iteration, the algorithm removes from
the current tree all vertices that are farthest from the center(s)
of the current tree.

Proof: In each iteration, the algorithm removes all leaves
except those whose neighbor is connected to at least two non-
leaves. However, such leaves cannot be at the greatest distance
from the center(s).

Corollary 12: After each iteration, the center(s) of the
resulting tree are coincident with those of the original tree.

Corollary 13: The (at most two) vertices that remain in
the set V after the main loop of the algorithm are exactly the
center(s) of the tree.

Lemma 14: At the end of the algorithm, two vertices have
equal ornaments if and only if their centrifugal subtrees are
isomorphic.
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Proof: Since the algorithm proceeds from the leaves
towards the centers, it builds the ornaments of individual
vertices from the ornaments of their centrifugal subtrees. By
construction, the ornament of a vertex reflects the structure of
its centrifugal subtree. The lexicographical ordering ensures
that two vertices with isomorphic centrifugal subtrees also
have equal ornaments. As for the ‘only if’ part, consider
that vertices with non-isomorphic centrifugal subtrees cannot
possibly have equal ornaments; any valid ornament takes
the form (s1, s2, . . . , sk), where s1, . . . , sk are individual
subornaments, and there is exactly one way to split a valid
ornament into valid constituents. Therefore, it cannot happen
that two non-isomorphic subtrees ‘accidentally’ receive equal
ornaments.

Lemma 15: For a given tree, the ordered partition pro-
duced by the algorithm is exploratory equivalent.

Proof: First, the properties from Lemmas 5, 6, and 14
ensure that each set from the EE partition is individually
exploratory equivalent. Indeed, the algorithm adds a non-
singleton set to the partition only if all vertices from that set
have the same neighbor and isomorphic centrifugal subtrees.
Second, does the returned ordered partition 〈Ps, Ps−1, . . . , P1〉
(where s = t + 1 or t + 2, depending on the situation after
the main loop) conform to the conditions in Lemma 7, which
guarantee ‘EE-ness’? It does! The first two conditions are
clearly met; the two centers, if they exist and if they are
exploratory equivalent, constitute the set Ps. As for the third
condition, consider that the algorithm ‘peels’ the tree from the
leaves towards the centers and that the EE sets are stacked into
the partition in the reverse order. These facts ensure that the
centrifugal subtree of a vertex in Pj can be a subtree of the
centrifugal subtree of a vertex in Pi only if j > i.

Lemma 16: The EE partition produced by the algorithm
contains all possible EE sets P = {u1, . . . , uk} such that for
each distinct pair i, j ∈ {1, . . . , k} we have d(ui, uj) ≤ 2.

Proof: By Lemma 3, the vertices {u1, . . . , uk} of an EE
set all have the same distance from the center. If the distance
between each pair of them is at most 2, then they must be
connected with the same vertex or, if k = 2, the vertices u1

and u2 can also be the two centers of the tree. By Lemma 3,
EE vertices are always located at the same distance from the
tree center(s); by Lemma 4, they must also have isomorphic
centrifugal subtrees. The algorithm produces all such sets that
fulfill these conditions: (1) it considers all sets of vertices that
have the pairwise distance of exactly 2 and are located at the
same distance from the tree center(s); (2) if the tree has two
centers, the algorithm will, at the very end, certainly check
whether they have the same ornaments; (3) the algorithm adds
each such set of vertices to the output partition provided that
the vertices have isomorphic centrifugal subtrees.

Theorem 17: For a given tree, Alg. 1 produces a maximum
exploratory equivalent (ordered) partition.

Proof: By Lemma 15, the partition is exploratory equiv-
alent. By Lemma 10, every tree has a maximum EE partition
such that all pairwise distances in each EE set are at most 2.
Since, by Lemma 16, the algorithm constructs an EE partition
out of all such EE sets in the input tree, and since each of these
sets contains as many vertices as possible (owing to line 17

in Alg. 1), the output EE partition certainly has the maximum
score.

We have just proved that the algorithm indeed solves the
MAXEXPLOREQ problem for trees. To get an estimate on the
algorithm’s complexity, we proceed as follows. For each vertex
of the tree, one has to sort the signatures of its children (the
neighbors of that vertex in its centrifugal subtree). Each vertex
has O(n) children, and the length of each ornament is O(n),
giving O(n2 log n) to sort the signatures of the children of each
vertex. Since there are O(n) vertices, the total complexity of
the algorithm is O(n3 log n). We have the following theorem:

Theorem 18: Algorithm 1 is a polynomial-time algorithm
for tree graphs.

VII. MAXEXPLOREQ ON SMALL TREES

In order to give us some insight into the problem, we per-
formed a small empirical study of MAXEXPLOREQ on the set
of small trees. This analysis will show us how the symmetries
(that we can detect and exploit with MAXEXPLOREQ) are
present in the studied set of trees.

Since trees are a ubiquitous structure, there are a lot
of applications that can benefit from the symmetries found
with our algorithm. An application that directly relates to the
set of small trees is graphlet counting. In [28], the authors
present a method for counting graphlets by exploiting many
symmetries of small graphs (up to 5 nodes). Their method
is currently considered one of the best, and with the use
of MAXEXPLOREQ some of those symmetries could also
be used to count larger graphlets much faster than with the
straightforward approach.

For the analysis of this set of trees, we generated all
nonisomorphic unlabeled trees of sizes 2 to 20 (let us call the
set T 20

2 ) and computed MAXEXPLOREQ on every generated
tree. Table I gives the number of trees for each size; in
parentheses, we give the number of trees that have only the
trivial automorphism, i.e., all sets in the MAXEXPLOREQ
partition are singletons. Figure 11 shows the distribution of
MAXEXPLOREQ score in T 20

2 . This histogram shows that
maximum EE partitions are non-trivial in a vast majority of
trees.

To view the potential of MAXEXPLOREQ in more detail,
let us examine trees of different sizes separately. For each
separate set, we computed the median MAXEXPLOREQ score.
The resulting chart is shown in Fig. 12. From this chart, we
can see the potential speedup of at least half of the trees in the
set of all trees with the same size. For example, for the trees
of size 15, half of the trees have the potential speedup of 12,
and for larger trees the median value is even larger, implying
an almost exponential growth of the median value.

The two charts shown above demonstrate features of the
MAXEXPLOREQ score, but they do not show the structure
of individual partitions in any way. To show a feature of the
MAXEXPLOREQ partitions, we measured the frequencies of
the largest set in the partition (for each tree in T 20

2 ). Figure 13
shows the frequencies of these sets. In this histogram, we
can see that most of the partitions are composed of pairs and
triplets; the frequency of other partitions drops exponentially.
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TABLE I. NUMBER OF NONISOMORPHIC TREES OF A SPECIFIED SIZE. IN PARENTHESES, THE NUMBER OF TREES WITHOUT AUTOMORPHISMS IS GIVEN.

size 2 3 4 5 6 7 8 9 10 11
#trees 1 (0) 1 (0) 2 (0) 3 (0) 6 (0) 11 (1) 23 (1) 47 (3) 106 (6) 235 (15)
size 12 13 14 15 16 17 18 19 20
#trees 551 (29) 1301 (67) 3159 (139) 7741 (313) 19320 (671) 48629 (1487) 123867 (1487) 317955 (7264) 823065 (16137)
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Fig. 11. The histogram of the frequencies of MAXEXPLOREQ values
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each tree.

VIII. EXPLORATORY EQUIVALENCE AND THE SUBGRAPH
ISOMORPHISM PROBLEM

We motivated exploratory equivalence by its application
to the subgraph isomorphism problem. In this section, we
will establish the relationship between these two concepts in
more depth. First, note that there is a bijection between the
set of automorphisms of a pattern graph G and the set of
isomorphisms between G and each occurrence of G in an
arbitrary host graph H:

Lemma 19: If G′ is an occurrence of a graph G in a
graph H , then for each automorphism of G there exists an
isomorphism G→ G′, and vice versa.

Proof: A subgraph isomorphism between the graphs G
and H is an isomorphism between two copies of the graph
G (G and G′ in our case). An automorphism of G can
be interpreted in exactly the same way: as an isomorphism
between two copies of G.

Lemma 20: Let G = (V,E) be a pattern graph, and let G′

be its occurrence in a host graph H . If a set {v1, v2, . . . , vk} ⊆
V is exploratory equivalent, then there exists an isomorphism
h′ : G→ G′ such that h′(v1) < h′(v2) < . . . < h′(vk).

Proof: Without loss of generality, we may assume that the
graph G′ consists of the vertices u1, u2, . . . , uk such that u1 <
u2 < . . . < uk. Let h0 : G→ G′ be an isomorphism such that
h0(vi) = uσ(i) (for each i ∈ {1, . . . , k}), where σ is some
permutation of the set {1, . . . , k}. Since the set {v1, v2, . . . ,
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vk} is exploratory equivalent, there exists an automorphism of
G for each of the k! permutations of the set. One of those
automorphisms (e.g., h) has the property that h(vi) = vσ−1(i)

for each i ∈ {1, . . . , k}. Now, let us define the isomorphism
h′ = h0 ◦ h. For each i ∈ {1, . . . , k}, we have h′(vi) =
h0(h(vi)) = h0(vσ−1(i)) = ui and hence h′(v1) < h′(v2) <
. . . < h′(vk).

Theorem 21: Let G be a pattern graph, and let G′ be its
occurrence in a host graph H . If P = 〈P1, . . . , Ps〉 (where
Pi = {vi1, . . . , viki} for i ∈ {1, . . . , s}) is an EE ordered
partition, then there exists an isomorphism h′ : G → G′ such
that h′(vi1) < h′(vi2) < . . . < h′(viki) for all i ∈ {1, . . . , s}.

Proof: Since P1 = {v11, . . . , v1k1} is an EE set, Lemma
20 ensures the existence of an isomorphism h1 : G→ G′ with
the property h1(v11) < h1(v12) < . . . < h1(v1k1). Now, the
fact that P is an EE ordered partition implies that the set P2

remains exploratory equivalent even if we assign unique labels
to the vertices in P1. In other words, even if the set of all
possible isomorphisms h : G → G′ is restricted to those that
satisfy h(v11) < h(v12) < . . . < h(v1k1

), there will still exist
an isomorphism h2 : G → H such that h2(v21) < h2(v22) <
. . . < h2(v2k2

) (in addition to h2(v11) < . . . < h2(v1k1
)). The

same reasoning applies for P3, P4, etc., up to Ps. Therefore,
there exists an automorphism h′ such that h′(ui1) < . . . <
h′(uiki) for all i ∈ {1, . . . , s}.

From Theorem 21, it follows that if P = {P1, . . . , Ps} is
an EE partition of a pattern graph G, we can safely impose the
constraints h(vi1) < . . . < h(viki

) (for each i ∈ {1, . . . , s})
while searching for subgraph isomorphisms h : G → H in
an arbitrary host graph H . However, these constraints are not
necessarily optimal in the sense of redundancy elimination:
they might not reduce the number of residual isomorphisms
between G and each of its occurrences in H to 1. For
example, consider the graphs G and H in Fig. 14. The set
of automorphisms of G (and simultaneously the set of G-to-
H isomorphisms) is {1234, 2341, 3412, 4123, 4321, 3214,
2143, 1432}, and the maximum EE partition is {1, 3 | 2, 4},
giving the set of constraints {h(1) < h(3), h(2) < h(4)}.
However, these constraints still retain two isomorphisms, 1234
and 2143. (In fact, two isomorphisms would remain regardless
of how the vertices of H were numbered.) This means that in
this case, the set of constraints resulting from the maximum
EE partition does not eliminate the entire redundancy in
subgraph isomorphism search and hence cannot be regarded
as optimal. Incidentally, the optimal set of constraints is
{h(1) < h(3) < h(4)}, but the partition {1, 3, 4 | 2} is not
exploratory equivalent.

1 2

34

Graph G

1 2

34

Graph H

Fig. 14. A sample pattern graph G and host graph H .

In the case of general graphs, a maximum EE partition
might lead to a suboptimal set of constraints because the

number of automorphisms might be greater than the score of
a maximum EE partition. In a tree, however, these two values
are exactly the same.

We will state the following lemma without a formal proof.
We can employ the same techniques as in the proofs of lemmas
and theorems of Section VI. In addition, note that the set of
automorphisms forms a group: if h and h′ are automorphisms,
then h ◦ h′ and h′ ◦ h are automorphisms, too.

Lemma 22: For any tree T , the following properties hold:

• If T contains an automorphism that maps a vertex u
to a vertex v, then the vertices u and v are exploratory
equivalent.

• Let c1 and c2 be the centers of the tree (we may also
have c1 = c2). If the tree has an automorphism h such
that h(u) = v, then (1) d(u, c1) = d(v, c2) and (2) the
centrifugal subtrees of u and v are isomorphic.

• For each nontrivial tree automorphism h, there exists
a pair of vertices u and v such that 1 ≤ d(u, v) ≤ 2
and h(u) = v.

• Let the set P = {v1, . . . , vk} be exploratory equiv-
alent. Let h and h′ be automorphisms such that
h(v1) = h′(v1) = σ(v1), . . . , h(vk) = h′(vk) =
σ(vk) for some permutation σ of the set P . If, on
top of that, h(u) = w1 and h′(u) = w2 with
{u,w1, w2} ∩ {v1, . . . , vk} = ∅ and w1 6= w2, then
the set W = {w1, w2} is exploratory equivalent
independently of the set P , which means that the sets
P and W can both be part of the same EE partition.

• If the sets of tree vertices P = {u1, . . . , up} and
Q = {v1, . . . , vq} are both exploratory equivalent
and if they cannot be extended by any other vertices
without becoming non-EE, then the number of distinct
automorphisms permuting the sets P and Q is equal to
p! q! only if (1) the centrifugal subtrees of the vertices
in P are all pairwise disjoint from the centrifugal
subtrees of the vertices in Q or (2) the vertices v1, . . . ,
vq are all part of the centrifugal subtree of a vertex ui

for some i ∈ {u1, . . . , up} (or vice versa). Otherwise,
the number of distinct automorphisms permuting the
sets P and Q is p! = q!. In this case, we must have
p = q, and each of the vertices of Q is located in the
centrifugal subtree of a different vertex of P (or the
other way around).

Theorem 23: Let P = 〈P1, P2, . . . , Ps〉 be the maximum
EE ordered partition obtained by Alg. 1 for a given tree T .
Then the number of automorphisms of T is |P1|! . . . |Ps|!.

Proof: If s = 1, the vertices of P1 can be mapped to each
other in all |P1|! ways, which means that there are at least
|P1|! automorphisms. However, the number of automorphisms
is exactly |P1|!. Suppose there were two automorphisms, h
and h′, for the same permutation of the set P1. In particular,
if P1 = {v1, . . . , vk}, suppose that h(vi) = h′(vi) = σ(vi) for
all i ∈ {1, . . . , k} and for some permutation σ of P1. For h and
h′ to be distinct, we must have, say, h(u) = w1 and h′(u) =
w2 with w1 6= w2 and u,w1, w2 ∈ V \ P1. However, in this
case, the set {w1, w2} is exploratory equivalent independently
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of the set P1 (Lemma 22) and is therefore part of the same
maximum EE partition as the set P1.

Now, let us assume that the theorem holds for some s > 1,
and let us verify that it also holds for s + 1. Indeed: for any
fixed permutation of the vertices in the set P1∪ . . .∪Ps, there
are exactly |Ps+1|! automorphisms, one for each permutation
of the set Ps+1, which, together with the inductive assumption,
gives the property stated in the theorem. The number of
automorphisms cannot possibly be more than that; if it were,
that would imply the exploratory equivalence of some set not
present in P (independently of the sets in P) or the fact that
the set Ps is not at the bottom of the centrifugal subtree
containment hierarchy (which would, in turn, imply that P
is not an EE ordered partition).

Theorem 23 implies the optimality of the subgraph isomor-
phism constraints derived from a maximum EE partition for
an arbitrary tree. In the search for occurrences of a pattern tree
T in an arbitrary host graph H , the use of these constraints
reduces the number of generated isomorphisms between T
and each of its occurrences in H to 1, thus eliminating the
automorphism-induced redundancy completely.

IX. CONCLUSION

Recently, we defined the so-called MAXEXPLOREQ prob-
lem, the goal of which is to find a maximum exploratory
equivalent (EE) partition of the vertex set of a given graph
G. This problem is closely related to the problem of finding
occurrences of a graph G in a graph H (the subgraph iso-
morphism problem), since every EE partition of G determines
a set of redundancy reduction constraints that can be safely
imposed during the subgraph isomorphism search. In the
MAXEXPLOREQ problem, we try to find an EE partition
that gives rise to the optimal set of constraints in terms of
redundancy elimination in subgraph isomorphism search.

In this paper, we proved that MAXEXPLOREQ is GI -hard,
which means that it is unlikely to be solvable in polynomial
time. For this reason, we restricted the MAXEXPLOREQ prob-
lem to an important subclass of graphs — the class of trees.
By devising a polynomial-time algorithm, we showed that the
restricted MAXEXPLOREQ problem belongs to the complexity
class P . Our algorithm finds a maximum EE partition in time
O(n3 log n), where n is the number of vertices of the input
tree. Note that in contrast to the algorithms presented in our
previous paper [9], Alg. 1 does not require or enumerate the
set of automorphisms of the given tree. If it did, it could not
possibly run within polynomial-time bounds, since the number
of automorphisms for a tree with n vertices can be up to
(n− 1)!.

Besides that, we showed that the score of the maximum
EE partition is equal to the number of automorphisms in the
case of trees, but not necessarily in the case of general graphs.
For any tree, a maximum EE partition thus gives rise to an
optimal set of subgraph isomorphism search constraints.

To demonstrate the large potential of MAXEXPLOREQ, we
performed a small empirical study on the set of all trees of
sizes 2 to 20. The study demonstrates that large speedups could
be obtained in various search algorithms, especially for finding
tree-shaped patterns in larger structures. The automorphisms

on trees have been, of course, well known for a long time;
however, our algorithm finds the partition of nodes that can
be completely interchanged in search algorithms, and thus we
give an explicit recipe on how to exploit these symmetries.

Could we apply the approach presented in this paper to
general graphs? The GI -hardness of the MAXEXPLOREQ
problem does not offer much hope to find a polynomial-time
algorithm for arbitrary graphs. Nevertheless, the lemmas and
theorems of Section VI — if, of course, they could really be
extended to arbitrary graphs in some way — might at least
give rise to a relatively efficient branch-and-bound algorithm
for finding a maximum EE partition. However, a number of
problems will have to be solved before arriving at a viable
algorithm. A general graph might have an arbitrary number of
centers, and it is not yet clear whether the concepts such as
‘centrifugal subtree’ could be generalized at all.
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Abstract—In  this  paper  a  new  formulation  of  the  robust
graph coloring problem (RGCP) is proposed. In opposition to
classical GCP defined for the given graph G(V,E) not only ele-
ments of E but also Ē can be subject of color conflicts in edge
vertices. Conflicts in Ē are assigned penalties 0<P(e)<1. In addi-
tion to satisfying  constraints related to the number of  colors
and/or a threshold of the acceptable sum of penalties for color
conflicts in graph complementary edges (rigidity level), a new
bound called  the relative  robustness  threshold (RRT) is  pro-
posed.  Then  two  metaheuristics  –  SA,  TS  and their  parallel
analogues PSA and PTS – for that version of RGCP are pre-
sented and experimentally compared. For comparison we use
DIMACS graph coloring instances in which a selected percent-
age of graph edges E is randomly moved to Ē. Since graph den-
sities and chromatic numbers of DIMACS GCP instances are
known in advance, the RGCP instances generated on their basis
are more suitable for testing algorithms than totally random in-
stances used so far. The results of the conducted experiments
are presented and discussed.

I. INTRODUCTION

HE classical  graph  k-colorability  problem belongs  to

the class of NP-hard combinatorial problems [9]. This

decision  problem  is  defined  for  an  undirected  graph

G=(V,E) and positive integer k ≤ |V| : is there an assignment

of available  k colors to graph vertices, providing that adja-

cent vertices  receive different colors?  In optimization ver-

sion of the basic problem called GCP, a conflict-free color-

ing with minimum number of colors k is searched. 

T

Many particular colorings of graph vertices and/or edges

represent solutions of variety of practical problems that can

be modeled by graphs with specific constraints put on the el-

ements  of  the  sets  V and  E.  With  additional  assumptions

many variants of the coloring problem can be defined such

as equitable coloring, sum coloring, contrast coloring, har-

monious  coloring,  circular  coloring,  consecutive  coloring,

list coloring, total coloring etc. [14], [18].

One of the most interesting variants of GCP is the robust

graph coloring problem (RGCP) [24]. It  models a class of

vertex  coloring  problems in  which  adjacency relation  be-

tween graph vertices is not “stable”. In certain circumstances

nonadjacent vertices  u and  v can become adjacent and the

edge (u,v) is assigned a penalty 0<P(u,v)<1 when there is a

color conflict : c(u)=c(v). If all penalties P(u,v) are known it

is possible to define requirements for solution feasibility. A

conflict-free coloring of all vertices in E is required, while a

number of penalized color conflicts in the set of complemen-

tary edges  Ē , not exceeding certain threshold (f.i.  rigidity

level) can be tolerated. Given a number of colors k, the col-

oring with a lower rigidity level is more robust. In general,

feasibility conditions can be expressed in terms of the maxi-

mum number of colors used and an upper bound on a cost

function. 

Similarly as GCP also RGCP is known to be NP-hard [26].

Therefore, application of approximate algorithms and meta-

heuristics for  solving this problem is reasonable [1],  [10],

11]. In  literature no r-approximation algorithms for  RGCP

were reported so far. Research conducted in this area con-

tains a number of algorithms and metaheuristics for RGCP

[2], [19], [20], [24], [25] a new formulation of specific ro-

bust coloring problems [4] and a combination of system ro-

bustness and fuzziness [8], [12]. Research results were gath-

ered and summarized in [24]. Other recent papers on system

robustness are [7] and [23].

In  research papers  [19], [20] there appears a problem in

experimental  verification  of  the  investigated  metaheuristic

methods.  How  to  measure  quality  of  the  solution,  when

nothing is known about  chromatic properties  of  the given

graph? How to validate the assumed penalty threshold for a

feasible solution? In our approach RGCP is redefined in or-

der to allow the system designer to use a new cost function -

the  relative  robustness  of  the  solution,  which  can  be  ex-

pressed by a percentage – the relative robustness RR=100%
means a conflict-free vertex coloring in both edges  E and

complementary edges Ē with P(e)>0. This view is very nat-

ural  and meets common expectations of system designers.

For  experimental  verification  two  metaheuristics  -  Tabu

Search  (TS),  Simulated  Annealing  (SA)  and  their  parallel

versions – PTS and PTA – are used. In standard and parallel

versions  they were  applied  earlier  in  similar  research  [3],

[6],  [16],  [17],  [19],  [20],  [21],  [22].  As  input  graphs  we

used DIMACS graph coloring instances [27], [28], [29] in
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which a constant percentage of graph edges E, denoted by E’ 
is assigned penalties 0<P(e)<1. Since graph densities and 

chromatic numbers of DIMACS GCP instances are known in 

advance [15], the RGCP instances generated on their basis 

are more suitable for testing algorithms than totally random 

instances used so far. The presented results justify both 

theoretical assumptions and application of parallel 

metaheuristics for solving RGCP problem.  

In the next section RGCP problem is defined together with 

its new formulation. TS/PTS and SA/PSA algorithms and 

their parameters are presented in sections III. Then, in 

section IV, computer experiments are described and their 

results discussed. In conclusion some general suggestions 

related to the obtained results and future research in this area 

are derived.  

II. ROBUST GRAPH COLORING PROBLEM 

 

GCP is defined for an undirected graph G(V,E) as an 

assignment of available colors {1, . . . , k} to graph vertices 

providing that adjacent vertices receive different colors and 

the number of colors k is minimal. The resulting coloring c is 

called conflict–free and k is called graph chromatic number 

χ(G).  

 

A. RGCP – a simple formulation  

 

RGCP is defined for undirected weighted graph G(V,E) 

with function w(e)= uvp [0,1], as an assignment of 

available colors {1, . . ., k} to graph vertices, providing that 

  

               )1(:),( uvpEvu  )()( vcuc         (1) 

and rigidity level for Ē is minimum  
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In some cases weight (penalty) 
uv

p may be considered as 

a probability of edge existence; in the classical vertex 

coloring {0,1}
uv

p  . 

For most practical problems it suffices, that  
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where : 

T –  is an assumed threshold.  

The question is what value of T is reasonable for the 

modeled problem? How it reflects system robustness? What 

level of T should be guaranteed for the given system? In 

order to answer such questions an alternative formulation of 

RGCP problem is proposed. The alternative formulation of 

RGCP does not change the nature of the problem, but allows 

the system designer to apply the relative robustness level 

instead of the absolute robustness level which is not known 

in advance. 

B. RGCP – an alternative formulation  

 

Let us characterize system robustness more precisely. The 

robustness threshold is given by the following formula 

 

               



)0)),((()(%100

RRT(c)
)(

vupEe

uvpcRT ,              (4) 

where: 

RRT(c) – is a relative robustness threshold set up by the  

designer and expressed in [%]. 

 Thus, our optimization goal is to find a coloring c 

satisfying  equation (1) and inequalities (5) and (6): 
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C. Generation of RGCP instances  

 

Parametrized RGCP instances can be generated by a random 

modification of GCP instances: a percentage of E’ϵ E is moved 

to Ē with weights 0<p(u,v)<1. In Fig. 1 three out of seven 

edges are selected at random and assigned new values p(u,v).  

 

D. Cost function for RGCP 

 

In problem formulation the priority is given to conflict-free 

coloring of edges with P(u,v)=1 . Otherwise, the solution is 

not feasible. Feasible solutions have the cost function: 
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Fig.  1 Generation of RGCP graph instances from GCP instances 

(42,86% of E moved to Ē; Ē percentage increased from 30 to 60%). 
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III. PTS AND PSA  METAHEURISTICS 

 

The applications of basic metaheuristics for RGCP was 

reported in [19]. The first parallel metaheuristic for RGCP – 

Parallel Evolutionary Algorithm – was presented in [5]. In the 

present paper we deal with two other popular parallel 

metaheuristics PTS and PSA. The details of implementation 

are skipped here for the sake of brevity. In order to determine 

their parameters at first we investigate algorithms TS and SA. 

  

A. Parameters for Tabu Search Algorithm 

 

Tabu Search metaheuristic presented in [19] is adapted for 

parallelization. PTS algorithm includes three TS processes 

that periodically exchange information when 1/3 and 2/3 of 

the required RR is obtained. There are at least two key 

parameters of TS/PTS algorithms that have to be set [6]: 

tMAX and MaxTenure. This parameters were found 

experimentally. The results of conducted experiments are 

shown in Table I and Table II.  

The values of parameters recommended for TS and PTS 

algorithms are as follows:  tMAX=10 and MaxTenure=15. 

As a selection criterion majority of optimum solutions with 

respect to relative robustness RR was used. 

 

B. Parameters for Simulated Annealing Algorithm 

 

A Simulated Annealing metaheuristic for RGCP  presented 

in [19] is adapted for parallelization. There are three 

important parameters of SA and PSA algorithms  that have 

to be set [21]: MinIteration, ControlFactor (speed of 

convergence) and Tmax. These parameters were also found 

experimentally. The results of conducted experiments are 

shown in Tables III, IV, and V. We can assume Tmin=0,25. 

PSA algorithm includes also three SA processes that 

periodically exchange information when 1/3 and 2/3 of the 

required RR is obtained. All processes resume computations 

with new best solution. The values of parameters 

recommended for PSA are the following: MinIteration=5, 

ControlFactor=0,9 and Tmax=10. 

 

Table I Efficiency of TSA with tMax (MaxTenure=10) 

Graphs 

tMax : 5 tMax : 10 tMax : 15 

c.f. 
time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 

queen5.5_40 

χ(g)=5 

dens.=54% 

6,3 0,4 91,0 4,9 0,3 93,0 6,2 0,5 91,2 

games120_4 

χ(g)=9 

dens.=9% 

0 260 100 0 247 100 0 253 100 

myciel7_40 

χ(g)=8 

dens.=13% 

1,8 795 99,8 0 766 100 0 745 100 

 

 

Table II Efficiency of TSA with MaxTenure (tMAX=10) 

Graphs 

MaxTenure : 5 MaxTenure : 10 MaxTenure : 15 

c.f. 
time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 

queen5.5_40 

χ(g)=5 

dens.=54% 

5,2 0,5 92,6 6,5 0,4 90,7 3,8 0,3 94,6 

games120_4 

χ(g)=9 

dens.=9% 

0 252 100 0 260 100 0 250 100 

myciel7_40 

χ(g)=8 

dens.=13% 

0,2 879 100 0,7 776 100 0,4 833 100 

 

 

Table III Efficiency of SA algorithm with MinIteration 

(Tmin=0,25; Tmax=10; ControlFactor=0,9) 

Graphs 

MinIteration : 5 MinIteration : 10 MinIteration : 15 

c.f. 
time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 

queen5.5_40 

χ(g)=5 

dens.=54% 

7,7 0,3 89,1 6,5 0,6 90,8 7,9 0,9 88,8 

games120_4 

χ(g)=9 

dens.=9% 

3,7 29,9 98,6 15,9 14,2 94,0 9,3 18,3 96,5 

 myciel7_40 

χ(g)=8 

dens.=13% 

30 121 97,2 11k 58,8 - 31k 45,7 - 

 

Table IV Efficiency of SA algorithm with ControlFactor  

(Tmin=0,25; Tmax=10; MinIteration=5) 

Graphs 

ControlFactor : 

0,85 

ControlFactor : 

0,9 

ControlFactor : 

0,95 

c.f. 
time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 

queen5.5_40 

χ(g)=5 

dens.=54% 

14 0,2 79,3 6,4 0,3 90,9 7,9 0,5 88,9 

games120_4 

χ(g)=9 

dens.=9% 

104 18,3 96,1 4,1 28,7 98,5 6,4 57,3 97,6 

myciel7_40 

χ(g)=8 

dens.=13% 

2k 75,2 - 13,8 119 98,8 5,4 240 99,5 

 

 

Table V Efficiency of SA algorithm with Tmax 

(Tmin=0,25; MinIteration=5; ControlFactor=0,9) 

Graphs 

Tmax : 5 Tmax : 10 Tmax : 15 

c.f. 
time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 
c.f. 

time 

[s] 

RR 

[%] 

queen5.5_40 

χ(g)=5 

dens.=54% 

10 0,2 85,8 9,5 0,3 86,6 12,0 0,3 83,1 

games120_4 

χ(g)=9 

dens.=9% 

4,0 24,2 98,5 5,4 29,8 98,0 6,9 30,7 97,4 

myciel7_40 

χ(g)=8 

dens.=13% 

19 94,1 98,3 14,5 122 98,7 18,1 137 98,3 
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Similarly, as a selection criterion for a given parameter the 

majority of optimum solutions with respect to relative 

robustness RR was used. 

SA/PSA algorithm has SA2/PSA2 version with automatic 

computation of Tmax (the initial temperature), cf. [21].  

The computed parameters of TS and SA metaheuristics 

were used for parallel versions of both iterative methods. 

IV. EXPERIMENTAL RESULTS 

 

The application has been written in C++, while GUI in 

C#, accordingly. Microsoft Visual Studio 2008 v.9.0 was 

used. All computer experiments we performed on a machine 

with  Intel Core 2 Duo, CPU P8400, 2,27 GHz, 4,00 GB of 

RAM memory. 

 

A. Goals of optimization and algorithms 

 

The main purpose of optimization was obtaining the best 

available robustness with minimum number of colors used. It 

is possible to: 

a. compute maximal RR for the given number of colors 

(algorithms: TS, SA, SA2) 

b. compute the above in parallel (algorithms: PTS, PSA2) 

c. find a robust coloring with minimal number of colors 

for the given RR (algorithms TS, SAC, SA2C) 

d. compute the above in parallel  (algorithms PTSC, 

PSA2C) 

The program solves RGCP problem providing value of 

cost function, relative robustness RR and the number of 

colors.  There is a pool of algorithm’s variants to choose 
from, including sequential and parallel versions.  

 In next subsections a number of experiments performed 

with the help of that program is reported. 

 

B. TS versus SA 

 

The first experiment was devoted to efficiency comparison 

of sequential versions of the two basic metaheuristics. For 

comparison 9 DIMACS graphs were selected the number of 

colors was set up to k= χ(G). The results are shown in Fig. 2. 

For most combinations of test graphs and the size of the set 

E’ the TS outperforms SA in terms of relative robustness RR 

of the modeled system. Typically, TS was able to achieve 

100% RR and never less than 95%. SA issued a bit worse 

results: for only three graphs maximum RR=100% was 

obtained. In majority of cases RR was within the range 91–
99%. In a single case when SA algorithm failed to achieve a 

conflict-free coloring for a graph with density 46%, the value 

k was incremented. Basically, more dense graph are more 

difficult to color. SA is simpler than TS, much faster for 

bigger graphs and its power relies on randomization in a 

higher degree than TS which is more precise in searching for 

a good solution, checking all color combinations for all 

vertices in each iteration. Regardless of E’ size both 

algorithms delivered solutions with similar values of cost 

function and RR. However, when E’ size is bigger the 

number of iterations required to obtain a conflict-free  

coloring decreases in both methods and the speed of TS 

decreases. The graph density is more essential than the graph 

size.  

 

C. TSC versus SAC and SA2C 

 

Three subsequent experiments were based on eight graphs 

instances with the percentage of E’ equal 60%. The number 

of colors was computed that allows to achieve the given level 

of system relative reliability RR on the levels 70%, 85%, and 

95% respectively.  

 
           1a 1b 1c 1d  2a 2b 2c 2d  3a 3b 3c 3d  4a 4b 4c 4d  5a 5b 5c 5d  6a 6b 6c 6d  7a 7b 7c 7d  8a 8b 8c 8d  9a 9b 9c 9d  

Fig.  2 Relative robustness RR [TS-blue, SA-red]. Graphs: 1-queen5.5, 2-queen6.6, 3-myciel, 4-huck, 5-david, 6-games120,  

7-anna,   8-mulsol.i.4, 9-myciel7. E’ : a=10%, b=20%, c=40%, d=60%. Number of colors  k= χ(G). 
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 1            2            3            4           5           6           7           8 

 Fig.  3 Number of colors required for RR=70%, [χ(G),TSC,SAC,SA2C].

     Basic graphs: 1-queen5.5, 2-queen6.6, 3-myciel, 4-huck, 5-

david, 6-games120, 7-anna, 8-myciel7; E’ – 60%. 

 

  1            2          3           4          5           6           7           8 

 Fig.  4 Number of colors required for RR=85%, [χ(G),TSC,SAC,SA2C].

   Graphs: 1-queen5.5, 2-queen6.6, 3-myciel, 4-huck, 5-david,    

6-games120, 7-anna, 8-myciel7; E’ – 60%. 

 

     1            2            3           4           5           6           7           8 

 Fig.  5 Number of colors required for RR=95%, [χ(G),TSC,SAC,SA2C].

   Graphs: 1-queen5.5, 2-queen6.6, 3-myciel, 4-huck, 5-david,    

6-games120, 7-anna, 8-myciel7; E’ – 60%. 

 

In Fig. 3-5 the order of bars characterizing experiments for 

the given input graph is as follows: χ(G), TSC, SAC and 

SA2C. The results depicted in Fig. 3 present the number of 

colors used by the corresponding methods for the set of all 8 

graphs with RR=70%. The average number of colors used is 

as follows : TSC=4,5 , SAC=4,625 and SA2C=4,375 , with the 

average sum of χ(G) equal 8,5. 

Similarly, the results depicted in Fig. 4 can be 

characterized in short by average number of colors used by 

the corresponding methods for the set of all 8 graphs 

RR=85% : TSC=5,125 , SAC=5,125 and SA2C=5,0 with the 

same sum of χ(G). 
Finally, the general results depicted in Fig. 5 can be 

summarized by average number of colors used by the 

corresponding methods for the set of all 8 graphs with 

RR=95%: TSC=5,625 , SAC=7,0 and SA2C=6,75 with 

respect to the sum of χ(G) as above.  

 

D.  PTSC versus PSA2C 

 

The experiment reported in subsection C was then 

repeated for parallel metaheuristics PTSC and PSA2C (with 

an automatic computing of initial temperature Tmax). 

Three subsequent experiments were based on eight graphs 

instances with the percentage of E’ equal 60%. The number 

of colors was computed that allows to achieve the given level 

of system relative reliability RR on the levels 70%, 85%, and 

95% respectively 

Results of the research concerning minimization of colors 

in a conflict free robust graph coloring with fixed RR level 

can be summarized by the average number of colors used by 

the corresponding sequential and parallel methods for the set 

of all eight graphs from subsection C: PTSC=5,5, TSC=5,625, 

PSA2C=6,625 and SA2C=6,75 when the average χ(G) is 8,5. 

As expected , the results obtained by parallel metaheuristics 

are slightly improved in comparison to classical 

metaheuristics. 

In addition total computation time of sequential and 

parallel versions of both metaheuristics was compared for 

the set of all eight graphs from subsection C. Average 

processing time of PTSC is 666,8 [s] while TSC 693,2 [s]. 

The average processing time of PSA2C is 674,8 [s] while  

SA2C 435,9 [s]. Solutions generated by PTSC are often 

repeatable while PSA2C results are less stable and with 

similar quality as those from SA2C . 

V. CONCLUSIONS 

 

In this paper new formulation of RGCP problem is given 

that seems to be more appropriate for designers of robust 

systems. Relative robustness is a versatile measure for 

characterization of any robust system modeled by a graph. 

For experimental verification two popular parallel 

metaheuristics TS/PTS and SA/PSA were used.  

We proposed a new method of test instance generation by 

random modification of a given percentage E’ of graph edges 

E. DIMACS hard-to-color graph instances were used for 

modification. The results confirm that the proposed approach 

and the used tools can be efficiently used for practical 

applications. 

An interesting goal of the future research is to apply to 

RGCP – and verify experimentally – more metaheuristics 

like Parallel Evolutionary Algorithm (PEA), Parallel 
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Immune Algorithm (PIA), Ant Colony Optimization (ACO),
Particle  Swarm Optimization (PSO) and  others  [10],  [11].
For particular applications the robustness measures can be
modified to reflect specific properties of the given system.
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Abstract—Evolution strategies are powerful evolutionary algo-
rithms for continuous optimization. The main search operator
is mutation. Its extend is controlled by the covariance matrix
and must be adapted during a run. Modern Evolution Strategies
accomplish this with covariance matrix adaptation techniques.
However, the quality of the common estimate of the covariance is
known to be questionable for high search space dimensions. This
paper introduces a new approach by changing the coordinate
system and introducing sparse covariance matrix techniques. The
results are evaluated in experiments.

I. INTRODUCTION

EVOLUTIONARY COMPUTATION has a long research
tradition. The field comprises today the main classes

genetic algorithms, genetic programming, evolution strategies,
evolutionary programming, and differential evolution. Evolu-
tion strategies (ESs), on which the research presented in this
paper focuses, are primarily used for optimizing continuous
functions. The function is not required to be analytical.

Evolution strategies rely on mutation, i.e., on the random
perturbation of candidate solutions to navigate the search
space. The process must be controlled in order to achieve
good performance. For this, modern ESs apply covariance
matrix adaptation in several variants [1]. Nearly all approaches
take the sample covariance matrix into account. This estimator
is known to be problematic in the case of small sample
sizes compared to the search space dimensionality. Since the
population size in evolution strategies is typically considerably
smaller, this paper argues that the adaptation process may
profit from the introduction of different estimators.

So far, evolutionary algorithms or related approaches have
only seldom considered statistical estimation methods targeted
at high-dimensional spaces. The reason may be twofold: The
improved quality of the estimators induces increased compu-
tational costs which may lower the convergence velocity of
the algorithm. In addition, the estimators are developed and
analyzed for samples of independently, identically distributed
random variables. Since evolutionary algorithms deploy se-
lection based on rank or fitness, the assumption of the same
distribution is not valid. This may be the reason as to why the
literature research has resulted in only one previous approach
[2]. There, the authors considered Gaussian based estima-
tion of distribution algorithms. The problem they were faced

with concerned a non-positive definiteness of the estimated
covariance matrix. Therefore, Dong and Yao augmented the
algorithm with a shrinkage procedure to guarantee positive
definiteness. Shrinkage is one of the common methods to
improve the quality of the sample covariance, see e.g. [3].
While the approach in [2] resembles the Ledoit-Wolf estimator
[3], it adapted the shrinkage intensity during the run.

This paper extends the work presented in [4], [5], where
Ledoit-Wolf shrinkage estimators were analyzed, combined
with a maximum entropy approach, and integrated into evolu-
tion strategies. While the results were promising, the question
remained how to adapt the parameter of the estimator. There-
fore, in this paper, another computational simple estimation
method is investigated: thresholding.

The paper is structured as follows. First, modern evo-
lution strategies with covariance adaptation are introduced.
Afterwards, a short motivation as to why we think that the
covariance computation in ESs may profit from estimation
theory for high-dimensional spaces is provided. The next
section describes the new approach developed and is followed
by the experimental section which compares the new approach
against the original ES. Conclusions and a discussion of
potential future research constitute the last part of the paper.

A. Modern Evolution Strategies

This section provides a short introduction into evolutionary
algorithms focussing on evolution strategies and covariance
matrix adaptation. Evolutionary algorithms (EAs) [6] in gen-
eral are population-based stochastic search and optimization
algorithms used when only direct function measurements are
possible.

Their iterative search process requires the definition of
termination criteria and stops if these are fulfilled. In each
generation, a series of operations is performed: selection for
reproduction, followed by offspring creation, i.e. recombina-
tion and mutation processes, and finally survivor selection.
The initial population of candidate solutions is either drawn
randomly from the permissable search space or is initialized
based on information already obtained. First of all, the off-
spring population has to be created. For this, a subset of the
parents is determined during parent selection. The creation
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of the offspring is based on recombination and mutation.
Recombination combines traits from two or more parents
resulting in one or more intermediate offspring. In contrast,
mutation is an unary operator changing the components of an
individual randomly. After the offspring have been created,
survivor selection is performed to determine the next parent
population. The different variants of evolutionary algorithms
adhere to the same principles in general, but they may differ
in the representation of the solutions and how the selection,
recombination, and mutation processes are realized.

a) Evolution Strategies: Evolution strategies (ESs) [7],
[8] are used for continuous optimization f ∶ RN → R. Several
variants have been introduced see e.g. [9], [1]. In many cases,
a population of µ parents is used to create a set of λ offspring,
with µ ≤ λ. For recombination, ρ parents are chosen uniformly
at random without replacement and are then recombined.
Recombination usually consists of determining the (weighted)
mean or centroid of the parents [9]. The result is then mutated
by adding a normally distributed random variable with zero
mean and covariance matrix σ2C. While there are ESs that
operate without recombination, the mutation process is seen as
the essential process. It is often interpreted as the main search
operator. After the offspring have been created, the individuals
are evaluated using the function to be optimized or a derived
function which allows an easy ranking of the population. Only
the rank of an individual is important for the selection. In the
case of continuous optimization, the old parent population is
typically discarded with the selection considering only the λ
offspring of which the µ best are chosen.

The covariance matrix which is central to the mutation
must be adapted during the run: Evolution strategies with ill-
adapted parameters converge only slowly or may even fail in
the optimization. Therefore, research on methods for adapting
the scale factor σ or the full covariance matrix has a long
research tradition in ESs dating back to their origins [7]. The
next section describes one of the current approaches.

b) Updating the Covariance Matrix: To our knowledge,
covariance matrix adaptation comprises two main classes: one
applied in the covariance matrix adaptation evolution strategy
(CMA-ES) [10] and an alternative used in the covariance ma-
trix self-adaptation evolution strategy (CMSA-ES) [11]. Both
consider information from the present population combining
it with information from the search process so far. The CMA-
ES is one of the most powerful evolution strategies and often
referred to as the standard in ESs. However, as pointed out
in [11], its scaling behavior with the population size may not
be good. Beyer and Sendhoff [11] showed that the CMSA-ES
performs comparably to the CMA-ES for smaller populations
but that is less computational expensive for larger population
sizes.

Therefore, the present paper focuses on the CMSA-ES
leaving the CMA-ES for future research. The CMSA-ES
uses weighted intermediate recombination, in other words,
the weighted centroid m(g) of the µ best individuals of
the population is computed. To create the offspring, random
vectors are drawn from the multivariate normal distribution

N⃗ (m(g), (σ(g))2C(g)). The notation of covariance matrix as(σ(g))2C(g) illustrates that the actual covariance matrix is
interpreted as the combination of a general scaling factor (or
step-size or mutation strength) with a rotation matrix. Follow-
ing the usual practice in literature on evolution strategies the
latter matrix C(g) is referred to as covariance matrix in the
remainder of the paper.

The covariance matrix update is based upon the common
estimate of the covariance using the newly created population.
Instead of considering all offspring for deriving the estimates,
though, it introduces a bias towards good search regions by
taking only the µ best individuals into account. Furthermore, it
does not estimate the mean anew but uses the weighted mean
m(g). Following [10],

z
(g+1)
m∶λ ∶= 1

σ(g) (x(g+1)m∶λ −m(g)) (1)

are determined with xm∶λ denoting the mth best of the λ
particle according to the fitness ranking. The rank-µ update
then obtains the covariance matrix as

C(g+1)µ ∶= µ∑
m=1wmz

(g+1)
m∶λ (z(g+1)m∶λ )T (2)

which is usually a positive semi-definite matrix since µ≪ N .
The weights wm should fulfill w1 ≥ w2 ≥ . . . ≥ wµ with∑µ

m=1wi = 1. To derive reliable estimates larger population
sizes are required which would lower the algorithm’s speed.
Therefore, past covariance matrices are taken into account via
the convex combination of (2) with the sample covariance
being shrunk towards the old covariance

C(g+1) ∶= (1 − 1

cτ
)C(g) + 1

cτ
C(g+1)µ (3)

with the weights usually set to wm = 1/µ and

cτ = 1 + N(N + 1)
2µ

, (4)

see [11]. As long as C(g) is positive semi-definite, (3) will
result in a positive definite matrix.

c) Step-Size Adaptation: The CMSA implements the
step-size using self-adaptation first introduced in [7] and
developed further in [8]. Here, evolution is used for fitting
the strategy parameters of the mutation process. In other
words, the scaling parameter or in its full form, the complete
covariance matrix, undergoes recombination, mutation, and
indirect selection processes. The working principle is based
on an indirect stochastic linkage between good individuals and
appropriate parameters: Well adapted parameters should result
more often in better offspring than too large or too small values
or misleading directions. Although self-adaptation has been
developed to adapt the whole covariance matrix, it is applied
today mainly to adapt the step-size or a diagonal covariance
matrix. In the case of the mutation strength, usually a log-
normal distribution

σ
(g)
l = σbaseexp(τN(0,1)) (5)
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is used for mutation. The parameter τ is called the learning
rate and is usually chosen to scale with 1/√2N . The baseline
σbase is either the mutation strength of the parent or if
recombination is used the recombination result. For the step-
size, it is possible to apply the same type of recombination
as for the positions although different forms – for instance a
multiplicative combination – could be used instead. The self-
adaptation of the step-size is referred to as σ-self-adaptation
(σSA) in the remainder of this paper.

The newly created mutation strength is then directly used
in the mutation of the offspring. If the resulting offspring
is sufficiently good, the scale factor is passed to the next
generation.

Self-adaptation with recombination has been shown to be
“robust” against noise [12] and is used in the CMSA-ES as
the update rule for the scaling factor.

B. Concerning the Covariance Matrix Adaptation ...

In the case of λ > 1, the sample covariance (2) appears in
nearly any adaptation process. Disregarding the distortion due
to selection, the sample covariance as the maximum likelihood
estimator of the true covariance matrix is known as a good
and reliable estimate if µ≫ N . Evolution strategies typically
operate with µ < N , however. For example, following [13] the
sizes of the parent and offspring populations in the standard
CMA-ES should be chosen as λ = ⌊log(3N)⌋ + 4 and µ =⌊λ/2⌋.

Unfortunately, µ < N leads to problems with respect to
the covariance estimation. This is a well-known problem in
statistics [14], [15], giving raise to a broad range on literature
on alternative estimators e.g. [15], [16], [17], [18], [19],
[20], [21], [22], [23]. The quality of a maximum likelihood
estimate may be insufficient – especially for high-dimensional
spaces, see e.g. [16]. For example, Marčenko and Pastur
showed that if N/µ /→ 0 but N/µ ∈ (0,1), instead, the
eigenvalues of the covariance matrix are distributed in the
interval ((1 − √N/µ)2, (1 + √N/µ)2) in the case of the
standard normal distribution [17].

Equation (3) actually attempts to counteract the singularity
of the population covariance matrix by using the well-known
concept of shrinking. However, some distinctive differences
are present. First of all, the target is a full covariance matrix
whereas shrinkage typically considers simpler regulation forms
as e.g. a diagonal matrix. Secondly, the parameter is usually
determined via optimizing a performance measure.

Seeing that evolution strategies already apply some kind
of shrinkage, some questions arise: Can we improve the
estimator further by not only “shrinking” the population or
sample covariance matrix but by applying further concepts
stemming from the estimation of high-dimensional covariance
matrices? And considering that (3) is one regulation technique
among several, is it possible to find another well-performing
substitute? Or did research in evolution strategies already
happen upon the best technique possible?

II. A SPARSE COVARIANCE MATRIX ADAPTATION

This section introduces the new covariance adaptation tech-
nique which uses thresholding to transform the population
covariance matrix. The decision for thresholding is based upon
the comparatively computational efficiency of the approach.

A. Space Transformation

The ideal covariance matrix for the search depends on the
function landscape which is unknown in practical applications.
Considering the smooth test functions of typical black-box op-
timization suites, shows that the Hessians of several functions,
as e.g. the separable functions, can be classified as sparse
or approximately sparse matrices following the definitions
introduced later.

Therefore, sparse structures of the covariance matrix suffice
which is exemplified by the separable CMA-ES [24] which
restricts the covariance to a diagonal matrix in case of sepa-
rability to allow fast progress to the optimal solution. For the
general case, a spare structure may not be suitable, however.

For this reason, the paper does not require sparseness of the
original covariance matrix, although it would be interesting
to see how such a variant would perform on the test suites.
Instead, it considers a transformation. As argued in [25], an
change of the coordinate system may improve the performance
of an evolution strategy. Therefore, an adaptive encoding was
introduced. In each iteration, the covariance matrix is adapted
following the rules of the CMA-ES. Its spectral decomposition
is used to change the basis. The creation of new search points
is carried out in the eigenspace of the current covariance matrix
and the main search parameters of the CMA-ES are updated
there. After selection, the covariance matrix is adapted and
utilized for a renewed decoding and encoding.

This paper also addresses a change of the coordination
system. However, we address the covariance matrix adaptation
and estimation itself which in [25] occurs in the original space.
Here, we argue that a switch to the eigenspace of the old
covariance matrix C(g) may be beneficial for the estimation
of the covariance matrix itself.

Let the covariance matrix C(g) be a symmetric, positive
definite N × N matrix. The condition holds for the original
adaptation since (3) combines a positive definite with a pos-
itive semi-definite matrix. As we will see below, in the case
of thresholding the condition may not always be fulfilled.
Assuming a positive definite matrix allows carrying out a
spectral decomposition: Let v1, . . . ,vN denote the N eigen-
vectors with the eigenvalues λ1, . . . , λN , λj > 0. Note, the
eigenvectors form a orthonormal basis of RN , i.e., vT

i vi = 1
and vT

i vj = 0, if i ≠ j. We define V ∶= (v1, . . . ,vN) as
the modal matrix. It then holds that V−1 = VT. Switching
to the eigenspace of C(g) results in the representation of the
covariance matrix

Λ(g) =VC(g)VT (6)

as a diagonal matrix with the eigenvalues as the diagonal
entries. Diagonal matrices are sparse matrices, thus for the es-
timation of the covariance matrix the more efficient procedures
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for sparse structures could be used. However, it is not the goal
to re-estimate C(g) but to estimate the true covariance matrix
of the distribution indicated by the sample z1;λ, . . . ,zµ;λ.

Before continuing, it should be noted that several definitions
of sparseness exist. Usually, it is demanded that the number
of non-zero elements in a row may not exceed a predefined
limit s0(N) > 0, i.e.,

max
i

N∑
j=1 δ(∣aij ∣ > 0) ≤ s0(N), (7)

which should grow only slowly with N . The indicator function
δ fulfills δ(⋅) = 1 if the condition is met and is zero otherwise.
This definition can, however, be relaxed to a more general
definition of sparseness, also referred to as approximate sparse-
ness. Cai and Liu [22] consider the following uniformity class
of sparse matrices

Definition 1. Let s0(N) > 0 and let ⋅ ≻ 0 denote positive
definiteness. Then a class of sparse covariance matrices is
defined as

U∗q ∶=U∗q (s0(N))
=⎧⎪⎪⎨⎪⎪⎩Σ ∶ Σ ≻ 0,max

i

p∑
j=1(σiiσjj) (1−q)2 ∣σij ∣q ≤ s0(N)⎫⎪⎪⎬⎪⎪⎭ (8)

for some 0 ≤ q < 1.

Definition 1 requires the entries of the covariance matrix to
lie within a weighted lq ball. The weight is given by the vari-
ances. Cai and Liu [22] introduce a thresholding estimator that
requires the assumption above. Its convergence rate towards
the true covariance depends on s0(N)(log(N)/µ)(1−q)/2.
Therefore, the number s0(N) > 0 should again grow only
“slowly” for N →∞.

Definition 1 leads to the main assumption of the paper.
Consider an evolution strategy in the search space. The new
sample that is the offspring population has been created
with the help of the old covariance matrix. The covariance
matrix of the selected sample differs from the previous. The
deviations of from its structure stem from finite sampling
characteristics and rank-based selection. Assuming that the
form of the covariance matrix will not change considerably
in one iteration, the new underlying covariance matrix should
be sparse in the eigenspace of the old covariance, however.

Assumption 1. Let Σ(g+1) denote the true covariance matrix
of the selected offspring. Consider the old covariance C(g)
with its modal matrix V. Then Λ̂ = VΣ(g+1)VT is approxi-
mately sparse, i. e. Λ̂ ∈ U∗q for some 0 ≤ q < 1.

Assuming the validity of the assumption, we change the
coordinate system in order to perform the covariance matrix
estimate. Reconsider the normalized (apart from the covari-
ance matrix) mutation vectors z1;λ, . . . ,zµ;λ that were asso-
ciated with the µ best offspring. Their representation in the
eigenspace reads

ẑm;λ = VTzm;λ form = 1, . . . , µ. (9)

The transformed population covariance is then estimated as

Ĉµ = µ∑
m=1wmẑm;λẑ

T
m;λ. (10)

The estimate (10) will be used to compute the final estimator.
In the next section, we discuss potential estimators for sparse
covariance matrices.

B. Sparse Covariance Matrix Estimation
In recent years, covariance matrix estimation in high-

dimensional spaces has received a lot of attention. In the
case of sparse covariance matrices, banding, tapering, and
thresholding can be applied, see e.g. [26] All three make
use of the fact that many entries of the matrix that shall be
estimated are actually zero or at least very small. Banding and
tapering differ from thresholding in that they assume a specific
matrix structure in other words they assume an ordering of the
variables which is for instance often the case in time-series
analysis. Banding and tapering approaches typically lead to
consistent estimators if log(N)/µ→ 0.

Thresholding does not assume a natural order of the vari-
ables. Instead, it discards entries which are smaller than a given
threshold ǫ > 0. For a matrix A, the thresholding operator
Tǫ(A) is defined as

Tǫ(A) ∶= (aijδ(∣aij ∣ ≥ ǫ))N×N . (11)

The choice of the threshold is critical for the quality of the
resulting estimate.

Equation (11) represents a example of universal threshold-
ing with a hard thresholding function. Equation (11) can be
extended in several ways. On the one hand, the threshold may
depend on the entry itself, and on the other hand, instead of
the hard threshold applied, a generalized shrinkage function
sλ(⋅) can be used. Following [22] , the function sλ(⋅) should
have the following properties

i) ∃c > 0: sλ(x) ≤ c∣y∣ ∀x, y which satisfy ∣x − y∣ ≤ λ,
ii) sλ(x) = 0 ∀x ≤ λ,

iii) ∣sλ(x) − x∣ ≤ λ ∀x ∈ R.
Several functions have been introduced that fulfill i)-iii), as
e.g. the soft-thresholding

sλ(x) = sign(x)(∣x∣ − λ)+ (12)

or the Lasso

sλ(x) = ∣x∣(1 − ∣λ
x
∣η)+ (13)

with (x)+ ∶= max(0, x). In this paper, the threshold λij is
defined component-wise and not universal. Since its correct
choice is difficult to decide a priori, adaptive thresholding is
applied as in [22], setting

λij ∶= λij(δ) = δ
¿ÁÁÀ θ̂ij logN

µ
(14)

with δ > 0 can be either chosen as a constant or adapted data
driven. The variable θ̂ij that appears in (14) is obtained as

θ̂ij = 1

µ

µ∑
m=1[(ẑmi −Zi)((ẑmj −Zj) − ĉµij]2 (15)
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Require: λ, µ, C(0), m(0), σ(0), τ , cτ
1: g = 0
2: while termination criteria not met do
3: for l = 1 to λ do
4: σl = σ(g) exp(τN(0,1))
5: xl =m(g) + σlN⃗ (0,C(g))
6: fl = f(xl)
7: end for
8: Select (x1∶λ, σ1∶λ), . . . , (xµ∶λ, σµ∶λ)
9: m(g+1) = ∑µ

m=1wmxm∶λ
10: σ(g+1) = ∑µ

m=1wmσm∶λ
11: zm;λ = xm;λ−m(g)

σ(g) form = 1, . . . , µ
12: V,D← spectral(C(g))
13: ẑm;λ =VTzm;λ form = 1, . . . , µ
14: Ĉµ = ∑µ

m=1wmẑm;λẑ
T
m;λ

15: Ĉthres = TSλij
(Ĉµ)

16: Cµ =VTĈthresV
17: C(g+1) = (1 − 1

cτ
)C(g) + 1

cτ
Cµ

18: g = g + 1
19: end while

Fig. 1. The CMSA-ES with thresholding. The generation counter g is some-
times left out in order to simplify the notation. The symbol spectral stands
for the spectral decomposition of the matrix into the modal matrix V and
the diagonal matrix containing the eigenvalues D. Rank-based deterministic
selection of the µ best offspring is performed in line 8 based on the fitness
f .

with ĉµij denoting the (i,j)-entry of Ĉ
(g+1)
µ , ẑmi the ith com-

ponent of ẑm∶λ, and Zi ∶= (1/µ)∑µ
m=1 ẑmi. Other thresholds

have been introduced, see e.g. [27] and will be considered in
future work.

While thresholding respects symmetry and non-negativeness
properties, it results only in asymptotically positive definite
matrices. Thus, for finite sample sizes, it does neither preserve
nor induce positive definiteness in general. This holds for hard
thresholding as well as for most cases of potential thresholding
functions. As shown in [28], a positive semi-definiteness can
only be guaranteed for a small class of functions for general
matrices. In the case that the condition number of the matrix is
sufficiently small, the group of functions that preserve positive
definiteness can be widened to include also polynomials. In
[27], procedures are discussed that result in positive definite
matrices. As this paper aims for a proof of concept, it does
not consider repair mechanisms.

C. Evolution Strategies with Sparse Covariance Adaptation

Component-wise adaptive thresholding can be integrated
readily into evolution strategies. Figure 1 illustrates the main
points of the algorithm. There are several ways to design
the operator TSλij

. The first choice concerns the threshold-
ing function sλij(⋅). The second question concerns whether
thresholding should be applied to all entries of the covariance
matrix (11) or only to the off-diagonal elements. This question
is difficult to decide beforehand in the application context
considered. Therefore, two variants are investigated

1) CMSA-Thres-ES (abbreviated to Thres): An evolution
strategy with CMSA which applies thresholding in the
eigenspace of the covariance, using the operator

TSλij
(A)ij = sλij(aij) (16)

and
2) CMSA-Diag-ES (abbreviated to Diag): An ES with co-

variance matrix adaptation which uses thresholding in the
eigenspace of the covariance and excepts the diagonal
elements with

TSλij
(A)ij = { aij if i = j

sλij(aij) if i ≠ j . (17)

In statistics, thresholding is often applied only to the off-
diagonal entries. Keeping the diagonal unchanged may how-
ever result in a too strong reliance on the structure of the old
covariance matrix in our case. This may make a change of the
search directions difficult. Therefore, both variants are taken
into account.

III. EXPERIMENTS

The experiments are performed for the search space dimen-
sions N = 10 and 20. Since we aim for a general approach, the
performance of the new techniques should also be analyzed
for lower dimensional spaces. The maximal number of fitness
evaluations is set to FEmax = 2 × 105N . The start position
of the algorithms is randomly chosen from [−4,4]N . The
population size were chosen as λ = ⌊log(3N) + 8⌋ and
µ = ⌈λ/2⌉. The weights wm were set to wm = 1/µ.

A run terminates before reaching the maximal number of
evaluations, if the difference between the best value obtained
so far and the optimal fitness value ∣fbest − fopt∣ is below
a predefined target precision set to 10−8. For each fitness
function and dimension, 15 runs are used in accordance to the
practice of the black box optimization workshops, see below.
If the search stagnates, indicated by changes of the best values
being below 10−8 for 10 + ⌈30N/λ)⌉ generations, the ES is
restarted. The Lasso thresholding function (13) with η = 4
was chosen as the thresholding function and by performing a
preliminary series of experiments the scaling factor δ in (15)
was set to δ = 2max(Ĉµ). Both choices can be probably
improved. Since the paper strives for a first proof of concept,
a detailed investigation of good parameter settings will be
performed in future research.

A. Test Suite

For the experiments, the algorithms were implemented in
MATLAB. The paper uses black box optimization bench-
marking (BBOB) software framework and the test suite in-
troduced for the black box optimization workshops, see [29].
The goal of the workshop is to benchmark and to compare
metaheuristics and other direct search methods for continuous
optimization. The framework1 allows the plug-in of algorithms
adhering to a common interface and provides a comfortable
way of generating the results in form of tables and figures.

1Latest version under http://coco.gforge.inria.fr
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Sphere f(x) = ∥z∥2
Rosenbrock f(x) = ∑N−1

i=1 200(z2i − zi+1)2 + (zi − 1)2
Ellipsoidal f(x) = ∑N

i=1 106 i−1
N−1 z2i

Discus f(x) = 106z21 +∑N
i=2 z2i

Rastrigin f(x) = 10(N −∑N
i=1 cos(2πzi)) + ∥z∥2

TABLE I
SOME OF THE TEST FUNCTIONS USED FOR THE COMPARISON OF THE

ALGORITHMS.

The test suite contains noisy and noise-less functions with
the position of the optimum changing randomly from run to
run. This paper focuses on the noise-less test suite which
contains 24 functions [30]. They can be divided into four
classes: separable functions (function ids 1-5), functions with
low/moderate conditioning (ids 6-9), functions with high con-
ditioning (ids 10-14), and two groups of multimodal functions
(ids 15-24). Among the unimodal functions with only one
optimal point, there are separable functions given by the
general formula

f(x) = N∑
i=1 fi(xi) (18)

which can be solved by optimizing each component separately.
The simplest member of this class is the (quadratic) sphere
with f(x) = ∥x∥2. Other functions include ill-conditioned
functions, like for instance the elliposoidal function, and
multimodal functions (Rastrigin) which represent particular
challenges for the optimization (Table I). The variable z
denotes a transformation of x in order to keep the algorithm
from exploiting certain particularities of the function, see [30].

B. Performance Measure

The following performance measure is used in accordance
to [29]. The expected running time (ERT) gives the expected
value of the function evaluations (f -evaluations) the algorithm
needs to reach the target value with the required precision for
the first time, see [29]. In this paper, we use

ERT = #(FEs(fbest ≥ ftarget))
#succ

(19)

as an estimate by summing up the fitness evaluations
FEs(fbest ≥ ftarget) of each run until the fitness of the
best individual is smaller than the target value, divided by
all successfull runs.

C. Results and Discussion

The findings are interesting – indicating advantages for
thresholding in many but not in all cases. The result of the
comparison depends on the function class. In the case of
the separable functions with ids 1-5, the strategies behave on
the whole very similar in the case of both dimensionalities
10D and 20D. This can be seen in the empirical cumulative
distribution functions plots in Fig. 2 and Fig. 3 for example.

Concerning the particular functions, differences are revealed
as Tab. II and Tab. III show for the expected running time

(ERT) which is provided for several precision targets. The
expected running time is provided relative to the best results
achieved during the black-box optimization workshop in 2009.
The first line of the outcomes for each function reports the
ERT of the best algorithm of 2009. However, not only the
ERT values but also the number of successes is important.
The ERT can only be measured if the algorithm achieved the
respective target in the run. If the number of trials where is
the full optimization objective has been reached is low then
the remaining targets should be discussed with care. If only a
few runs contribute to the result, the findings may be strongly
influenced by initialization effects. To summarize, only a few
cases end with differences that are statistically significant. To
achieve this, the algorithm has to perform significantly better
than both competing methods – the other thresholding variant
and the original CMSA-ES.

In the case of the sphere (function with id 1), slight
advantages for the thresholding variants are revealed. A similar
observation can be made for the second function, the separable
ellipsoid. Here, both thresholded ESs are faster, with the
one that only shrinks the off-diagonal elements significantly
(Tab. III). This is probably due to the enforced more regular
structure.

No strategy is able to reach the required target precision in
the case of the separable Rastrigin (id 3) and the separable
Rastrigin-Bueche (id 4). Since all strategies only achieve the
lowest target precision of 101, a comparison is not performed.
The linear slope is solved fast by all, with the original CMSA-
ES the best strategy.

In the case of the function class containing test functions
with low to moderate conditioning, different findings can be
made for the two search space dimensionalities. This is also
shown by the empirical cumulative distribution functions plots
in Fig. 2 and Fig. 3, especially for N = 10. Also in the
case of N = 10, Table II shows that the strategies with
thresholding achieve a better performance in a majority of
cases. In addition, thresholding that is not applied to the
diagonal appears to lead to a well-performing strategy with
the exception of f9, the rotated Rosenbrock function, where it
lead to the largest expected running times.

The results for f6, the so-called attractive sector, in 10D
are astonishing. While the original CMSA-ES could only
reach the required target precision in six of the 15 runs, the
thresholding variants were able to succeed 14 times (CMSA-
Thres-ES) and 13 times (CMSA-Diag-ES). The latter achieved
lower expected running times, though. This does not transfer
to 20D. Here, only a minority of runs were successfull for
all strategies. Experiments with a larger number of fitness
evaluations must be conducted in order to investigate the
findings more closely.

The same holds for the step ellipsoid (id 7) which cannot
be solved with the target precision required by any strategy.
Concerning the lower precision targets, sometimes the CMSA-
ES and sometimes the CMSA-Diag-ES appears superior. How-
ever, more research is required, since the number of runs
entering the data for some of the target precisions is low and
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Fig. 2. Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension (FEvals/DIM) for 50 targets in
10[−8..2] for all functions and subgroups in 10-D. The “best 2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.
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Fig. 3. Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension (FEvals/DIM) for 50 targets in
10[−8..2] for all functions and subgroups in 20-D. The “best 2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.

initial positions may be influential.

On the original Rosenbrock function (id 8), the CMSA-ES
and the CMSA with thresholding show a similar behavior with
the CMSA-ES performing better. In contrast, the thresholding
variant that leaves the diagonal unchanged exhibits larger ex-
pected running times. The roles of the original CMSA-ES and
the CMSA-Thres-ES reverse for the rotated Rosenbrock (id
9). Here, the best results can be observed for the thresholding
variant. Again, the CMSA-Diag-ES performs worst.

In the case of ill-conditioned functions, the findings are
mixed. In general, thresholding without including the diagonal
does not appear to improve the performance. The strategy
performs worst of all – an indicator that keeping the diagonal
unchanged may be sometimes inappropriate due to the space
transformation. However, since there are interactions with the
choice of the thresholding parameters which may have resulted
in comparatively too large diagonal elements, we need to
address this issue further before coming to a conclusion. First
of all for N = 10, all strategies are successfull in all cases for

the ellipsoid (id 10), the discus (id 11), the bent cigar (id 12),
and the sum of different powers (id 14). Only the CMSA-ES
reaches the optimization target in the case of the sharp ridge
(id 13). This, however, only twice. The reasons for this require
further analysis. Either the findings may be due to a violation
of the sparseness assumption or considering that this is only
a weak assumption the choice of the thresholding parameters
and the function should be reconsidered.

All strategies exhibit problems in the case of the group of
multi-modal functions, Rastrigin (id 15), Weierstrass (id 16),
Schaffer F7 with condition number 10 (id 17), Schaffer F7
with condition 1000 (id 18), and Griewank-Rosenbrock F8F2
(id 19). Partly, this may be due to the maximal number of
fitness evaluations permitted. Even the best performing meth-
ods of the 2009 BBOB workshop required more evaluations
than we allowed in total. Thus, experiments with larger values
for the maximal function evaluations should be conducted in
future research. Concerning the preliminary targets with lower
precision, the CMSA-ES achieves the best results in a majority
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of cases. However, the same argumentation as for the step
ellipsoid applies.

In the case of N = 20, the number of function evaluations
that were necessary in the case of the best algorithms of 2009
to reach even the lower precision target of 10−1 exceeds the
budget chosen here. Therefore, the function group is excluded
from the analysis for N = 20 and not shown in Figure 3 and
Table III.

The remaining group consists of multi-modal functions with
weak global structures. Here, especially the functions with
numbers 20 (Schwefel x sin(x)), 23 (Kaatsuuras), and 24
(Lunacek bi-Rastrigin) represent challenges for the algorithms.
In the case of N = 10, they can only reach the first targets
of 101 and 100. Again, the maximal number of function
evaluations should be increased to allow a more detailed
analysis on these functions. For the case of the remaining
functions, function 21, Gallagher 101 peaks, and function 22,
Gallagher 21 peaks, the results indicate a better performance
for the CMSA-ES versions with thresholding compared with
the original algorithm. Again due to similar reasons as for
the first group of multi-modal functions, the results are only
shown for N = 10.

IV. CONCLUSIONS AND OUTLOOK

This paper adressed covariance matrix adaptation techniques
for evolution strategies. The original versions are based on the
sample covariance – an estimator known to be problematic.
Especially in high-dimensional search spaces, where the popu-
lation size does not exceed the search space dimensionality, the
agreement of the estimator and the true covariance may be low.
Therefore, thresholding, a comparably computationally simple
estimation technique, has been integrated into the covariance
adaptation process. Thresholding stems from estimation theory
for high-dimensional spaces and assumes an approximately
sparse structure of the covariance matrix. The matrix entries
are therefore thresholded, meaning a thresholding function is
applied. The paper considered adaptive entry-wise threshold-
ing. Since the covariance matrix cannot be assumed to be
sparse in general, a basis transformation was carried out and
the thresholding process was performed in the transformed
space. The performance of the resulting new covariance matrix
adapting evolution strategies was compared to the original
variant on the black-box optimization benchmarking test suite.
Two main variants were considered: A CMSA-ES which sub-
jected the complete covariance to thresholding and a variant
which left the diagonal elements unchanged. While the latter
is more common in statistics, it is not easy to justify its
preferation in optimization. The first findings were interesting
with the new variants performing better for several function
classes. While this is promising, more experiments and anal-
yses are required and will be performed in future research.
This concerns e.g. which variant to use since it depended on
the function which of the two performed best. Open questions
concern among others the choice of the thresholding function
and the scaling parameter for the threshold. In this paper, it
was selected by a small series of experiments. Making the

parameter completely data driven and thus depending on the
current sample is the goal of ongoing research.

If the assumption that the representation of true covariance
Σ(g+1) of the offspring population in the eigenspace of the
previous covariance C(g) is approximately sparse should be
violated in some cases, then it may be worthwhile to take
a closer look at the convex combination of the new and the
old covariance matrix. Further work will thus also consider
applying thresholding to the traditionally obtained covariance.
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TABLE II
EXPECTED RUNNING TIME (ERT IN NUMBER OF FUNCTION EVALUATIONS) DIVIDED BY THE RESPECTIVE BEST ERT MEASURED DURING BBOB-2009
IN DIMENSION 10. THE ERT AND IN BRACES, AS DISPERSION MEASURE, THE HALF DIFFERENCE BETWEEN 90 AND 10%-TILE OF BOOTSTRAPPED RUN

LENGTHS APPEAR FOR EACH ALGORITHM AND TARGET, THE CORRESPONDING BEST ERT IN THE FIRST ROW. THE DIFFERENT TARGET ∆f -VALUES ARE
SHOWN IN THE TOP ROW. #SUCC IS THE NUMBER OF TRIALS THAT REACHED THE (FINAL) TARGET fopt + 10−8 . THE MEDIAN NUMBER OF CONDUCTED
FUNCTION EVALUATIONS IS ADDITIONALLY GIVEN IN italics, IF THE TARGET IN THE LAST COLUMN WAS NEVER REACHED. ENTRIES, SUCCEEDED BY A

STAR, ARE STATISTICALLY SIGNIFICANTLY BETTER (ACCORDING TO THE RANK-SUM TEST) WHEN COMPARED TO ALL OTHER ALGORITHMS OF THE
TABLE, WITH p = 0.05 OR p = 10−k WHEN THE NUMBER k FOLLOWING THE STAR IS LARGER THAN 1, WITH BONFERRONI CORRECTION BY THE NUMBER

OF INSTANCES.

∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f1 22 23 23 23 23 23 23 15/15

CMSA4.0(3) 8.6(3) 14(4) 19(4) 26(6) 38(8) 50(5) 15/15
Thres 4.2(2) 9.2(3) 14(4) 18(3) 24(3) 35(5) 46(7) 15/15
Diag 3.2(1) 7.5(2) 12(3) 18(2) 23(4) 34(3) 44(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f2 187 190 191 191 193 194 195 15/15
CMSA65(34) 85(21) 96(29) 105(16) 109(25) 113(21) 129(57) 15/15
Thres 71(35) 88(23) 100(27) 109(22) 113(13) 120(18) 125(14) 15/15
Diag 55(44) 73(54) 88(57) 97(70) 101(57) 107(67) 111(72) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f3 1739 3600 3609 3636 3642 3646 3651 15/15
CMSA20(49) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 33(36) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 11(6) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f4 2234 3626 3660 3695 3707 3744 28767 12/15
CMSA 60(59) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 119(128) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 38(40) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f5 20 20 20 20 20 20 20 15/15
CMSA12(5) 17(4) 17(12) 17(10) 17(10) 17(8) 17(5) 15/15
Thres 14(8) 19(9) 21(8) 21(7) 21(7) 21(8) 21(8) 15/15
Diag 13(7) 17(9) 18(9) 18(5) 18(9) 18(11) 18(7) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f6 412 623 826 1039 1292 1841 2370 15/15
CMSA1.4(0.2) 3.3(3) 11(29) 14(32) 19(25) 25(17) 163(268) 6/15
Thres 1.8(1) 5.4(1) 7.0(15) 6.9(14) 10(19) 20(56) 30(52) 14/15
Diag 1.6(0.7) 2.8(1) 4.3(5) 4.4(3) 4.7(4) 13(84) 21(45) 13/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f7 172 1611 4195 5099 5141 5141 5389 15/15
CMSA4.0(3) 26(50) 85(72) ∞ ∞ ∞ ∞ 2e5 0/15
Thres 5.7(5) 103(70) 230(313) ∞ ∞ ∞ ∞ 2e5 0/15
Diag 2.4(4) 32(35) 212(409) 552(402) 548(622) 548(467) ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f8 326 921 1114 1217 1267 1315 1343 15/15
CMSA3.3(0.7) 17(8) 18(7) 18(3) 18(7) 19(11) 19(5) 15/15
Thres 8.5(5) 18(12) 18(9) 18(7) 18(7) 18(7) 18(9) 15/15
Diag 6.6(22) 17(2) 18(5) 17(5) 17(5) 18(4) 18(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f9 200 648 857 993 1065 1138 1185 15/15
CMSA2.3(2) 25(13) 24(10) 22(12) 22(10) 21(10) 21(10) 15/15
Thres 4.4(0.8) 18(8) 19(11) 18(7) 17(6) 17(14) 17(7) 15/15
Diag 4.9(2) 35(17) 31(29) 29(20) 27(15) 27(14) 26(17) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f10 1835 2172 2455 2728 2802 4543 4739 15/15
CMSA 6.5(3) 7.6(3) 7.7(3) 7.5(2) 7.6(3) 4.9(2) 4.9(2) 15/15
Thres 6.6(2) 8.3(2) 8.2(0.9) 7.8(1) 8.0(1) 5.2(1) 5.3(1) 15/15
Diag 14(4) 14(3) 14(3) 13(2) 13(2) 8.4(2) 8.3(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f11 266 1041 2602 2954 3338 4092 4843 15/15
CMSA14(3) 6.2(2) 3.2(1.0) 3.4(0.9) 3.5(1) 3.3(0.6) 3.0(1) 15/15
Thres 17(4) 6.1(2) 3.0(0.7) 3.0(1) 3.0(1) 2.9(0.8) 2.7(0.7) 15/15
Diag 84(47) 30(10) 13(3) 12(3) 11(4) 10(2) 9.0(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f12 515 896 1240 1390 1569 3660 5154 15/15
CMSA 4.2(10) 10(11) 13(10) 15(15) 16(10) 8.8(4) 7.8(4) 15/15
Thres 13(14) 24(14) 24(11) 24(11) 24(10) 12(5) 12(4) 15/15
Diag 14(39) 29(26) 33(19) 35(6) 34(7) 17(3) 15(6) 15/15

∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f13 387 596 797 1014 4587 6208 7779 15/15

CMSA15(24) 19(10) 31(31) 58(48) 28(32) 89(17) 185(103) 2/15
Thres 6.3(5) 35(86) 56(25) 107(156) 72(89) 461(427) ∞ 2e5 0/15
Diag 12(7) 52(113) 71(54) 164(232) 117(330) ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f14 37 98 133 205 392 687 4305 15/15
CMSA1.1(0.5) 2.2(0.5) 2.8(0.5) 3.5(0.9) 4.3(1) 8.7(2) 4.8(3) 15/15
Thres 0.90(0.7) 2.2(1) 2.6(0.7) 3.2(1) 4.3(1) 8.7(2) 4.4(3) 15/15
Diag 0.64(0.6) 1.8(0.8) 2.7(0.8) 3.6(0.6) 9.1(2) 23(8) 9.1(3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f15 4774 39246 73643 74669 75790 77814 79834 12/15
CMSA 7.0(10) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 11(14) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 5.8(6) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f16 425 7029 15779 45669 51151 65798 71570 15/15
CMSA1.0(1) 1.8(4) 13(14) 31(57) ∞ ∞ ∞ 2e5 0/15
Thres 1.1(0.7) 1.8(2) 87(89) 64(58) ∞ ∞ ∞ 2e5 0/15
Diag 2.6(3) 2.6(3) 27(37) ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f17 26 429 2203 6329 9851 20190 26503 15/15
CMSA 0.71(0.5) 18(51) 23(38) 30(16) 140(142) ∞ ∞ 2e5 0/15
Thres 39(140) 34(176) 37(63) 67(123) ∞ ∞ ∞ 2e5 0/15
Diag 1.1(1) 34(62) 23(44) 58(90) 146(141) ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f18 238 836 7012 15928 27536 37234 42708 15/15
CMSA68(234) 129(263) 124(173) ∞ ∞ ∞ ∞ 2e5 0/15
Thres 88(33) 313(539) 130(104) 184(455) ∞ ∞ ∞ 2e5 0/15
Diag 5.1(16) 189(315) 192(225) ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f19 1 1 10609 9.8e5 1.4e6 1.4e6 1.4e6 15/15
CMSA18(3) 1.5e5(8e4)∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 19(11) 1.1e5(1e5)∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 15(2) 8.7e4(1e5)∞ ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f20 32 15426 5.5e5 5.7e5 5.7e5 5.8e5 5.9e5 15/15
CMSA1.9(0.9) 25(11) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 1.7(0.8) 21(13) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 2.1(1) 20(23) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f21 130 2236 4392 4487 4618 5074 11329 8/15
CMSA 9.5(18) 23(41) 20(55) 20(14) 19(22) 17(23) 7.8(12) 12/15
Thres 5.9(7) 17(15) 15(19) 15(10) 14(28) 13(20) 5.9(6) 13/15
Diag 21(0.6) 19(13) 20(35) 20(27) 19(69) 18(17) 8.0(13) 12/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f22 98 2839 6353 6620 6798 8296 10351 6/15
CMSA25(61) 6.3(8) 13(16) 12(23) 12(25) 10(11) 8.1(12) 13/15
Thres 30(40) 8.8(6) 13(13) 12(11) 12(35) 10(13) 8.2(8) 13/15
Diag 60(377) 8.9(8) 8.8(16) 8.8(12) 8.8(20) 7.8(10) 6.5(11) 14/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f23 2.8 915 16425 1.8e5 2.0e5 2.1e5 2.1e5 15/15
CMSA1.5(1) 391(326) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 2.0(3) 313(575) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 1.5(2) 165(103) ∞ ∞ ∞ ∞ ∞ 2e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f24 98761 1.0e6 7.5e7 7.5e7 7.5e7 7.5e7 7.5e7 1/15
CMSA4.8(5) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Thres 6.3(12) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
Diag 6.4(7) ∞ ∞ ∞ ∞ ∞ ∞ 2e5 0/15
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TABLE III
EXPECTED RUNNING TIME (ERT IN NUMBER OF FUNCTION EVALUATIONS) DIVIDED BY THE RESPECTIVE BEST ERT MEASURED DURING BBOB-2009
IN DIMENSION 20. THE ERT AND IN BRACES, AS DISPERSION MEASURE, THE HALF DIFFERENCE BETWEEN 90 AND 10%-TILE OF BOOTSTRAPPED RUN

LENGTHS APPEAR FOR EACH ALGORITHM AND TARGET, THE CORRESPONDING BEST ERT IN THE FIRST ROW. THE DIFFERENT TARGET ∆f -VALUES ARE
SHOWN IN THE TOP ROW. #SUCC IS THE NUMBER OF TRIALS THAT REACHED THE (FINAL) TARGET fopt + 10−8 . THE MEDIAN NUMBER OF CONDUCTED
FUNCTION EVALUATIONS IS ADDITIONALLY GIVEN IN italics, IF THE TARGET IN THE LAST COLUMN WAS NEVER REACHED. ENTRIES, SUCCEEDED BY A

STAR, ARE STATISTICALLY SIGNIFICANTLY BETTER (ACCORDING TO THE RANK-SUM TEST) WHEN COMPARED TO ALL OTHER ALGORITHMS OF THE
TABLE, WITH p = 0.05 OR p = 10−k WHEN THE NUMBER k FOLLOWING THE STAR IS LARGER THAN 1, WITH BONFERRONI CORRECTION BY THE NUMBER

OF INSTANCES.

∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f1 43 43 43 43 43 43 43 15/15

CMSA4.9(2) 10(2) 15(2) 19(2) 25(2) 34(2) 45(2) 15/15
Thres 4.9(1) 9.5(1) 14(2) 18(2) 23(3) 33(3) 42(3) 15/15
Diag 4.9(1) 9.2(2) 13(1) 18(2) 23(3) 33(2) 42(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f2 385 386 387 388 390 391 393 15/15
CMSA173(32) 240(38) 265(33) 273(38) 277(34) 285(31) 293(27) 15/15
Thres 154(41) 212(41) 245(25) 259(29) 265(23) 273(26) 282(29) 15/15
Diag 96(21)⋆4 113(14)⋆4 122(10)⋆4 126(9)⋆4 128(7)⋆4 130(6)⋆4 130(8)⋆4 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f3 5066 7626 7635 7637 7643 7646 7651 15/15
CMSA∞ ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
Thres ∞ ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
Diag ∞ ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f4 4722 7628 7666 7686 7700 7758 1.4e5 9/15
CMSA∞ ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
Thres ∞ ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
Diag ∞ ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f5 41 41 41 41 41 41 41 15/15
CMSA12(3) 15(3) 15(6) 15(6) 15(6) 15(6) 15(7) 15/15
Thres 13(5) 17(13) 18(12) 18(11) 18(6) 18(11) 18(4) 15/15
Diag 14(8) 17(8) 18(8) 18(8) 18(9) 18(7) 18(10) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f6 1296 2343 3413 4255 5220 6728 8409 15/15
CMSA 1.5(1) 2.5(2) 4.6(4) 12(22) 34(77) 80(138) 331(279) 2/15
Thres 3.2(3) 4.4(4) 5.0(3) 7.9(19) 21(65) 83(117) 324(190) 2/15
Diag 17(33) 26(32) 32(37) 51(28) 64(69) 135(279) 204(252) 3/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f7 1351 4274 9503 16523 16524 16524 16969 15/15
CMSA 622(740) ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
Thres 2059(1547) ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15
Diag 339(291) ∞ ∞ ∞ ∞ ∞ ∞ 4e5 0/15

∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f8 2039 3871 4040 4148 4219 4371 4484 15/15

CMSA11(4) 30(32) 31(7) 31(52) 31(50) 31(28) 31(47) 13/15
Thres 15(12) 33(55) 34(77) 34(50) 34(25) 34(25) 34(44) 13/15
Diag 28(13) 82(36) 84(104) 85(125) 86(121) 86(47) 85(48) 10/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f9 1716 3102 3277 3379 3455 3594 3727 15/15
CMSA17(12) 40(68) 41(96) 41(31) 41(5) 40(31) 40(4) 13/15
Thres 15(8) 20(6) 22(8) 23(4) 23(8) 23(2) 23(5) 15/15
Diag 36(7) 52(4) 54(36) 56(5) 57(5) 57(4) 57(31) 14/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f10 7413 8661 10735 13641 14920 17073 17476 15/15
CMSA10(5) 11(2) 9.2(2) 7.8(2) 7.3(1) 6.7(1) 6.8(0.6) 15/15
Thres 8.4(3) 10(3) 9.1(1) 7.8(1) 7.4(0.9) 6.8(0.7) 6.8(0.6) 15/15
Diag 33(3) 31(2) 26(2) 20(2) 19(1) 17(2) 17(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f11 1002 2228 6278 8586 9762 12285 14831 15/15
CMSA 12(2)⋆2 7.5(1) 3.1(0.4) 2.6(0.3) 2.6(0.3) 2.5(0.5) 2.5(0.3) 15/15
Thres 15(1) 8.1(0.6) 3.2(0.4) 2.6(0.2) 2.6(0.4) 2.3(0.4) 2.2(0.5) 15/15
Diag 223(44) 115(28) 43(10) 33(8) 30(5) 24(3) 20(3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f12 1042 1938 2740 3156 4140 12407 13827 15/15
CMSA 2.5(0.2) 10(9) 13(8) 15(8)⋆ 14(6)⋆ 5.9(2) 6.2(3) 15/15
Thres 14(25) 21(20) 23(9) 25(13) 22(5) 8.6(3) 8.5(3) 15/15
Diag 18(0.2) 96(84) 103(70) 123(125) 113(73) 59(80) 86(109) 5/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f13 652 2021 2751 3507 18749 24455 30201 15/15
CMSA156(614) 545(891) 2037(1600) ∞ ∞ ∞ ∞ 4e5 0/15
Thres 156(0.6) 227(693) 2037(3199) 1598(2167) 299(635) ∞ ∞ 4e5 0/15
Diag 46(0.7) 298(346) 946(1745) 1598(1768) ∞ ∞ ∞ 4e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ

f14 75 239 304 451 932 1648 15661 15/15
CMSA1.8(1.0) 1.9(0.4) 2.5(0.6) 3.2(0.3) 5.2(0.8)⋆3 11(1)⋆2 4.2(1) 15/15
Thres 1.9(1) 1.8(0.4) 2.3(0.3) 3.0(0.4) 6.8(0.4) 14(1) 3.7(0.8) 15/15
Diag 1.8(1) 1.9(1) 2.4(0.2) 3.2(0.4) 15(5) 107(42) 17(8) 14/15
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Abstract—Given an undirected weighted connected
graph G = (V,E) with vertex set V and edge set E and
a designated vertex r ∈ V , we consider the problem of
constructing a spanning tree in G that balances both the
minimum spanning tree and the shortest paths tree rooted
at r. Formally, for any two constants α, β ≥ 1, we consider
the problem of computing an (α, β)-balanced spanning tree
T in G, in the sense that, (i) for every vertex v ∈ V , the
distance between r and v in T is at most α times the
shortest distance between the two vertices in G, and (ii) the
total weight of T is at most β times that of the minimum
tree weight in G. It is well known that, for any α, β ≥ 1,
the problem of deciding whether G contains an (α, β)-
balanced spanning tree is NP-complete [15]. Consequently,
given any α ≥ 1 (resp., β ≥ 1), the problem of finding an
(α, β)-balanced spanning tree that minimizes β (resp., α)
is NP-complete. In this paper, we present efficient genetic
algorithms for these problems. Our experimental results
show that the proposed algorithm returns high quality
balanced spanning trees.

Index Terms—Minimum Spanning Tree, Shortest Paths
Tree, Balanced Spanning Tree, Genetic Algorithms, Graph
Algorithms

I. INTRODUCTION

LET G = (V,E) be an undirected edge-weighted
connected graph with vertex set V and edge set E

such that |V | = n and |E| = m.
For any vertex r in G, a spanning tree T rooted at r is

a shortest paths tree if, for every vertex v ∈ V , the dis-
tance between r and v in Ts equals the shortest distance
between the two vertices in G. Dijkstra’s algorithm is
one of the well known polynomial time algorithms for
computing shortest path tree in weighted graphs [22].

This work is partially supported by Alexander von Humboldt foun-
dation

Note that, there exist weighted graphs in which the
total weight of a shortest path tree may be much more
than that of a minimum spanning tree, and vertices
that are close to the designated root can be far away
from the root in a minimum spanning tree (see [15]
for an illustrative example). In this paper, we aim to
find a spanning tree in weighted graphs that balances a
minimum spanning tree and a shortest path tree, that is,
a rooted tree of total weight at most a constant times the
minimum tree weight, and the distance between the root
and any vertex in the tree is at most a constant times the
shortest distance between the two vertices in the graph.
A formal definition of the problem can be described as
follows.

Definition 1: [15] For any α, β ≥ 1, a rooted spanning
tree T of G is called (α, β)-balanced spanning tree if it
satisfies the following two conditions:

1) For every vertex v, the distance between the root
and v in T is at most α times the shortest distance
between the two vertices in G.

2) The total weight of T is at most β times the
minimum tree weight in G.

The shortest paths tree and minimum spanning tree are
widely used in network routing. In particular, the shortest
paths tree minimizes the delay from the source to every
destination through a routing tree, and the minimum
spanning tree minimizes the total routing cost along a
tree. See [7], [14], [17], [21] and the references therein.
Thus, balanced spanning tree is an appropriate routing
tree for networks with the above two objectives.

Given any α ≥ 1, Awerbuch et al. [4] proposed
an algorithm that approximates a minimum spanning
tree and a shortest paths tree in edge-weighted graphs.
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Namely, they modified the algorithm described in [3],
[9] to compute an (α, 1 + 4

α−1 )-balanced spanning tree
in O(m+ n log n) time. Afterwards, Khullar et al. [15]
improved the above result and presented a constructive
linear time algorithm that outputs an (α, 1 + 2

α−1 )-
balanced spanning tree. In other words, for any γ > 0,
the algorithm of Khullar et al. [15] outputs an (1 +√
2γ, 1 +

√
2

γ )-balanced spanning tree in linear time.
For any α, β ≥ 1, the problem of deciding whether

G contains an (α, β)-balanced spanning tree is NP-
complete [15]. Consequently, given any α ≥ 1, the
problem of finding an (α, β)-balanced spanning tree
that minimizes β is NP-complete. Analogously, given
any β ≥ 1, the problem of finding an (α, β)-balanced
spanning tree that minimizes α is also NP-complete. In
this paper, we present efficient genetic algorithms for
these two problems. Our experimental results show that
the proposed algorithm returns high quality balanced
spanning trees.

The rest of this paper is organized as follows. Sec-
tion II reviews some results on related problems. Sec-
tion III presents the proposed genetic algorithm. Sec-
tion IV evaluates our algorithm by applying it to ran-
domly generated instances of the balanced spanning tree
problem. Section V makes some concluding remarks.

II. RELATED WORK

In this section, we present results on related problems.
Bharath-Kumar and Jaffe [5] studied the problem of

finding a rooted tree in the underlying graph such that
the total distances from the root to all vertices is at most
a constant times the minimum total distances from the
root to all vertices.

For each graph G, the greatest distance between any
two vertices in G is called the diameter of G. A tree in
a graph G is called shallow-light tree if its diameter is
at most a constant (greater than or equal 1) times the
diameter of G and with total weight at most a constant
times the minimum tree weight. Awerbuch et al. [3]
proved that each graph has a shallow-light tree.

Cong et al. [9] proposed a model of timing-driven
global routing for cell-based design to improve the
construction of a shallow-light tree based on the idea of
finding minimum spanning trees with bounded radius.
They designed an algorithm to find, for any constant
ǫ > 0, a spanning tree with radius (1 + ǫ) · R (using

an analog of the classical Prim’s minimum spanning
tree structure), where R is the minimum possible tree
radius. They find a smooth trade-off between the radius
and the cost of the tree. Afterwards, they proposed a
new method [10] to improve their previous algorithm
based on a provably good algorithm that simultaneously
minimizes both total weight and longest interconnection
path length of the tree. More specifically, their algorithm
produced a tree with radius at most (1 + ǫ) · R and of
total weight at most (1 + 2

ǫ ) times the minimum tree
weight.

III. GENETIC ALGORITHM

In this section, we propose genetic algorithms to the
two variants of the balanced spanning tree problem
described in Section I. To avoid duplication, we present
an algorithm for only one of these problems; the other
variant of the problem can be described analogously.
Namely, throughout this section, we focus on the prob-
lem in which we are given a constant α ≥ 1 and the
objective is to compute an (α, β)- balanced spanning
tree that minimizes β.

We first introduce some terminologies that will be
used throughout this section. Let G′ be a subgraph of G.
The sets V (G′) and E(G′) denote the set of vertices and
edges of G′, respectively. The shortest distance between
two vertices u and v in G′ is denoted by dG′(u, v). We
use w(G′) to denote the sum

∑
e∈E(G′) w(e) of weights

of all edges in G′. For two subgraphs G1 and G2 of
G, let G1 ∪ G2, G1 ∩ G2, and G1 − G2 denote the
subgraph induced by E(G1)∪E(G2), E(G1)∩E(G2),
and E(G1)−E(G2), respectively. For any edge e in G,
let Adj(e) denote the set of all adjacent edges to e in G,
where two edges of G are called adjacent if they share
a common vertex.

A. Algorithm Overview

The Genetic Algorithm (GA) is an iterative optimiza-
tion approach based on the principles of genetics and
natural selection [2]. The first step of genetic algorithms
is to determine a suitable data structure to represent
individual solutions (chromosomes), and then construct
an initial population (first generation) of prescribed car-
dinality pop − size. A typical intermediate iteration of
genetic algorithms can be outlined as follows. Starting
with the current generation, we use a predefined selection
technique to repeatedly choose a pair of individuals

2
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(parents) in the current generation to reproduce, with
probability pc, a new set of individuals (offsprings) by
applying crossover operation to the selected pair. To keep
an appropriate diversity among different generations, we
apply mutation operation with specific probability pm to
genes of individuals of the current generation to get more
offsprings. A new generation is then selected from both
the offspring and the current generation based on their
fitness values (the more suitable solutions have more
chances to reproduce). The algorithm terminates when
it meets prescribed stopping criteria.

A formal description of the proposed genetic algo-
rithm is given in Algorithm 1.

In genetic algorithms, determining representation
method, population size, selection technique, crossover
and mutation probabilities, and stopping criteria are
crucial since they mainly affect the convergence of the
algorithm (see [1], [13], [18], [19], [20]).

The rest of this section is devoted to describe steps of
Algorithm 1 in details.

B. Representation

Let G = (V,E) be a given undirected graph such that
V = {1, 2, . . . , n}. Note that, each edge e ∈ E with end
points i and j can be defined by an unordered pair {i, j},
and consequently, any subgraph G′ of G is uniquely
defined by the set of unordered pairs of all its edges.
In particular, any spanning tree T in G is induced by a
set of exactly n−1 pairs corresponding to its edges since
T is a subgraph of G that spans all vertices in V and
has no cycles. Therefore, each chromosome (spanning
tree) can be represented as a sequence of ordered pairs
of integers each of which represent a gene (edge) in the
chromosome.

C. Initial Population

Before initializing the first generation of the genetic
algorithm, we have to first decide its size pop−size. As
mentioned before, this decision on population size affect
the convergence of the algorithm. In particular, small
population size may lead to weak solutions, while, large
population size increases the space and time complexity
of the algorithm. Many literatures studied the influence
of the population size to the performance of genetic
algorithms (see [19] and the references therein). In this
paper, we discuss the effect of the population size on the
convergence time of the algorithm (cf. Section IV).

Algorithm 1 Genetic Algorithm for the Balanced Span-
ning Tree Problem

Input: An edge-weighted graph G, a population size
pop − size, a maximum number of generations
maxgen, a crossover probability pc, a mutation prob-
ability pm, a shortest paths tree Ts, a minimum
spanning tree Tm, and a real number α ≥ 1.

Output: An (α, β)-balanced spanning tree that mini-
mizes β.

1. Compute an initial population I0 (cf. Section III-C).
2. gen← 1.
3. While (gen ≤ maxgen) do
4. For i = 1 to pop− size do
5. Select a pair of chromosomes from Igen−1 (cf.

Section III-D).
6. Apply crossover operator with probability pc

to the selected pair of chromosomes to get
two offsprings (cf. Section III-E).

7. Endfor
8. For each chromosome in Igen−1, apply mutation

operator with probability pm to get an offspring
(cf. Section III-F).

9. Extend Igen−1 with valid offsprings output from
lines 6 and 8.

10. Find the minimum total weight chromosome
Tgen−1 in Igen−1.

11. If gen ≥ 2 and w(Tgen−2) = w(Tgen−1) =

w(Tgen), then break.
12. Select pop− size chromosomes from Igen−1 to

form Igen (cf. Section III-D).
13. gen← gen+ 1.
14. Endwhile
15. Output Tgen.

We apply random initialization to generate an initial
population. Namely, we compute each chromosome in
the initial population by repeatedly applying the fol-
lowing simple procedure as long as the length of the
chromosome (number of edges) is less than n − 1. Let
T denote the tree constructed so far by the procedure
(initially, T consists of a random vertex from V (G)).
We first select a random vertex v /∈ V (T ) from the set
of the neighbors of all vertices in T , and then add the
the edge e = (u, v) to T , where u is the neighbor of v

in T . It is easy to verify that the above procedure returns

3
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a tree after exactly n − 1 iterations. The generated tree
T is added to the initial population only if it is valid,
where a tree T is said to be a valid chromosome if, for
every vertex v in T , it holds that dT (r, v) ≤ α ·dG(r, v).

The above algorithm is repeated as long as the number
of constructed population is less than pop− size.

D. Selection Process

In this paper, we apply four common selection
techniques: random selection, roulette wheel selection,
stochastic universal sampling selection, and tournament
selection. All these techniques, except the random selec-
tion, are called fitness-proportionate selection techniques
since they are based on a predefined fitness function
used to evaluate the quality of individual chromosomes.
Here, the objective function of the underlying balanced
spanning tree problem (i.e., the ratio of the the minimum
weight tree to the total weight of the chromosome)
is used as the fitness function of each chromosome.
We assume that the same selection technique is used
throughout the execution of the algorithm. The rest of
this section is devoted to briefly describe these selection
techniques.

Random Selection (RS): [2] It is the simplest se-
lection operator, where each chromosome has the same
probability to be selected. That is, from a population of
size q, each chromosome has the chance to be chosen
with probability 1/q.

Roulette Wheel Selection (RWS): [2], [8] In the
roulette wheel technique, the probability of selecting a
chromosome is based on its fitness value. More precisely,
each chromosome is selected with the probability that
equals to its normalized fitness value, i.e., the ratio
of its fitness value to the total fitness values of all
chromosomes in the set from which it will be selected.

Stochastic Universal Sampling Selection (SUS): [6],
[8] It is a single phase sampling; instead of a single
selection pointer used in roulette wheel approach, SUS
uses h equally spaced pointers, where h is the number
of chromosomes to be selected from the underlying
population. All chromosomes are represented in number
line randomly and a single pointer ptr ∈ (0, 1

h ] is
generated to indicate the first chromosome to be selected.
The remaining h−1 individuals whose fitness spans the
positions of the pointers ptr + i/h, i = 1, 2, . . . , h − 1

are then chosen.

Tournament Selection (TRWS): [2], [6] In this
approach, we first select a set of k < pop − size

chromosomes randomly from the current population.
From the selected set, we choose the required number
of chromosomes by applying the roulette wheel selection
approach.

E. Crossover Process

In each iteration of the algorithm we repeatedly select
a pair of chromosomes (parents) from the current gener-
ation and then apply crossover operator with probability
pc to the selected chromosomes to get new chromosomes
(offsprings). Simulations and experimental results of
the literatures show that a typical crossover probability
lies between 0.75 and 0.95. There are two common
crossover techniques: single-point crossover and multi-
point crossover. Many researchers studied the influence
of crossover approach and crossover probability to the
efficiency of the whole genetic algorithm, see for exam-
ple [17], [20] and the references therein. In this paper,
we use a multi-point crossover approach by exchanging a
randomly selected set of edges between the two parents.
In particular, for each selected pair of chromosomes T1

and T2, we generate a random number s ∈ (0, 1]. If
s < pc holds, we apply crossover operator to T1 and T2

as follows.
Define the two sets E1 = E(T1) − E(T2) and E2 =

E(T2) − E(T1) (|E1| = |E2| holds). Let t = |E1| =
|E2|, and generate a random number k from [1, t]. We
first choose a random subset E′

1 of cardinality k from
E1, and then add E′

1 to T2 to get a subgraph T ′ (i.e.,
T ′ = T2 ∪ E′

1). Clearly, T ′ contains k cycles each of
which contains a distinct edge from E′

1. For every edge
e = (u, v) in E′

1, we apply the following procedure to
fix a cycle containing e. Let T̃ be the current subgraph
(initially, T̃ = T ′). We first find a path PT̃ (u, v) between
u and v in T̃−{e}. We then choose an edge ẽ in PT̃ (u, v)

by applying the selection technique used in the algorithm
to the set of all edges in PT̃ (u, v), assuming that the
weight of each edge is its fitness value. Finally, we delete
ẽ from subgraph T̃ . Note that, edges of large weights in
PT̃ (u, v) have more chances to be deleted, and hence it
is more likely that the current subgraph T̃ attains total
weight less than that of T ′ − {e}. In general, it is more
likely that offsprings output from the crossover operation
attains total weights less than that of its parents.

4
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Similarly, we apply the above crossover technique by
interchanging the roles of T1 and T2 one more offspring.
Finally, we add each of the resulting spanning trees to
the set of generated offsprings if it is valid.

F. Mutation Process

Mutation is a genetic operator that intends to main-
tain the diversity among different generations of the
population by altering some random genes (edges) in a
chromosome. This may allow the algorithm to get better
solutions by avoiding local minimum. Many results ana-
lyzed the role of mutation operator in genetic algorithms
[1], [13], [17].

For a chromosome T in the current population, we
apply mutation operator such that each edge in T is
mutated with probability pm. The standard range of
pm lies between 1/ℓ and 0.5, where ℓ is the length
(number of edges) of the chromosome. With pm = 1/ℓ,
at least one gene (edge) on average should mutate. On
the other hand, with pm = 0.5, half of the edges should
mutate on average, and consequently a random offspring
is generated. In particular, for each edge e in T , we
generate a random number s ∈ (0, 1], and then mutate
e if s < pm holds by replacing e with a random
edge from Adj(e)− E(T ). Let T ′ denote the subgraph
obtained after applying mutation operator to T . If T ′

is disconnected, then we discard it. Otherwise, T ′ is a
spanning tree.

Finally, we add the resulting spanning tree to the set
of generated offsprings only if it is valid.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed genetic
algorithms by applying it to several random instances
of both variants of the balanced spanning tree problem.
In particular, we generate a random graph G of n nodes
by applying Erdos and Renyi [11] approach in which
an edge is independently included between each pair of
nodes of G with probability p. Here, we generate random
graphs with sizes 6, 10, 15, and 20, and a randomly
chosen probability p. Moreover, all edge weights of the
generated graphs are set to random integers from the
range [1, 100].

For each of the generated graphs, we apply the pro-
posed algorithm with different selection techniques and
different values of α (resp., β). We set the population
size pop−size = 30, the maximum number of iterations

the genetic algorithm executes maxgen = 300, the
crossover probability pc = 0.9, and the mutation proba-
bility pm = 0.01. The algorithm terminates if either the
number of iterations exceeds maxgen or the solution
does not change for three consecutive iterations. All
obtained solutions are compared with the corresponding
optimal solutions obtained by considering all possibil-
ities of valid spanning trees in the underlying graphs.
There are many algorithms for finding all spanning trees
in undirected graphs, see for example [12].

We discuss the effect of the values of α (resp., β)
on the convergence of the algorithm. It is seen that the
running time of the algorithm decreases as the the value
of α (resp., β) increases, see Figures 1-2 (resp. Figures 5-
6).

We also study the effect of the population size pop−
size to the convergence of the algorithm. From the
experimental results, we observe that a constant fraction
of the number of nodes n is an appropriate value for the
population size, see Figures 3-4 and Figures 7-8.

All results presented in this section were performed
in MATLAB R2014b on a computer powered by a core
i7 processor and 16 GB RAM.

A. Minimizing β

In this section, we present our experimental results
for the problem in which α is given and the objective
is to minimize β. We apply our algorithm with different
values of α from the range [1, 2]. The results of applying
our genetic algorithm to random graphs with sizes n = 6,
n = 10, n = 15, and n = 20, are shown in Table I, Table
II, Table III, and Table IV, respectively. In particular,
Tables I-IV compare the values of β returned by the
algorithm with the corresponding optimal value of β.
It is seen that the proposed algorithm outputs optimal
balanced spanning tree for all the instances the algorithm
applies to.

TABLE I
VALUES OF β CORRESPONDING TO A RANDOM GRAPH WITH n = 6.

❍❍❍❍α
β

β-Optimal β-RS β-RWS β-SUS β-TRWS

1.1 1.142 1.142 1.142 1.142 1.142
1.2 1.047 1.142 1.142 1.047 1.142
1.3 1.047 1.047 1.047 1.047 1.047
1.4 1 1 1 1 1
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TABLE II
VALUES OF β CORRESPONDING TO A RANDOM GRAPH WITH

n = 10.

❍❍❍❍α
β

β-Optimal β-RS β-RWS β-SUS β-TRWS

1.1 1.021 1.021 1.021 1.021 1.021
1.2 1.010 1.021 1.010 1.010 1.010
1.3 1 1 1 1 1

TABLE III
VALUES OF β CORRESPONDING TO A RANDOM GRAPH WITH

n = 15.

❍❍❍❍α
β

β-Optimal β-RS β-RWS β-SUS β-TRWS

1.1 1.025 1.074 1.074 1.025 1.025
1.2 1.025 1.074 1.062 1.025 1.025
1.3 1.025 1.074 1.062 1.025 1.025
1.4 1.012 1.049 1.049 1.012 1.012
1.5 1 1.049 1.049 1 1

TABLE IV
VALUES OF β CORRESPONDING TO A RANDOM GRAPH WITH

n = 20.

❍❍❍❍α
β

β-Optimal β-RS β-RWS β-SUS β-TRWS

1.1 1.161 1.161 1.161 1.161 1.161
1.2 1.104 1.106 1.104 1.104 1.104
1.3 1.104 1.104 1.104 1.104 1.104
1.4 1.104 1.104 1.104 1.104 1.104
1.5 1.078 1.078 1.078 1.078 1.078
1.6 1.078 1.078 1.078 1.078 1.078
1.7 1.054 1.063 1.054 1.054 1.054
1.8 1.054 1.063 1.054 1.054 1.054
1.9 1.054 1.063 1.054 1.054 1.054
2 1.009 1.054 1.009 1.009 1.009

Figures 1-2 show the influence of the value of α

and the used selection technique on the execution time
of the algorithm for graphs of n = 15 and n = 20,
respectively. It is expected that the number of valid off-
springs obtained in each iteration increases by relaxing
the value of α, and consequently it is more likely that the
execution time of the algorithm decreases as the value
of α increases.

We also evaluate the influence of the population size
on the convergence of the proposed genetic algorithm.
For a graph of n nodes, we apply the algorithm with
population sizes n/3, 2n/3, n, 4n/3, and 2n. Figures
3-4 illustrate the running time of the algorithm applied
to graphs of sizes n = 15, and n = 20, respectively,

Fig. 1. The influence of α on the running time of the algorithm
(n = 15)

Fig. 2. The influence of α on the running time of the algorithm
(n = 20)

for fixed value α = 1.3. We observe that the execution
time of the algorithm increases as the population size
increases, and the algorithm attains the least running time
when the population size is set to a constant fraction of
the graph size n.

B. Minimizing α

In this section, we present our experimental results for
the problem in which β is given and the objective is to

6
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Fig. 3. The influence of pop − size on the running time of the
algorithm (n = 15)

Fig. 4. The influence of pop − size on the running time of the
algorithm (n = 20)

minimize α. We apply our algorithm with different val-
ues of β. The results of applying our genetic algorithm
to random graphs with sizes n = 6, n = 10, n = 15,
and n = 20, are shown in Table V, Table VI, Table VII,
and Table VIII, respectively. Also, for this problem, the
proposed algorithm outputs optimal balanced spanning
tree for all instances the algorithm applies to.

Figures 5-6 show the influence of the value of β and
the used selection technique to the execution time of the

TABLE V
VALUES OF α CORRESPONDING TO A RANDOM GRAPH WITH n = 6.

❍❍❍❍β
α

α-Optimal α-RS α-RWS α-SUS α-TRWS

1.1 1.3571 1.3571 1.3571 1.3571 1.3571
1.2 1.285 1.285 1.285 1.285 1.285
1.3 1.285 1.285 1.285 1.285 1.285
1.4 1 1 1 1 1

TABLE VI
VALUES OF α CORRESPONDING TO A RANDOM GRAPH WITH

n = 10.

❍❍❍❍β
α

α-Optimal α-RS α-RWS α-SUS α-TRWS

1.1 1.238 1.238 1.238 1.238 1.238
1.2 1.096 1.096 1.096 1.096 1.096
1.3 1 1 1 1 1

TABLE VII
VALUES OF α CORRESPONDING TO A RANDOM GRAPH WITH

n = 15.

❍❍❍❍β
α

α-Optimal α-RS α-RWS α-SUS α-TRWS

1.1 1.173 1.208 1.173 1.173 1.173
1.2 1.157 1.157 1.157 1.157 1.157
1.3 1 1 1 1 1

TABLE VIII
VALUES OF α CORRESPONDING TO A RANDOM GRAPH WITH

n = 20.

❍❍❍❍β
α

α-Optimal α-RS α-RWS α-SUS α-TRWS

1.1 1.444 1.444 1.444 1.444 1.444
1.2 1.112 1.444 1.112 1.112 1.112
1.3 1.112 1.444 1.112 1.112 1.112
1.4 1.048 1.112 1.048 1.048 1.048
1.5 1.048 1.048 1.048 1.048 1.048
1.6 1.048 1.048 1.048 1.048 1.048
1.7 1 1 1 1 1

algorithm for graphs of n = 15 and n = 20, respectively.
Most probably, the number of valid offsprings obtained
in each iteration increases by relaxing the value of β, and
consequently it is more likely that the execution time of
the algorithm decreases as the value of β increases.

We evaluate the influence of the population size on
the convergence of the proposed genetic algorithm. For
a graph of n nodes, we apply the algorithm with pop-
ulation sizes n/3, 2n/3, n, 4n/3, and 2n. Figures 7-
8 illustrate the running time of the algorithm applied

7
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Fig. 5. The influence of β on the running time of the algorithm
(n = 15)

Fig. 6. The influence of β on the running time of the algorithm
(n = 20)

to graphs of sizes n = 15, and n = 20, respectively,
for fixed value β = 1.3. We observe that the algorithm
attains the least running time when the population size
is set to a constant fraction of the graph size n.

V. CONCLUSION

In this paper, we have studied the problem of finding
a tree that balances a shortest path tree and a minimum
spanning tree in undirected edge-weighted graphs. In

Fig. 7. The influence of pop − size on the running time of the
algorithm (n = 15)

Fig. 8. The influence of pop − size on the running time of the
algorithm (n = 20)

particular, we have focused on two NP-complete variants
of the problem in which we are given a bound on how
far the required tree is from the shortest path tree (resp.,
minimum spanning tree), and the objective is to find the
closest tree to the minimum spanning tree (resp., shortest
path tree) under this bound. We have designed genetic
algorithms for these problems. We have evaluated our
algorithm by applying it to random graph instances. The
algorithm outputs optimal balanced spanning tree for all

8
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instances it has been applied to. It will be interesting
to relax our model to balanced subgraphs instead of
balanced trees, that is, the problem of finding a minimum
weight subgraph such that the distance between any two
vertices u and v in the subgraph is at most a given
constant times the shortest distance between the two
vertices in the underlying graph (this problem is known
as t-spanner problem in the literatures). See [23], [24],
[25], [26] and the references therein.
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Katarzyna Poczęta, Alexander Yastrebov
Kielce University of Technology,
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Abstract—Fuzzy cognitive map (FCM) is a soft computing
methodology that allows to describe the analyzed problem as a set
of nodes (concepts) and connections (links) between them. In this
paper a new Structure Optimization Genetic Algorithm (SOGA)
for FCMs learning is presented for modeling complex decision
support systems. The proposed approach allows to automatic
construct and optimize the FCM model on the basis of historical
multivariate time series. The SOGA defines a new learning error
function with an additional penalty for highly complexity of FCM
understood as a large number of concepts and a large number of
connections between them. The aim of this study is the analysis
of usefulness of the Structure Optimization Genetic Algorithm
for fuzzy cognitive maps learning. Comparative analysis of the
SOGA with other well-known FCM learning algorithms (Real-
Coded Genetic Algorithm and Multi-Step Gradient Method)
was performed on the example of prediction of rented bikes
count. Simulations were done with the ISEMK (Intelligent Expert
System based on Cognitive Maps) software tool. The obtained
results show that the use of SOGA allows to significantly reduce
the structure of the FCM model by selecting the most important
concepts and connections between them.

Index Terms—Fuzzy Cognitive Maps, Structure Optimization
Genetic Algorithm, Real-Coded Genetic Algorithm, Multi-Step
Gradient Method

I. INTRODUCTION

FUZZY cognitive map (FCM) [16] is a soft computing
methodology combining the advantages of fuzzy logic

and artificial neural networks. It allows to visualize and
analyze problem as a set of nodes (concepts) and links
(connections between them). One of the most important aspect
connected with the use of fuzzy cognitive maps is their ability
to learn on the basis of historical data [22]. Supervised [14],
[15], [25] and population-based [1], [7], [8], [20], [28] meth-
ods allow to evaluate the weights of connections.

Fuzzy cognitive maps are an effective tool for modeling
dynamic decision support systems [18]. They were applied
to many different areas, such as prediction of pulmonary
infection [19], scenario planning for the national wind energy
sector [2] or integrated waste management [4]. Carvalho
discussed possible use of FCM as tool for modeling and
simulating complex social, economic and political systems [5].

The use of FCMs as pattern classifiers is presented in [23].
An innovative method for forecasting artificial emotions and
designing an affective decision system on the basic of fuzzy
cognitive map is proposed in [26]. The application of fuzzy
cognitive maps to univariate time series modeling is discussed
in [13], [12], [17]. Prediction of work of complex and impre-
cise systems on the basis of FCM is described in [27].

In practical applications to solve certain classes of problems
(e.g. data analysis, prediction or diagnosis), finding the most
significant concepts and connections plays an important role.
It can be based on expert knowledge at all stages of analysis:
designing the structure of the FCM model, determining the
weights of the relationships and selecting input data. Super-
vised and population-based algorithms allow the automatic
construction of fuzzy cognitive map on the basis of data
selected by the experts or all available input data. However,
modeling of complex systems can be difficult task due to
the large amount of the information about analyzed problem.
Fuzzy cognitive maps with the large number of concepts
and connections between them can be difficult to interpret
and impractical to use as the number of parameters to be
established grows quadratically with the size of the FCM
model [13]. In [12] nodes selection criteria for FCM designed
to model univariate time series are proposed. Also some
simplifications strategies by posteriori removing nodes and
weights are presented [13].

In [21] the Structure Optimization Genetic Algorithm al-
lowing selection of the crucial connections is proposed. In this
paper, we present an extension of this algorithm that allows to
significantly reduce the size of FCM by automatic selection
not only the most important connections but also the most
important concepts from all possible nodes. The proposed
approach enables fully automatic construction of the FCM
model by selection of crucial concepts and determining the
relationships between them on the basis of available historical
data. The SOGA is compared with well-known methods:
the Multi-Step Gradient Method (MGM) [14] and the Real-
Coded Genetic Algorithm (RCGA) [28] on the example of
system for prediction of count of rented bikes. Learning and
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testing of FCMs are based on historical multivariate time
series, taken from the UCI Machine Learning Repository [6].
Simulations are accomplished with the use of the developed
ISEMK (Intelligent Expert System based on Cognitive Maps)
software tool [24].

The aims of this paper are:
• to introduce a new FCM learning algorithm that allows to

automatic optimize the structure of fuzzy cognitive map
by finding the most important concepts and connections
between them on the basic of historical data,

• to perform a comparative analysis of the proposed method
of FCM learning with other well-known algorithms on
the example of system for prediction of count of rented
bikes.

The paper is organized as follows. In Section II fuzzy
cognitive maps are described. Section III introduces the pro-
posed method for fuzzy cognitive maps learning. Section IV
describes the developed software tool ISEMK. Section V
presents selected results of simulation analysis of the proposed
approach. The last Section contains a summary of the paper.

II. FUZZY COGNITIVE MAPS

The structure of FCM is based on a directed graph:

< X,W > , (1)

where X = [X1, ..., Xn]
T is the set of the concepts significant

for the analyzed problem, W is weights matrix, Wj,i is the
weight of the connection between the j-th concept and the i-
th concept, taking on the values from the range [−1, 1]. Value
of −1 means full negative influence, 1 denotes full positive
influence and 0 means no causal effect [16].

Concepts obtain values in the range between [0, 1] so they
can be used in time series prediction. The values of concepts
can be calculated according to the formula:

Xi(t+ 1) = F


Xi(t) +

∑

j 6=i

Wj,i ·Xj(t)


 , (2)

where t is discrete time, t = 0, 1, 2, ..., T , T is end time of sim-
ulation, Xi(t) is the value of the i-th concept, i = 1, 2, ..., n, n
is the number of concepts, F (x) is a transformation function,
which can be chosen in the form:

F (x) =
1

1 + e−cx
, (3)

where c > 0 is a parameter.
Fuzzy cognitive map can be automatic constructed with the

use of supervised and population-based learning algorithms.
In the next section, selected methods of FCMs learning are
described.

III. FUZZY COGNITIVE MAPS LEARNING

The aim of the FCM learning process is to estimate the
weights matrix W . In the paper a new population-based
approach for fuzzy cognitive maps learning is analyzed. Per-
formance of the Structure Optimization Genetic Algorithm is

compared with the Real-Coded Genetic Algorithm and the
Multi-Step Gradient Method. Description of these methods is
presented below.

A. Real-Coded Genetic Algorithm

Real-Coded Genetic Algorithm defines each chromosome
as a floating-point vector, expressed as follows [28]:

W ′ = [W1,2, ...,W1,n,W2,1,W2,3, ...,W2,n, ...,Wn,n−1]
T ,

(4)
where Wj,i is the weight of the connection between the j-th
and the i-th concept.

Each chromosome in the population is decoded into a
candidate FCM and its quality is evaluated on the basis of
a fitness function according to the objective [9]. The aim of
the analyzed learning process is to optimize the weights matrix
with respect to the prediction accuracy. Fitness function can
be described as follows:

fitnessp(Jl) =
1

a · J(l) + 1
, (5)

where a is a parameter, a > 0, p is the number of chromosome,
p = 1, ..., P , P is the population size, l is the number
of population, l = 1, ..., L, L is the maximum number of
populations, J(l) is the learning error function, described as
follows:

J(l) =
1

(T − 1)no

T−1∑

t=1

no∑

i=1

(Zo
i (t)−Xo

i (t))
2 , (6)

where t is discrete time of learning, T is the number of the
learning records, Z(t) = [Z1(t), ..., Zn(t)]

T is the desired
FCM response for the initial vector Z(t − 1), X(t) =
[X1(t), ..., Xn(t)]

T is the FCM response for the initial vector
Z(t−1), n is the number of the all concepts, no is the number
of the output concepts, Xo

i (t) is the value of the i-th output
concept, Zo

i (t) is the reference value of the i-th output concept.
Each population is assigned a probability of reproduction.

According to the assigned probabilities parents are selected
and new population of chromosomes is generated. Chro-
mosomes with above average fitness tend to receive more
copies than those with below average fitness [9]. The basic
operator of selection is a roulette wheel method. For each
chromosome in population the probability of including a copy
of such chromosome into the next population can be calculated
according to the formula [11]:

P (p) =
fitnessp(Jl)
P∑
i=1

fitnessi(Jl)

, (7)

where p is the number of the chromosome, P is the population
size.

The population is mapped onto a roulette wheel, where each
chromosome p is represented by a space that proportionally
corresponds to P (p). In the analysis a more effective ranking
method of selection was used [3]. Selecting a copy of the
chromosome into the next population is based on ranking by
fitness [9].
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The crossover operator is a method for sharing informa-
tion between parents to form new chromosomes. It can be
applied to random pairs of chromosomes and the likelihood
of crossover depends on probability defined by the crossover
probability Pc. The popular crossover operators are the single-
point crossover and the uniform crossover [11].

The mutation operator modifies elements of a selected chro-
mosome with a probability defined by the mutation probability
Pm. The use of mutation prevents the premature convergence
of genetic algorithm to suboptimal solutions [11]. In the
analysis Mühlenbein’s and random mutation were used. To
ensure the survival of the best chromosome in the population,
elite strategy was applied. It retains the best chromosome in
the population [9].

The learning process stops when the maximum number of
populations L is reached or the condition (8) is met.

fitnessbest(Jl) > fitnessmax , (8)

where fitnessbest(Jl) is the fitness function value for the best
chromosome, fitnessmax is a parameter.

B. Structure Optimization Genetic Algorithm

In this paper a new Structure Optimization Genetic Algo-
rithm is proposed, which allows to select the most important
for prediction task concepts and connections between them.
SOGA defines each chromosome as a floating-point vector
type (4) and a binary vector expressed as follows:

C ′ = [C1, C2, ..., Cn]
T , (9)

where Ci is the information about including the i-th concept
to the candidate FCM model, whereas Ci =1 means that
the candidate FCM model contains the i-th concept, Ci =0
means that the candidate FCM model does not contain the
i-th concept.

The quality of each population is calculated based on an
original fitness function, described as follows:

fitnessp(J
′
l ) =

1

a · J ′(l) + 1
, (10)

where a is a parameter, a > 0, p is the number of the
chromosome, l is the number of population, l = 1, ..., L, L is
the maximum number of populations, J ′(l) is the new learning
error function with an additional penalty for highly complexity
of FCM understood as a large number of concepts and non-
zero connections between them [10]:

J ′(l) = J(l) + b1 ·
nr

n2
· J(l) + b2 ·

nc

n
· J(l) , (11)

where t is discrete time of learning, T is the number of the
learning records, b1, b1 are the parameters, b1 > 0, b2 > 0, nr

is the number of the non-zero weights of connections, nc is
the number of the concepts in the candidate FCM model, n is
the number of the all possible concepts, J(l) is the learning
error function type (11).

Fig. 1 illustrates the steps of the learning and analysis of
the FCM in modeling prediction systems with the use of
population-based algorithms (SOGA and RCGA).

InitializewthewFCMw

model

Getwnormalizedw

learningwdata

Designwthewfitnesswfunctionwandwdefinew

selectionwstrategy,wcrossoverwandw

mutationwoperators

Selectwparents

Evaluatewpopulation

Stopwcriterionwiswnotwmet

Getwnormalizedw

testingwdata

Stopwcriterionwiswmet

Returnwmeasureswofw

accuracy

Initializewpopulation

Generatewnewwpopulationwwithw

thewusewofwgeneticwoperators

Fig. 1. Activity diagram for population-based learning algorithm

In the paper the proposed algorithm was compared with
the Real-Coded Genetic Algorithm and also with supervised
learning based on Multi-Step Gradient Method.

C. Multi-Step Gradient Method

Multi-step algorithms of FCM learning are some kind of
generalization of known one-step methods. Effectiveness of
these methods in modeling of decision support systems was
presented in [15], [25]. Multi-step supervised learning based
on gradient method is described by the equation [14]:

Wj,i(t+ 1) = P[−1,1](
m1∑
k=0

αk ·Wj,i(t− k)+

m2∑
l=0

(βl · ηl(t) · (Zi(t− l)−Xi(t− l)) · yj,i(t− l))) ,

(12)
where αk, βl, ηl are learning parameters, k = 1, ...,m1; l =
1, ...,m2, m1,m2 are the number of the steps of the method,
t is a time of learning, t = 0, 1, ..., T − 1, T is end time
of learning, Xi(t) is the value of the i-th concept, Zi(t) is
the reference value of the i-th concept, yj,i(t) is a sensitivity
function, P[−1,1](x) is an operator of design for the set [-1,1],
described as follows:

P[−1,1](x) =
1− e−x

1 + e−x
, (13)

Sensitivity function yj,i(t) is described by the equation:

yj,i(t+ 1) = (yj,i(t) +Xj(t)) · F ′(Xi(t)
+
∑

j 6=i Wj,i ·Xj(t)) ,
(14)

where F ′(x) is derivative of the stabilizing function.
Termination criterion can be expressed by the formula:

J(t) =
1

n

n∑

i=1

(Zi(t)−Xi(t))
2 < e , (15)

where e is a level of error tolerance.
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Simulation analysis of the presented algorithms perfor-
mance was done with the use of ISEMK software tool. The
basic features of ISEMK are described below.

IV. ISEMK SOFTWARE TOOL

ISEMK is a universal tool for modeling decision support
systems based on FCMs [24]. It allows to:

• initialize the structure of the FCM model historical data
(reading from .data files),

• visualize the structure of the FCM model,
• learn the FCM model based on Multi-Step Gradient

Method and historical data (reading from .data files),
• learn the FCM model with the use of population-based

learning algorithms (RCGA, SOGA) and historical data
(reading from .data files),

• test the accurace of the learned FCMs operation based
on historical data (reading from .data files) by calculating
Mean Squared Error measure,

• export the results of learning and testing to .csv files,
• visualize the results of learning and testing in the form

of charts.
Figure 2 shows an exemplary initialization of SOGA. Figure 3

Fig. 2. Exemplary visualization of population-based learning results

shows an exemplary visualization of testing of the learned
FCM operation.

V. SIMULATION RESULTS

To evaluate the proposed Structure Optimization Genetic Al-
gorithm, historical data taken from the UCI Machine Learning
Repository [6] were used. The dataset contains bike sharing
counts aggregated on daily basis (731 days) and has the
following fields:

• season (1:springer, 2:summer, 3:fall, 4:winter),
• year (0: 2011, 1:2012),
• month ( 1 to 12),
• hour (0 to 23),
• holiday : weather day is holiday or not,
• weekday : day of the week,
• working day : if day is neither weekend nor holiday is 1,

otherwise is 0,

Fig. 3. Exemplary visualization of testing of learned FCM

• weather situation (1: Clear, Few clouds, Partly cloudy,
Partly cloudy, 2: Mist + Cloudy, Mist + Broken clouds,
Mist + Few clouds, Mist, 3: Light Snow, Light Rain +
Thunderstorm + Scattered clouds, Light Rain + Scattered
clouds, 4: Heavy Rain + Ice Pallets + Thunderstorm +
Mist, Snow + Fog),

• temperature (normalized temperature in Celsius),
• feeling temperature (normalized feeling temperature in

Celsius),
• humidity (normalized humidity),
• wind speed (normalized wind speed),
• casual (count of casual users),
• registered (count of registered users),
• count (count of total rented bikes including both casual

and registered).
The core data set is related to the two-year historical

log corresponding to years 2011 and 2012 from
Capital Bikeshare system, Washington D.C., USA
(http://capitalbikeshare.com/system-data). The corresponding
weather and seasonal information (http://www.freemeteo.com)
were added. Normalization of the available data in the [0, 1]
range is needed in order to use the FCM model. Conventional
min-max normalization (16) can be used.

f(x) =
x−min

max−min
, (16)

where x is an input numeric value, min is the minimum of
the dataset, max is the maximum of the dataset.

The aim of the study is one-step-ahead prediction of daily
count of rented bikes based on the current values, environ-
mental and seasonal settings. The dataset was divided into
two subsets: learning (621 records) and testing (110 records)
data. The learning process was accomplished with the use of
Multi-Step Gradient Method, Real-Coded Genetic Algorithm
and Structure Optimization Genetic Algorithm. Mean Squared
Error for the output concepts (17) was used to estimate the
performance of the FCM learning algorithms.

MSE =
1

no(T − 1)

T−1∑

t=1

no∑

i=1

(Zo
i (t)−Xo

i (t))
2
, (17)
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where t is time of testing, t = 0, 1, ..., T − 1, T is the
number of the test records, Z(t) = [Z1(t), ..., Zn(t)]

T is
the desired FCM response for the initial vector Z(t − 1),
X(t) = [X1(t), ..., Xn(t)]

T is the FCM response for the initial
vector Z(t−1), Xo

i (t) is the value of the i-th output concept,
Zo
i (t) is the reference value of the i-th output concept, no is

the number of the output concepts.
The learning process was accomplished for various learning

parameters, determined using experimental trial and error
method. Optimal parameters of all analyzed algorithms were
chosen based on minimization of the objective function, de-
scribed as follows:

fc = f(MSE,nr, nc) = 10000MSE + nr + 10nc , (18)

where nr is the number of the non-zero weights of the
connections, nc is the number of the concepts.

The best results of all three approaches were selected. Fig. 4
presents the structure of the FCM learned with the use of
MGM (for the following parameters: m1 = 1, m2 = 0,
α0 = 1.5, α1 = −0.5, β0 = 50, λ0 = 100, e = 0.001,
c = 3). Table I shows the weights matrix for this map. Fig. 5
presents the structure of the FCM learned with the use of
RCGA (for the following parameters: P = 100, L = 200,
ranking selection, uniform crossover, Mühlenbein’s mutation,
a = 10, hmax = 0.999, c = 3). Table II shows the weights
matrix for this map. Fig. 6 presents the structure of the FCM
learned with the use of SOGA (for the following parameters:
P = 100, L = 500, ranking selection, uniform crossover,
random mutation, a = 100, hmax = 0.999, c = 5, b1 = 0.1,
b2 = 0.01). Table III shows the weights matrix for this map.

Fig. 4. The structure of the FCM learned with the use of MGM, where: X1

– season, X2 – year, X3 – month, X4 – holiday, X5 – day of the week,
X6 – working day, X7 – weather situation, X8 – temperature, X9 – feeling
temperature, X10 – humidity, X11 – wind speed, X12 – count of casual
users, X13 – count of registered users, X14 – count of total rented bikes

Fig. 5. The structure of the FCM learned with the use of RCGA, where:
X1 – season, X2 – year, X3 – month, X4 – holiday, X5 – day of the week,
X6 – working day, X7 – weather situation, X8 – temperature, X9 – feeling
temperature, X10 – humidity, X11 – wind speed, X12 – count of casual
users, X13 – count of registered users, X14 – count of total rented bikes

Fig. 6. The structure of the FCM learned with the use of SOGA, where: X4

– holiday, X5 – day of the week, X9 – feeling temperature, X10 – humidity,
X11 – wind speed, X12 – count of casual users, X13 – count of registered
users, X14 – count of total rented bikes

Figures 7-9 show the exemplary results of testing of the
learned FCMs operation. Table IV shows selected results of
the comparative analysis of the Multi-Step Gradient Method,
the Real-Coded Genetic Algorithm and the Structure Opti-
mization Genetic Algorithm. Ranking selection and uniform
crossover were used.
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TABLE I
EXEMPLARY WEIGHTS MATRIX FOR THE MAP LEARNED WITH THE USE OF MGM

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14

X1 0 -0.02 -0.01 -0.12 -0.06 0.06 -0.12 -0.07 -0.06 -0.08 -0.09 -0.11 -0.01 -0.03
X2 -0.07 0 -0.07 -0.14 -0.06 -0.03 -0.13 -0.07 -0.09 -0.08 -0.11 -0.11 -0.07 -0.03
X3 -0.08 -0.01 0 -0.12 -0.09 0.05 -0.12 -0.07 -0.07 -0.08 -0.09 -0.13 -0.02 -0.03
X4 -0.05 -0.02 -0.04 0 0.08 0.05 -0.06 -0.02 0.07 0.02 -0.06 -0.08 0.08 0.07
X5 -0.12 0.07 -0.12 -0.11 0 -0.04 -0.13 -0.11 -0.13 -0.11 -0.11 -0.17 -0.1 -0.09
X6 -0.04 0.08 -0.08 -0.13 -0.08 0 -0.11 -0.04 -0.09 -0.07 -0.09 0.11 -0.12 -0.05
X7 -0.06 -0.02 -0.05 -0.08 0.05 0.08 0 -0.01 -0.02 -0.09 -0.07 -0.09 0.04 0.05
X8 -0.06 0.04 -0.06 -0.13 0.03 -0.03 -0.12 0 -0.08 -0.08 -0.09 -0.11 -0.03 -0.03
X9 -0.07 0.03 -0.05 -0.12 -0.06 0.06 -0.12 -0.09 0 -0.08 -0.09 -0.12 0 -0.03
X10 -0.04 0.07 -0.04 -0.13 0.01 -0.01 -0.12 -0.06 -0.07 0 -0.09 -0.08 -0.03 -0.02
X11 -0.05 -0.01 -0.04 -0.08 0.04 0.06 -0.08 0 0.03 0.02 0 -0.07 0.04 0.04
X12 -0.06 0 0.01 -0.12 0.04 0.11 -0.11 -0.08 0.06 -0.05 -0.09 0 0.11 0.04
X13 -0.07 0.06 -0.07 -0.13 -0.09 -0.08 -0.12 -0.08 -0.09 -0.06 -0.1 -0.1 0 -0.07
X14 -0.07 0.06 -0.07 -0.13 -0.08 0.03 -0.12 -0.08 -0.08 -0.06 -0.1 -0.12 -0.06 0

TABLE II
EXEMPLARY WEIGHTS MATRIX FOR THE MAP LEARNED WITH THE USE OF RCGA

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14

X1 0 -0.99 0 0.99 -0.4 0 0 0 0.85 0.58 0.37 0.03 0.1 0.01
X2 -0.31 0 0.11 -0.7 -0.22 -0.77 0.41 -0.99 0.93 -0.31 0 0 0.01 0.05
X3 -0.4 0 0 0.16 0.65 -0.73 -0.07 0 0.17 0.34 -0.94 0.09 -0.03 0
X4 0 -0.19 0.91 0 -0.43 -0.05 0.21 0.03 0.98 0.82 0 0 0 -0.79
X5 -0.11 0 0.41 0 0 0 0 0.2 -0.35 0.08 0 0.1 -0.1 -0.08
X6 0.55 0.93 -0.72 -0.15 0.86 0 -0.73 -0.52 0.59 -0.01 0 0.16 0 0
X7 0 0.23 0.64 -0.19 -0.27 0 0 0.45 0.5 0 0 0.11 0.1 0
X8 -0.81 0 0.65 0.27 0.89 -0.57 -0.39 0 0.58 0.47 0.09 -0.4 0 0.24
X9 0.83 -0.1 0 0.42 0 -0.27 -0.68 0.01 0 0.08 0 0 -0.68 0.24
X10 0.91 0 0 0 0.14 -0.86 0.18 -0.92 0 0 0 -1 -0.28 -0.87
X11 -0.15 0 0 0.49 0.21 -0.58 0 0.77 0 -0.94 0 0 -0.55 -0.75
X12 0.59 0.63 -0.5 0 -0.2 0.08 0.33 0 -0.27 0 0 0 0.42 -0.11
X13 0 0 0.88 0 -0.77 0.8 -0.47 -0.64 0 0.45 0.51 0 0 0
X14 -0.53 0.6 0.04 0.03 -0.46 0 0.32 -0.27 -0.6 0 0.85 0 0.03 0

TABLE III
EXEMPLARY WEIGHTS MATRIX FOR THE MAP LEARNED WITH THE USE OF

SOGA

X4 X5 X9 X10 X11 X12 X13 X14

X4 0 0 -0.95 0.27 0.85 -0.58 0 -0.6
X5 -0.51 0 0 0.9 -0.13 0 -0.38 -0.01
X9 0.89 0.68 0 0.16 -0.76 -0.36 0 -0.77
X10 0.79 0.11 -0.99 0 0 -0.15 -0.12 0
X11 0.72 0.16 0 0 0 -0.63 -0.41 -0.51
X12 0.19 0.55 0 0 0 0 0 0
X13 0.97 0 0 -0.22 0.38 -0.57 0 0
X14 -0.35 0 0 0.66 0.56 0.25 -0.29 0

The lowest values of the objective function were obtained
for the FCMs learned with the use of the Structure Opti-
mization Genetic Algorithm. The minimum of fc = 471 was
achieved for the following parameters: P = 100, L = 200,
ranking selection, uniform crossover, Mühlenbein’s mutation,
a = 10, hmax = 0.999, c = 3, b1 = 0.1, b2 = 0.01.
Moreover, the second case of SOGA gives value of MSE
lowest than Multi-Step Gradient Method and very similar to
Real-Coded Genetic Algorithm. Also, from the fig. 6, we
can say that bike-sharing rental process is highly related to
holiday, day of the week, feeling temperature, humidity and
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Fig. 7. Obtained values X12(t) and the desired values Z12(t) during testing

wind speed. The results show the superiority of the SOGA. It
allows to significantly simplify the FCM model by selecting
the most important for prediction task concepts (e.g. 8 out of
14 possible) and connections (e.g. 41 out of 182 possible) with
keeping the low values of MSE.
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TABLE IV
CHOSEN RESULTS OF ANALYSIS OF THE MGM, RCGA, SOGA

Method Learning parameters MSE nr nc fc
m1 = 1, m2 = 0,
α0 = 1.4, α1 = −0.4, 0.0429 174 14 743

MGM β0 = 10,
λ0 = 100,
e = 0.001, c = 5
m1 = 1, m2 = 0,
α0 = 1.5, α1 = −0.5, 0.0418 179 14 737

MGM β0 = 50,
λ0 = 100,
e = 0.001, c = 3
m1 = 1, m2 = 0,
α0 = 1.5, α1 = −0.5, 0.043 181 14 751

MGM β0 = 10,
λ0 = 10,
e = 0.001, c = 5
P = 100, L = 500,
a = 100,

RCGA fitnessmax = 0.999, 0.0366 141 14 647
c = 5, random mutation,
Pc = 0.8, Pm = 0.2
P = 100, L = 200,
a = 10,

RCGA fitnessmax = 0.999, 0.0333 127 14 601
c = 3, Mühlenbein’s mutation,
Pc = 0.5, Pm = 0.1
P = 100, L = 500,
a = 100,

RCGA fitnessmax = 0.999, 0.0533 135 14 808
c = 3,random mutation,
Pc = 0.5, Pm = 0.1
P = 100, L = 500,
a = 100, b1=0.2, b2=0.05,

SOGA fitnessmax = 0.999, 0.0463 37 8 580
c = 5, random mutation,
Pc = 0.8, Pm = 0.2
P = 100, L = 200,
a = 10, b1=0.1, b2=0.01,

SOGA fitnessmax = 0.999, 0.035 41 8 471
c = 3, Mühlenbein’s mutation,
Pc = 0.5, Pm = 0.1
P = 100, L = 500,
a = 100, b1=0.2, b2=0.005,

SOGA fitnessmax = 0.999, 0.046 19 6 539
c = 3,random mutation,
Pc = 0.5, Pm = 0.1
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Fig. 8. Obtained values X13(t) and the desired values Z13(t) during testing
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VI. CONCLUSION

In this paper we present a new approach for fuzzy cognitive
maps learning allowing selection of the most important for
the analyzed tasks concepts and connections between them.
The proposed Structure Optimization Genetic Algorithm is de-
scribed together with well-known methods for FCM learning.
Comparative analysis of SOGA, RCGA and MGM was per-
formed on the example of prediction of count of rented bikes.
Simulation research was done in ISEMK. Selected results of
simulation analysis of the developed algorithms performance
are presented. The obtained results show that the proposed
approach can significantly reduce the size of FCM by selecting
the most important concepts and connections between them.
The SOGA algorithm seems to be promising and effective
method for modeling complex decision support systems based
on fuzzy cognitive maps. There are plans of further analysis
of the use of the Structure Optimization Genetic Algorithm.
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Abstract—Innovative algorithm for forming graph minimum
convex hulls using the GPU is proposed. High speed and linear
complexity of this method are achieved by distribution of the
graph’s vertices into separate units and their filtering. The key
factor for improving the performance of innovative algorithm
is the massively-parallel implementation of local hulls formation
using video accelerators. A computational process is controlled by
means of auxiliary matrices. A number of experimental studies
of the algorithm have been carried out, and its suitability for
application in the hull processing for large-scale problems has
been demonstrated. The speed of the new method is 10 – 20
times higher compared to using functions of the professional
mathematical package Wolfram Mathematica.

Index Terms—Minimum convex hull, CPU+GPU hybrid sys-
tem, GPGPU technology, High-performance computing, CUDA,
Graph

I. INTRODUCTION

F INDING the minimum convex hull (MCH) of the graph’s
vertices is a fundamental problem in many areas of

modern research [7]. The solution of this task involves the
formation of the minimum convex set containing all the
nodes present in the graph (Fig. 1a). It is known that MCH
is a common tool in computer-aided design and computer
graphics packages [21]. For example, Bezier’s curves used
in Adobe Photoshop, GIMP and CorelDraw for modeling
smooth lines fully lie in the convex hull of their control nodes
(Fig. 1b). This feature greatly simplifies finding the points of
intersection between curves and allows their transformation
(moving, scaling, rotating, etc.) by appropriate control nodes
[23]. The formation of some fonts and animation effects in the
Adobe Flash package also uses splines composed of quadratic
Bezier’s curves [8].

It should be noted that convex hulls are used in Geographi-
cal Information Systems and routing algorithms in determining
the optimal ways for avoiding obstacles. The paper [1] offers
the methods for solving complex optimization problems using
them.

Last decades are associated with rapid data volume growth
in research processed by the information systems [19]. Accord-
ing to IBM, about 15 petabytes of new information are created
daily in the world [14]. Therefore, in modern science, there is
a separate area called Big Data related to the study of large
data sets [13]. However, most of the known algorithms for
MCH construction have time complexity O(nlogn), making

them useless when forming solutions to large-scale graphs.
Therefore, there is a need to develop efficient algorithms with
the complexity close to linear O(n).

(a)

(b)

Fig. 1. Examples of the minimum convex hulls
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TABLE I
COMPARISON OF THE COMMON ALGORITHMS FOR MCH CONSTRUCTION

Algorithm Complexity Parallel versions Multidimensional cases
Jarvis’s march O(nh), where h is a number of points on MCH + +

Graham’s Scan O(nlogn) - -

QuickHull O(nlogn), in the worst case – O(n2) + +

Divide and Conquer O(nlogn) + +

It is known that Wolfram Mathematica is one of the
most powerful mathematical tools for the high performance
computing. Features of this package encapsulate a number
of algorithms and, depending on the input parameters of the
problem, select the most productive ones [20]. Therefore,
Wolfram Mathematica 9.0 is used to track the performance
of the algorithm proposed in this article.

In recent years, CPU+GPU hybrid systems (GPGPU tech-
nology) allowing for a significant acceleration of computations
have become widespread. Unlike CPU, consisting of several
cores, the graphics processor is a multicore structure and the
number of its components is measured in hundreds [16]. In
this case, the sequential steps of algorithm are executed on
the CPU, while its parallel parts are implemented on the
GPU [20]. For example, the latest generation of NVIDIA
Fermi GPUs contains 512 computing cores, allowing for the
introduction of new algorithms with large-scale parallelism
[9]. Thus, the usage of NVIDIA GPU ensures the conversion
of standard workstations to powerful supercomputers with
cluster performance [17].

The paper goal is to develop a high-speed algorithm for
finding the minimum convex hulls using GPU. The time
complexity of the proposed method is close to linear. The
optimal values of algorithm’s parameters, with which the usage
of GPU resources is the most effective, are established in this
paper.

II. A REVIEW OF ALGORITHMS FOR FINDING THE
MINIMUM CONVEX HULLS

Despite intensive research, which lasted for the past 40
years, the problem of developing efficient algorithms for MCH
formation is still open. The main achievement is the devel-
opment of numerous methods based on the extreme points
determination of the original graph and the link establishment
among them [6]. These techniques include the Jarvis’s march
[15], Graham’s Scan [11], QuickHull [4], Divide and Conquer
algorithm and many others. The main features of their practical
usage are given in Table I.

For parallelization the Divide and Conquer algorithm is the
most suitable. It provides a random division of the original
vertex set into subsets, formation of partial solutions and
their connection to the general hull [21]. Although the hull
connection phase has linear complexity, it leads to a significant
slowdown of the algorithm, and as a result, to the unsuitability
of its application in the hull processing for large-scale graphs.

Chan’s algorithm, which is a combination of slower algo-
rithms, has the lowest time complexity O(nlogh). However,

it can work by the known number of vertices contained in the
hull [3]. Therefore, currently, its usage in practice is limited
[5].

Study [2] gives a variety of acceleration tools for known
MCH formation algorithms by cutting off the graph’s vertices
falling inside an octagon or rectangle and appropriate reducing
the dimensionality of the original problem. The paper [12]
suggests numerous methods of convex hull approximate for-
mation, which have linear complexity. Such algorithms are
widely used for tasks where speed is a critical parameter. But
linearithmic time complexity of the fastest exact algorithms
demonstrates the need for the introduction of new high-speed
methods of convex hulls formation for large-scale graphs.

III. INNOVATIVE ALGORITHM FOR FORMATION OF THE
CONVEX HULLS

We shall consider non-oriented graph G = (V,E). The new
algorithm provides a division of the original graph’s vertex
set into a set of output units U = 〈U1, U2, ..., Un〉, Ui ⊆ V .
However, unlike the Divide and Conquer method, this division
is not random, but it is based on the spatial distribution of
vertices. All nodes of the graph should be distributed by the

formed subsets, i.e.
n⋃

i=1

Ui = V . This allows the presence

of empty units, which do not contain vertices. Additionally,
the condition of orthogonality division is met, i.e. one vertex
cannot be a part of the different blocks: Ui ∩Uj = ∅, ∀i 6= j.
Fig. 2a shows an example of division taking into account the
above requirements.

The next stage of the proposed algorithm involves the
formation of an auxiliary matrix based on the distribution
of nodes by units. The purpose of this procedure is the
primary filtration of the graph’s vertices, which provides a
significant decrease in the original problem dimensionality.
In addition, the following matrices define the sets of blocks
for the calculation in the subsequent stages of the algorithm
and the sequence of their connection to the overall result. An
auxiliary matrix formation involves the following operations:

1) Each block of the original graph must be mapped to
one cell of the supporting matrix. Accordingly, the
dimension of this matrix is n×m, where n and m are the
numbers of blocks allocated by the relevant directions.

2) The following operations provide the necessary coding
of matrix’s cells. Thus, the value of cell ci,j is zero if the
corresponding block Ui,j of original graph contains no
vertices. Coding of blocks that contain extreme nodes
(the highest, rightmost, lowest and leftmost points) of
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. Example of the algorithm execution

a given set is important for the algorithm. Appropriate
cells are filled with numbers from 2 to 5. Other units
that are filled, and contain no extreme peaks, shall be
coded with ones in auxiliary matrix.

3) Further, primary filtration of allocated blocks is carried
out using the filled matrix. Empty subsets thus shall be
excluded from consideration. Blocks containing extreme
vertices shall determine the graph division into parts
for which the filtration procedure is applied. We shall
consider the example of the block selection for the
section limited with cells 2 – 3. If ci,j = 2, then the
next non-zero cell is searched by successive increasing
of j. In their absence, the next matrix’s row i + 1 is
reviewed. Selection of blocks is completed, if the value

of another chosen cell is ci,j = 3. The study of the other
graph’s parts is based on a similar principle.

Partial solutions are formed for selected blocks. Such oper-
ations require the formation of fragments rather than full-scale
hulls that provides secondary filtration of the graph’s vertices.
The last step of the algorithm involves the connection of partial
solutions to the overall result. Thus the sequential merging
of local fragments is done on a principle similar to Jarvis’s
march. It should be noted that at this stage filtration mecha-
nism leads to a significant reduction in the dimensionality of
the original problem. Therefore, when processing the hulls for
large graphs, combination operations constitute about 0.1% of
the algorithm total operation time.
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We shall consider the example of this algorithm execution.
Let the set of the original graph’s vertices have undergone
division into 30 blocks (Fig. 2a). Auxiliary matrix calculated
for this case is given in Fig. 2b. After application of primary
filtration, only 57% of the graph’s nodes were selected for
investigation at the following stages of the algorithm (Fig. 2c).
The next operations require the establishment of local hulls
(Fig. 2d) and their aggregations are given in Fig. 2e. After
performing of pairwise connections, this operation is applied
repeatedly until a global convex hull is obtained (Fig. 2f).

IV. THE DEVELOPMENT OF HYBRID CPU-GPU
ALGORITHM

We know that the video cards have much greater processing
power compared to the central processing elements. GPU
computing cores work simultaneously, enabling to use them
to solve problems with the large volume of data. CUDA
(Compute Unified Device Architecture), the technology cre-
ated by NVIDIA, is designed to increase the productivity of
conventional computers through the usage of video processors
computing power [22].

CUDA architecture is based on SIMD (Single Instruction
Multiple Data) concept, which provides the possibility to
process the given set of data via one function. Programming
model provides for consolidation of threads into blocks, and
blocks – into a grid, which is performed simultaneously.
Accordingly, the key to effective usage of GPU hardware
capabilities is algorithm parallelization into hundreds of blocks
performing independent calculations on the video card [24].

It is known that GPU consists of several clusters. Each of
them has a texture unit and two streaming multiprocessors,
each containing 8 computing devices and 2 superfunctional
units [10]. In addition, multiprocessors have their own dis-
tributed memory resources (16 KB) that can be used as a
programmable cache to reduce delays in data accessing by
computing units [22]. From these features of CUDA architec-
ture, it may be concluded that it is necessary to implement
massively-parallel parts of the algorithm on the video cards,
while sequential instructions must be executed on the CPU.
Accordingly, the stage of partial solutions formation is suitable
for implementation on the GPU since the operations for each
of the numerous blocks are carried out independently.

It is known that function designed for executing on the
GPU is called a kernel. The kernel of the innovative algo-
rithm contains a set of instructions to create a local hull of
any selected subset. In this case, distinguishing between the
individual subtasks is realized only by means of the current
thread’s number. Thus, the developed hybrid algorithm has the
following execution stages:

1) Auxiliary matrix is calculated on the CPU. The program
sends cells’ indexes that have passed the primary filtra-
tion procedure and corresponding sets of vertices to the
video card.

2) Based on the received information, particular solutions
are formed on the GPU, recorded to its global memory
and sent to the CPU.

3) Further, the procedure of their merging is carried out
and the overall result is obtained.

It should be noted that an important drawback of hybrid
algorithms is the need to copy data from the CPU to the GPU
and vice versa, which leads to significant time delays [16],
[18]. Communication costs are considerably reduced by means
of filtration procedure.

When developing high-performance algorithms for the GPU
it is important to organize the correct usage of the memory
resources. It is known that data storage in the global video
memory is associated with significant delays in several hun-
dred GPU cycles. Therefore, in the developed algorithm, the
global memory is used only as a means of communication
between the processor and video card. The results of interme-
diate calculations for each of the threads are recorded in the
shared memory, access speed of which is significantly higher
and is equal to 2 – 4 cycles.

V. EXPERIMENTAL STUDIES OF THE PROPOSED
ALGORITHM

In the current survey, experimental tests were run on a
computer system with an Intel Core i7-3610QM processor
(2.3 GHz), 8 GB RAM and DDR3-1600 NVIDIA GeForce
GT 630M video card (2GB VRAM). This graphics acceler-
ator contains 96 CUDA kernels, and its clock frequency is
800 MHz.

It is known that the number of allocated blocks increases
linearly with enhancing of processed graphs dimensionality.
The complexity of calculating the relevant auxiliary matrices
grows by the same principle. The stages of multi-step filtration
and local hulls construction provide a significant simplification
of final connection procedure. Thus, the complexity of the
developed algorithm is linear O(n) for uniformly distributed
data.

MCH instances composed of all graph’s vertices are the
worst for investigation. In this case, the filtration operations
do not provide the required acceleration and the algorithm
complexity is equal to O(nlogn). However, these examples
have purely theoretical significance and almost never occur in
practice.

Fig. 3 shows the dependence of the innovative algorithm
execution time on the graph dimensionality and the number of
vertices in the selected blocks. These results confirm the linear
complexity of the proposed method. In addition, it is important
to set the optimal dimensionality of the subsets allocated in
the original graph. A selection of smaller blocks (up to 1000
nodes) leads to a dramatic increase in the algorithm operation
time.

This phenomenon is caused by the significant enhancing
of the auxiliary matrices dimensionality, making it difficult to
control the computing process (Fig. 4). Per contra, the alloca-
tion of large blocks (over 5000 vertices) is associated with the
elimination of the massive parallel properties, mismanagement
of the video card resources, and as a consequence, increasing
of the algorithm execution time. Thus, the highest velocity of
the proposed method is observed for intermediate values of
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Fig. 3. Dependence of the innovative algorithm performance on the graph dimensionality and the number of vertices in the selected blocks

Fig. 4. Dependences of the various stages performance on the graph dimensionality and the number of vertices in the selected blocks

the blocks dimensionality (1000 – 5000 vertices). In this case,
auxiliary matrices are relatively small, and the second stage of
the algorithm preserves the properties of massive parallelism.

One of the most important means to ensure the algorithm’s
high performance is the multi-step filtration of the graph’s
vertices. Fig. 5a shows the dependence of the primary selection
quality on the dimensionality of the original problem and
allocated subsets. These results show that such filtration is
the most efficient with the proviso that the graph’s vertices

are distributed into small blocks. Furthermore, the number of
selected units increases with the raising of the problem’s size,
providing rapid solutions to graphs of extra large dimension-
ality. By virtue of a riddance from the discarded blocks, the
following operations of the developed algorithm are applied
only to 1 – 3% of the initial graph’s vertices.

However, the results of the secondary filtration (Fig. 5b)
are the opposite. In this case, the highest quality of the
selection is obtained on the assumption that the original
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(a)

(b)

Fig. 5. The influence of filtration procedure over the reduction in the problem’s size

vertices are grouped into large subsets. Withal, the secondary
filtration is much slower than the primary procedure, so the
most effective selection occurs at intermediate values of the
blocks dimensionality. As a result of these efforts, only 0.05
– 0.07% of the initial graph’s vertices are involved in the final
operations of the proposed algorithm.

In order to determine the efficiency of the developed
algorithm, its execution time has been compared with the
built-in tools of the mathematical package Wolfram Math-
ematica 9.0. All choice paired comparison tests were con-
ducted for randomly generated graphs. The MCH formation
in Mathematica package is realized by the instrumentality

of ConvexHull[] function, while the Timing[] expression is
used to measure the obtained performance. The results of the
performed comparison are given in Fig. 6. They imply that the
new algorithm computes the hulls up to 10 – 20 times faster
than Mathematica’s standard features.

VI. CONCLUSIONS

The paper suggests an innovative algorithm for finding the
minimum convex hulls, which is based on the GPGPU technol-
ogy and uses graphic accelerators. Unlike its predecessors, this
algorithm is adapted to fast solving of the large-scale problems
and, therefore, is suitable for using with respect to Big Data
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Fig. 6. A performance comparison between the new algorithm and built-in tools of the mathematical package Wolfram Mathematica 9.0

direction. Compared to the classical methods it has a number
of the following benefits:

1) High speed of operation and linear complexity.
Algorithm performance is increased by the steps of
vertices’ distribution into blocks, filtration and using of
the auxiliary matrices. As a result, the speed of the new
method is 10 – 20 times higher in contrast to the usage
of professional mathematical package Mathematica.

2) Massive parallelism. Formation of partial hulls is car-
ried out independently, which contributes to the im-
plementation of these calculations by using graphics
processors.

3) The ability of hulls’ dynamic adjustment. When
adding new vertices to the initial set, calculations are
executed only for units that have undergone modifica-
tion. These operations require only local updating of the
convex hulls, because the results for intact parts of the
original graph are invariable.

4) The ability of generalization for the multidimensional
problem instances. In these cases, the selected subsets
are the n-dimensional cubes to which operations of the
developed method are applied.

These advantages may be the basis for the inclusion of the
innovative algorithm in the professional mathematical pack-
ages to promote the high-performance computations among
their users. A further direction of research is related to the
development of hybrid CPU+GPU versions of this algorithm
for complex systems with many processors and video cards.
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Abstract—Let H = (V, E) be a 3-uniform linear hypergraph
with one hypercycle C3. We consider a blow-up hypergraph B[H].

We are interested in the following problem. We have to
decide whether there exists a blow-up hypergraph B[H] of
the hypergraph H, with hyperedge densities satisfying special
conditions, such that the hypergraph H appears in a blow-up
hypergraph as a transversal. We present an efficient algorithm
to decide whether a given set of hyperedge densities ensures the
existence of a 3-uniform linear hypergraph H with hypercycle
C3 in the blow-up hypergraph B[H].

Moreover, we state some relations between roots of the mul-
tivariate matching polynomial and the inhomogeneous density
Turán problem.

Index Terms—blow-up hypergraph; density; Turán density
problem; unicyclic hypergraph.

I. INTRODUCTION

LET H = (V, E) be a simple, connected and finite
hypergraph with the vertex set V and hyperedge set

E (see [2]). Turán [13] stated the first results in extremal
graph theory. Then many authors extended this subject and
formulated similar and new Turán density problems. Many
interesting results for some families of simple graphs were
published in [1], [6], [7], [9], [11], [12] and [14] obtained.

In this paper we present some algorithm for testing whether
a hypergraph with a given set of hyperedge densities is a factor
(a transversal) of a blow-up hypergraph for some unihyper-
cyclic hypergraphs. Our algorithm has the time complexity
at most O(n2), where n is the number of hyperedges of the
hypergraph.

Ealier Csikvári and Nagy [8] discovered an interesting
algorithm for testing whether a tree with a given set of edge
densities is a factor of a blow-up graph. Some generalization
of their algorithm is presented in [4]. In this paper we
extend this ideas to create a respective algorithm for the
family of 3-uniform linear unihypercyclic hypergraphs with
a hypercycle C3.

First we define some notions and notations. Other defini-
tions one can find in [2], [5] and [10].

A hypergraph H is called linear if any two hyperedges
intersect in at most one vertex. A hypergraph H is called r-
uniform if each hyperedge consists of r vertices.

A subhypergraph Pt of H is called a linear hyperpath of
length t if the hyperedges of Pt can be labelled by ei, 0 ≤
i ≤ t− 1 such that the sequence (e0, e1, .., et−1) satisfies the
condition: |ei∩ej | = 1 if and only if |i−j| = 1 and ei∩ej = ∅
if and only if |i− j| > 1, where ei ∈ E(H) (see Fig. 1(a)).

A subhypergraph Ct of H, t ≥ 3, is called a linear
hypercycle of length t if the hyperedges of Ct can be labelled
by ei, 0 ≤ i ≤ t − 1 such that the sequence (e0, e1, .., et−1)
satisfies the condition: |ei ∩ ej | = 1 if and only if |i− j| = 1
or i = 0 and j = t− 1 and ei ∩ ej = ∅, i 6= j, in the opposite
case, where ei ∈ E(H) (see Fig. 2).

A 3-uniform linear unihypercyclic hypergraph H is a con-
nected linear 3-uniform hypergraph with one hypercycle C3
(see Fig. 3).

The degree of the vertex v in the hypergraph H is the
number of hyperedges containing this vertex. Each vertex of
degree 1 in a hypergraph H is called the leaf. We say that
the hypergraph H is r-regular if each vertex of H has degree
r. A hyperedge e ∈ E(H) is called a pendant hyperedge if it
contains exactly one vertex of degree > 1.

A set S ⊂ V (H) is called the independent vertex set
if the subhypergraph of H induced by S has empty set of
hyperedges. The set M ⊆ E(H) is called the matching
(or independent hyperedge set) in the hypergraph H if the
subhypergraph of H induced by M is 1-regular.

Let H be a 3-uniform linear hypergraph. For each vertex i ∈
V (H) we associate a cluster Ai, as a set of new, independent
vertices.

For a hypergraph H we define a blow-up hypergraph B[H]
of the hypergraph H as follows. First we replace each vertex
i ∈ V (H) by a cluster Ai and next we create some hyperedges
between the clusters Ai, Aj and Ak if {i, j, k} is a hyperedge
in H, i, j, k ∈ V (H). Equivalently each hyperedge in B[H]
has exactly one vertex from the clusters.
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For any three clusters we define a density between them by
the following formula

d(Ai, Aj , Ak) =
e(Ai, Aj , Ak)

|Ai||Aj ||Ak|
, (1)

where e(Ai, Aj , Ak) denotes the number of hyperedges with
one element of each of the clusters Ai, Aj and Ak.

The hypergraph H is a transversal of B[H] if H is a
subhypergraph of B[H] such that we have a homomorphism

φ : V (H) → V (B[H])

for which φ(i) ∈ Ai for all i ∈ V (H). Other terminology: H
is a factor of B[H] (see Fig. 1(b)).

A hyperedge e = {i, j, k} of the hypergraph H we denote
shortly by e = ijk.

The homogeneous density Turán problem for 3-uniform
linear hypergraphs can be defined as follows. Let us determine
the critical hyperedge density, denoted by dcrit(H), which
ensures the existence of the subhypergraph H of B[H] as a
transversal. Precisely, assume that all hyperedges e = {i, j, k}
in the hypergraph H satisfy the condition

d(Ai, Aj , Ak) > dcrit(H),

where i, j, k ∈ V (H). Then, no matter how we construct the
blow-up hypergraph B[H], it contains the hypergraph H as a
transversal. On the other words, for any value d < dcrit(H)
there exists a blow-up hypergraph B[H] such that

d(Ai, Aj , Ak) > d

for all hyperedges ijk ∈ E(H) which does not contain H as
a transversal.

Moreover, we define the inhomogeneous density Turán
problem for 3-uniform linear hypergraphs as follows. Let us
assume that for every hyperedge e ∈ E(H) a density γe
is given. Now our task is to decide if the set of densities
{γe}e∈E(H) ensure the existence of the hypergraph H as a
transversal or we can construct a blow-up hypergraph B[H]
such that

d(Ai, Aj , Ak) ≥ γijk,

{i, j, k} ∈ E(H), but it does not induce the hypergraph H as
a transversal.

This two problems has been studied in [8], [12] for simple
graphs which are 2-uniform linear hypergraphs. We extend
some of those results to 3-uniform linear hypergraphs with
the hypercycle C3.

Let us recall the definition of the multivariate matching
polynomial of the hypergraph.

Let H be a hypergraph and let xe be the vector of variables
xe, for e ∈ E(H). We define the multivariate matching
polynomial FH(xe, t) of the hypergraph H as follows

FH(xe, t) =
∑

M∈M

(∏

e∈M

xe

)
(−t)|M|, (2)

where the summation goes over all matchings of the hyper-
graph H, including the empty matching (see Example 1 ).

Fig. 1. A 3-uniform linear hyperpath on 5 hyperedges and a blow-up hyper-
graph B[P5] without the factor P5. Let |Ai| = 1 for i ∈ {1, 2, 4, 6, 8, 11}
and |Ai| = 2 for i ∈ {3, 5, 7, 9, 10}. We obtain the following densities
between the clusters in B[P5]: d(A1, A2, A3) = d(A3, A4, A5) = 1

2
,

d(A5, A6, A7) = d(A7, A8, A9) = d(A9, A10, A11) = 1
4

and 0 for
others. If we add the new hyperedge between clusters A7, A8, A9, we get
d(A7, A8, A9) =

1
2

and P5 as a factor.

Fig. 2. A 3-uniform linear hypercycles C5 and C3.

The polynomial is the useful tool for the proofs of our
results. In particular, we state some relations between roots of
the multivariate matching polynomial and the inhomogeneous
density Turán problem for 3-uniform linear hypergraphs with
the hypercycle C3 which are presented in Theorem 4.

Example 1. Let us consider the 3-uniform linear hypergraph
H with 7 hyperedges as in Fig. 3. Assume that variables xe

are given for hyperedges e ∈ E(H) as follows

x1 = x4 = x7 = 2, x2 = x6 = 1 and x3 = x5 = 3.

Then the multivariate matching polynomial of the hypertree H
is presented below

FH(xe, t) = 1− t(x1 + x2 + x3 + x4 + x5 + x6 + x7)

+ t2(x1x5 + x1x6 + x1x7 + x2x4 + x2x5

+ x2x6 + x2x7 + x3x5 + x3x6 + x3x7+

x4x6 + x4x7 + x6x7)− t3(x1x6x7 + x2x4x6

+ x2x4x7 + x2x6x7 + x3x6x7 + x4x6x7)

+ t4x2x4x6x7 = 1− 14t+ 44t2 − 22t3 + 4t4.
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Fig. 3. A 3-uniform linear hypergraph H with hypercycle C3, where
|V (H)| = 14 and |E(H)| = 7, with variables xe assigned to hyperedges
e ∈ E(H).

II. THE INHOMOGENEOUS DENSITY TURÁN PROBLEM FOR
3-UNIFORM LINEAR UNIHYPERCYCLIC HYPERGRAPHS

WITH HYPERCYCLE C3
In this section we study the inhomogeneous density Turán

problem for 3-uniform linear hypergraphs H with one hyper-
cycle C3, where a hyperedge density γe is given for each
hyperedge e ∈ E(H). We extend some results presented in
[8], where authors studied the inhomogeneous problem for
trees and proved the following theorem.

Theorem 1. (Csikvári, Nagy [8]) Let T be a tree of order n
and let v be a leaf of T . Assume that for each edge of T a
density γe = 1−re is given. Let T

′
be a tree obtained from T

by deleting the leaf v and the edge uv, where u is the unique
neighbour of v. Let the edge densities γ

′
e in T

′
be defined as

follows

γ
′
e =

{
γe = 1− re, if e is not incident to u in T ′,

1− re
1−ruv

, if e is incident to u in T ′.

Then the set of densities {γe}e∈E(T ) ensures the existence of
the factor T if and only if all γ

′
e ∈ (0, 1] and the set of densities

{γ′
e}e∈E(T ′ ) ensures the existence of the factor T

′
.

Theorem 1 provides authors of [8] with an efficient algo-
rithm (Algorithm T ) to decide whether a given set of edge
densities in a tree ensures the existence of a transversal or
does not ensure. Their algorithm is cited on the next page.

We show that their algorithm can be extended for 3-uniform
linear hypergraphs with hypercycle C3. This extension is
presented in Algorithm HC3, which is presented in the second
half of this paragraph.

Proposition 1. The Algorithm HC3 stops in at most O(n2)
steps, where n is the number of hyperedges of the input
hypergraph.

Proof. Execution time for checking of the property described
in Step 0 is at most O(n), where n is the number of hyperedges
of the input hypergraph. Similarly, execution time for checking
the first property described in Step 2 is at most O(n). In the
worst case Step 1 is executed at most O(n), similarly, Step 2,
so the time complexity of our algorithm is at most O(n2).

The correctness of the Algorithm HC3 follows from the
following theorem.

Theorem 2. Let H be a 3-uniform linear hypergraph with the
hypercycle C3. If |E(H)| > 3 let u, v ∈ V (H) be two leaves
from a pendant hyperedge e = {u, v, w} ∈ E(H) for some
w ∈ V (H). Assume that for each hyperedge of H the density
γe = 1 − re is given. Let H′

be a hypergraph obtained from
H by deleting vertices u and v with the hyperedge uvw. Let
the hyperedge densities γ

′
e in H′

be defined as follows

γ
′
e =

{
γe = 1− re, if e is not incident to w in H′

,

1− re
1−ruvw

, if e is incident to w in H′
.

If |E(H)| = 3 (with hyperedge set E = {ayb, axc, bzc}), then
let H′

be a hypertree obtained from H by deleting a vertex of
degree 2, say vertex a, with incident hyperedges ayb and axc.
H′

is a hyperpath Pbzc. Let the density γ
′
czb in H′

be defined
as follows

γ
′
bzc = 1− rbzc

(1− rayb)(1− raxc)
.

Then the set of densities {γe}e∈E(H) ensures the existence of
a factor H if and only if all γ

′
e ∈ (0, 1] and the set of densities

{γ′
e}e∈E(H′) ensures the existence of a factor H′

.

Proof. Let H be a 3-uniform linear hypergraph with one
hypercycle C3 and let a density γe = 1 − re be given for
each e ∈ E(H).

(⇒) First we prove the following statement: if all γ
′
e are

indeed densities and they ensure the existence of a factor H′
,

then the original densities γe ensure the existence of a factor
H.

Let B[H] be a blow-up hypergraph of the hypergraph H
such that the density between clusters Ai, Aj and Ak is at
least γijk , where Ai, Aj , Ak are clusters of the vertices and
i, j, k ∈ V (H). We show that B[H] contains a factor H.

Assume that |E(H)| > 3. Let u, v, w ∈ V (H) and
{u, v, w} ∈ E(H), where u, v are leaves. Define Ru,v,w as
the subset of Aw in the following way (see Fig. 4)

Ru,v,w = {x ∈ Aw |∃u′∈Au,v
′∈Av

{u′
, v

′
, x} ∈ E(B[H])}.

Note that by (1)

|Ru,v,w| · |Au| · |Av| ≥ e(Ru,v,w, Au, Av) = e(Au, Av, Aw)

= γuvw |Au| · |Av| · |Aw|.
Hence

|Ru,v,w| ≥ γuvw |Aw|.
Now we show the lower bound for the number of hyperedges
incident to Ru,v,w. Let k, z ∈ V (H) such that {k, z, w} ∈
E(H). By the inclusion - exclusion formula we count the lower
bound for the number of hyperedges between Ru,v,w, Ak and
Az as follows

e(Ru,v,w, Ak, Az) ≥
e(Aw, Ak, Az)− (|Aw| − |Ru,v,w|) · |Ak| · |Az | =
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Algorithm T

Step 0.
Let there be given a tree T 0 and edge densities γ0

e . Set T := T 0 and re = 1− γ0
e .

Step 1.
Consider (T, re).

• if |V (T )| = 2 and 0 ≤ re < 1 then

STOP: the densities γ0
e ensure the existence of a factor T 0.

• if |V (T )| ≥ 2 and there exists an edge for which re ≥ 1 then

STOP: the densities γ0
e do not ensure the existence of a factor T 0.

Step 2.
if |V (T )| ≥ 3 and 0 ≤ re < 1 for all edges e ∈ E(T ) then

DO pick a vertex v of degree 1 and let u be its unique neighbour. Let T
′
:= T − v and

r
′
e =





re, if e is not incident to u,

re
1−ruv

, if e is incident to u.

Jump to Step 1 with (T, re) := (T
′
, r

′
e).

Fig. 4. Clusters Au, Av and Aw (bold line) with some hyperedge (broken
line) and the set Ru,v,w

|Ru,v,w| · |Ak| · |Az|+ (γwkz − 1) · |Aw| · |Ak| · |Az | ≥

|Ru,v,w| · |Ak| · |Az|+
1

γuvw
(γwkz−1) · |Ru,v,w| · |Ak| · |Az| =

(
1− rwkz

1− ruvw

)
· |Ru,v,w| · |Ak| · |Az| =

γ
′
wkz · |Ru,v,w| · |Ak| · |Az |.

Now, by deleting the vertex sets Au, Av and Aw\Ru,v,w

from B[H], we obtain a hypergraph which is a blow-up

hypergraph of H′
with the hyperedge densities ensuring the

existence of the factor H′
.

Moreover, by the definition of Ru,v,w the factor H′
can be

extended to a factor H.
Now let us assume that |E(H)| = 3, i.e. a hypergraph H is

isomorphic to the hypercycle C3. Let E(H) = {ayb, axc, bzc},
where vertices a, b, c have degree equal to 2 and vertices x, y, z
have degree equal to 1. Let Aa be a cluster of the vertex a.
Define sets Ra,y,b and Ra,x,c in the following way (see Fig.
5 )

Ra,y,b = {v ∈ Ab |∃a′∈Aa,y
′∈Ay

{a′
, y

′
, v} ∈ E(B[H])},

Ra,x,c = {v ∈ Ac |∃a′∈Aa,x
′∈Ax

{a′
, x

′
, v} ∈ E(B[H])}.

Note that by (1)

|Ra,y,b| · |Aa| · |Ay| ≥ e(Ra,y,b, Aa, Ay) =

e(Ab, Aa, Ay) = γayb|Aa| · |Ay| · |Ab|

and
|Ra,x,c| · |Aa| · |Ax| ≥ e(Ra,x,c, Aa, Ax) =

e(Ac, Aa, Ax) = γaxc|Aa| · |Ax| · |Ac|.

Hence we have the following lower bounds for the cardinalities
of Ra,y,b and Ra,x,c

|Ra,y,b| ≥ γayb|Ab|
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Algorithm HC3 (for 3-uniform linear hypergraph with a hypercycle C3)
Input: a 3-uniform linear hypergraph H with one hypercycle C3 with the set of hyperedge densities {γe}e∈E(H).
Output: a boolean value

D =

{
TRUE, the densities γe ensure the existence of a factor H,

FALSE, the densities γe does not ensure the existence of a factor H.

Consider a weighted hypergraph (H, re), where re = 1− γe.

Step 0.

if |E(H)| ≥ 1 and there exists a hyperedge e ∈ E(H) for which re ≥ 1 then
D := FALSE; STOP;

Step 1.

if |E(H)| = 1 (means H is a hyperpath P1) and 0 ≤ re < 1 then
D := TRUE; STOP;

Step 2.

if |E(H)| > 3 then
pick two leaves u, v from a pendant hyperedge f = {u, v, w} ∈ E(H). Let
H′ = (V (H)− {u, v}, E(H)− {{u, v, w}}) and for each hyperedge e ∈ E(H′) set

r′e =

{
re, if e ∩ f = ∅,

re
1−ruvw

, if e ∩ f = {w};

if |E(H)| = 3 (E(H) = {ayb, axc, bzc}) then
pick vertex of degree equal to 2, say vertex a, and let H′ = (V (H)− {a, y, x}, E(H)− {ayb, axc}). For hyperedge
e = bzc ∈ E(H′) set

r′e = r
′
bzc =

rbzc
(1 − rayb)(1 − raxc)

;

if r′e ≥ 1 for some hyperedge e ∈ E(H′) then
D := FALSE; STOP;

Go to Step 1 with (H, re) := (H′
, r′e).

and
|Ra,x,c| ≥ γaxc|Ac|.

Next let us show how many hyperedges are incident to the sets
Ra,y,b and Ra,x,c. By the inclusion - exclusion formula we
count the lower bound for the number of hyperedges between
Ra,y,b and Ra,x,c

e(Ra,y,b, Ra,x,c, Az) ≥ e(Ab, Ac, Az)−
(|Ab| − |Ra,y,b|) · |Ac| · |Az | − (|Ac| − |Ra,x,c|) · |Ab| · |Az |+
(|Ab|−|Ra,y,b|)(|Ac|−|Ra,x,c|)·|Az | = |Ra,y,b|·|Ra,x,c|·|Az |+

(γbcz − 1) · |Ab| · |Ac| · |Az| ≥ |Ra,y,b| · |Ra,x,c| · |Az|+

(γbcz − 1)
1

γayb

1

γaxc
· |Ra,y,b| · |Ra,x,c| · |Az| =

(
1− rbzc

(1− rayb)(1− raxc)

)
· |Ra,y,b| · |Ra,x,c| · |Az | =

γ
′
bzc|Ra,y,b| · |Ra,x,c| · |Az |.

Now, by deleting the vertex sets Aa, Ab\Ra,y,b and
Ac\Ra,x,c from B[H], we obtain a hypergraph which is a
blow-up hypergraph of C′

= P1, where V (P1) = {b, z, c},
with the hyperedge density ensuring the existence of the factor
P2.

Moreover, by the definition of Ra,y,b and Ra,x,c the factor
P1 can be extended to a factor C3.
(⇐) Note that if γ

′
wkz < 0 then γwkz + γuvw < 1. So there

exists a construction of blow-up hypergraph which does not
induce the linear hyperpath P2 with the consecutive vertices
u, v, w, k, z and hyperedges {u, v, w}, {w, k, z}, where i ∈ Ai
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Fig. 5. Clusters Aa, Ax, Ay , Ab and Ac (bold line) with some hyperedges
(broken line) and the sets Ra,y,b and Ra,x,c.

Fig. 6. We assume that B′
[H′

] is without a factor H′. The construction of
the blow-up hypergraph B[H] without factor H for the case where vertices
u, v are leaves in H and H′ = (V (H) − {u, v}, E(H) − {uvw}). The
cluster A′

w is in B′
[H′

]. Let Aw = {w∗}∪A
′
w, Au = {u} and Av = {v}

be clusters in B[H]. Bold line - cluster, broken line - hyperedge.

for i ∈ {u, v, w, k, z} in this case. Therefore, if some γ
′
wkz <

0 then there exists a construction for a blow-up hypergraph of
the hypertree H without a factor H.

Next assume that all the γ
′
e are proper densities, but there

is a construction of a blow-up hypergraph, say B′
[H′

], with
hyperedge densities at least γ

′
e, but which does not induce

a factor H′
. Thus we construct a blow-up hypergraph B[H]

of the hypertree H not inducing H. We consider two cases.
First, let |E(H)| > 3 and v, u be two leaves of H such that
uvw ∈ E(H) for some vertex w ∈ V (H). Let H′ = (V (H)−
{u, v}, E(H) − {uvw}). Set Aw = {w∗} ∪ A

′
w, Au = {u}

and Av = {v}. We create hyperedges uvw for all w ∈ A
′
w

but do not create uvw∗ without changing densities in B′
[H′

]
and with an appropriate density γuvw (see Fig. 6 ).

Now assume that H = C3 with hyperedge set E(H) =
{ayb, axc, bzc}. Let H′ = (V (H) − {a, y, c}, E(H) −
{ayb, axc}), where a is a vertex of C3 of degree 2. Set
Ab = {b∗} ∪ A′

b, Ac = {c∗} ∪ A′
c, Aa = {a}, Ax = {x}

and Ay = {y}. We create hyperedges ayb for all b ∈ A
′
b and

axc for all c ∈ A
′
c but do not create hyperedges ayb∗ and axc∗

without changing densities in B′
[H′

] and with an appropriate

Fig. 7. We assume that B′
[H′

] is without a factor H′. The construction of the
blow-up hypergraph B[H] without factor H = C3 for the case where vertex a
has degree 2 in H and H′ = (V (H)−{a, x, y}, E(H)−{ayb, axc}). The
clusters A′

b and A′
c are in B′

[H′
]. Let Ab = {b∗} ∪A

′
b, Ac = {c∗} ∪A

′
c,

Aa = {a}, Ax = {x} and Ay = {y} be clusters in B[H]. Bold lines -
clusters, broken lines - hyperedges.

densities γayb and γaxc (see Fig. 7).

Example 2. Let us consider a 3-uniform linear hypergraph H
with one hypercycle C3, such that |E(H)| = 5 and |V (H)| =
10 , presented in Fig. 8 with two different sets of parameters
{re}e∈E(H) (in round brackets are given parameters re from
the second set of hyperedge densities). In Table I are presented
two different sets of densities {γe}e∈E(H), γe = 1 − re,
and changes of parameters re during the execution of the
Algorithm HC3.

We are interested in whether these sets of hyperedge den-
sities ensure an existence of the hypergraph H as a factor.
To solve this problem we use Algorithm HC3. For each
hyperedge e a parameter re = 1 − γe is assigned as in
Fig. 8. Let run Algorithm HC3. All parameters satisfy the
condition 0 ≤ re < 1, so we cut the hyperedge efhi and modify
parameters re by proper formulas presented in the algorithm.
We repeat this procedure untill we get a hypergraph with at
least one hyperedge e∗ for which parameter re∗ ≥ 1 or one-
hyperedge hyperpath (see Fig. 9-12). Notice that we get two
different velues at the end. First set of densities {γe} ensure
the existence of H as a factor and the second set {γe} does
not ensure.

Now we show some relations between roots of the multi-
variate matching polynomial and the inhomogeneous density
Turán problem. This kind of relations for 3-uniform linear
hypertrees have been studied in [4]. Authors of [4] obtained
Theorem 3 cited for completeness of this paper. Ealier this
subject has been studied by Csikvári and Nagy [8] for trees
and in [3] for some family of connected unicyclic graphs.

Theorem 3. (Bielak, Powroźnik [4]) Let T = (V, E) be a
weighted 3-uniform linear hypertree. Let γe = 1 − tre be
densities assigned to each hyperedge e ∈ E(T ), where re ∈
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TABLE I
CHANGING OF PARAMETERS re FOR HYPEREDGES e ∈ E(H) DURING THE EXECUTION OF THE ALGORITHM HC3 FOR TWO DIFFERENT SETS OF

HYPEREDGE DENSITIES γe OF THE HYPERGRAPH PRESENTED IN FIG. 8.

e
TRUE FALSE

step: (1) (2) (3) (4) (5) step: (1) (2) (3) (4) (5)

γe re re re re re γe re re re re re

abc 3/4 1/4 1/4 1/4 10/31 40/69 1/2 1/2 1/2 1/2 7/8 175/104

axy 3/4 1/4 1/4 1/4 1/4 − 4/5 1/5 1/5 1/5 1/5 −

yzc 4/5 1/5 1/5 1/5 8/31 − 4/5 1/5 1/5 1/5 7/20 −

cde 7/8 1/8 1/8 9/40 − − 3/4 1/4 1/4 3/7 − −

efg 2/3 1/3 4/9 − − − 2/3 1/3 5/12 − − −

fhi 3/4 1/4 − − − − 4/5 1/5 − − − −

Fig. 8. The input hypergraph H for Algorithm HC3.

Fig. 9. The hypergraph H′ obtained after the first execution of Step 2
of Algorithm HC3 with the hypergraph H presented in Fig. 8, where the
hyperedge fhi was deleted and the parameter refg was modyfied according
to the first conditional instruction.

Fig. 10. The hypergraph H′ obtained after the second execution of Step 2
of Algorithm HC3 with the hypergraph H presented in Fig. 9, where the
hyperedge efg was deleted and the parameter rcde was modyfied according
to the first conditional instruction.

Fig. 11. The hypergraph H′ obtained after the third execution of Step 2
of Algorithm HC3 with the hypergraph H presented in Fig. 10, where the
hyperedge cde was deleted and the parameters rabc and ryzc were modyfied
according to the first conditional instruction.
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Fig. 12. The hypergraph H′ obtained after the last execution of Step 2
of Algorithm HC3 with the hypergraph H presented in Fig. 11, where the
hyperedges axy and yzc were deleted and the parameter rabc was modyfied
according to the second conditional instruction.

[0, 1). Assume that after running of Algorithm T we get a
one-hyperedge hyperpath P1 with

FP1(re, t) = 0.

Then t is a root of the multivariate matching polynomial
FT (re, s) of the hypertree T .

In Theorem 4 we show similar relation between roots of
the multivariate matching polynomial and the inhomogeneous
density Turán problem for 3-uniform linear hypergraphs with
a hypercycle C3.

Theorem 4. Let H = (V, E) be a weighted 3-uniform linear
unihypercyclic hypergraph with a hypercycle C3. Let γe =
1 − tre be densities assigned to each hyperedge e ∈ E(H),
where re ∈ [0, 1). Assume that after running of Algorithm
HC3 we get a hypercycle C3 with

FC3(re, t) = 0.

Then t is a root of the multivariate matching polynomial
FH(re, s) of the hypergraph H.

Proof. Let H = (V, E) be a weighted 3-uniform linear
unihypercyclic hypergraph with hypercycle C3. Assume that
|E(H)| = n. To prove this theorem we use induction on the
number of hyperedges of the hypergraph H.

If this hypergraph consists of 3 hyperedges (i.e., H is
isomorphic to C3, say with E(H) = {abc, cde, efa}), then

FH(re, t) = 1− t(rabc + rcde + refa)

and the condition FH(re, t) = 0 means that t is a root of this
multivariate matching polynomial of the hypergraph H.

Assume that the statement of the theorem is true for each
hypergraph on at most n − 1 hyperedges, where n > 3. Let
H be a hypergraph with n hyperedges and assume that we
execute the Algorithm HC3 for a hyperedge e = {u, v, w},
shortly uvw, in the Step 2, where vertices u, v are two leaves
in H. Let H′

= H − {u, v} be a hypergraph obtained
from hypergraph H by deleting u and v and the hyperedge
uvw. Densities on hyperedges in hypergraph H′

are modyfied
by formulas presented in Algorithm HC3. By executing the
Algorithm HC3 with input H′ we obtain a hypercycle C3 with
FC3(r

′
e, t) = 0. By induction we get that FT ′ (re

′
, t) = 0.

Now we apply the formula (2) for hypergraphs H′ and H.
We can expand FH′ according to whether a monomial

contains xwkz (where wkz ∈ E(H′
)) or not. Obviously, each

monomial contains at most one of the variables xwkz where
wkz ∈ E(H).

Thus

FH′ (xe, s) = Q0(xe, s)−
∑

{k,z,w}∈E(H′)

sxwkzQkz(xe, s),

where Q0(xe, s) consists of those terms which do not contain
xwkz and −sxwkzQkz(xe, s) consists of those terms which
contain xwkz (i.e., these terms correspond to the matchings
containing the hyperedge wkz).

We observe that

FH(xe, s) = (1− sxuvw)Q0(xe, s)−
∑

{k,z,w}∈E(H′)

sxwkzQkz(xe, s).

Since
0 = FH′ (r′e, t) = Q0(re, t)−
∑

{k,z,w}∈E(H′)

t
rwkz

1− truvw
Qkz(re, t)

we have

0 = (1− truvw)FH′ (r′e, t) = (1 − truvw)Q0(re, t)

−
∑

{k,z,w}∈E(H′)

trwkzQkz(re, t) = FH(re, t).

So t is a root of FH(re, s). The proof is done.

To search more relations between roots of the multivariate
matching polynomial and the inhomogeneous density Turán
problem for 3-uniform linear hypergraphs with a hypercycle
C3 we need analogue result to Lemma 1 presented below.
According to our knowledge similar result for hypercycle C3
is not known.

Lemma 1. (Bondy, et al. [6]) Let α, β, γ be the edge densities
between the clusters of a blow-up graph of the triangle - a
cycle C3. If

αβ + γ > 1, βγ + α > 1, γα+ β > 1,

then the blow-up graph contains a triangle as a transversal.

III. CONCLUSION

In this paper we showed some results for the inhomoge-
neous density Turán problem of 3-uniform connected linear
unihypercyclic hypergraphs with a hypercycle C3.

We presented Algorithm HC3 for testing whether the 3-
uniform connected linear hypergraph H with a hypercycle
C3 with a given set of hyperedge densities {γe}e∈E(H) is a
transversal of a blow-up hypergraph B[H]. The Algorithm
HC3 has O(n2) time complexity in the worst case, where
n is the number of hyperedges of H. In this way we have the
answer whether the hyperedge densities ensure the existence
of the transversal or does not ensure.

Moreover, we stated Theorem 2 to prove the correctness of
the Algorithm HC3.
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Additionally, in Theorem 4, we stated some relation
between roots of the multivariate matching polynomial and
the inhomogeneous density Turán problem for 3-uniform
linear hypergraphs with a hypercycle C3.

Open problem: In the future work we want to find
relations between location of roots of the multivariate
matching polynomial and the inhomogeneous density Turán
problem for r-uniform linear hypergraphs with one hypercycle
of length t, where t ≥ 3. This problem for trees was studied
in [8] and for some connected unicyclic graphs was studied
in [3].
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Abstract—The stochastic simplex bisection (SSB) algorithm
is evaluated against the collection of optimizers in the Python
SciPy.Optimize module on a prominent test set. The SSB al-
gorithm greatly outperforms all SciPy optimizers, save one,
in exactly half the cases. It does slightly worse on quadratic
functions, but excels at trigonometric ones, highlighting its
multimodal prowess. Unlike the SciPy optimizers, it sustains a
high success rate. The SciPy optimizers would benefit from a
more informed metaheuristic strategy and the SSB algorithm
would profit from quicker local convergence and better multidi-
mensional capabilities. Conversely, the local convergence of the
SciPy optimizers is impressive and the multimodal capabilities
of the SSB algorithm in separable dimensions are uncanny.

I. INTRODUCTION

Stochastic optimization [1], i.e., using randomness to guide
search, is currently popular: genetic algorithms [2], particle
swarm optimization [3], and ant-colony optimization [4] are
celebrity approaches. These schemes are not only applied
to discrete problems, but also to continuous ones, especially
for objective functions where the gradient and Hessian are
not readily available, e.g., where the function value is only
obtainable by expensive simulation. They are also used to
optimize highly multimodal functions.

We here compare the performance of the stochastic simplex
bisection (SSB) algorithm [5] with that of the optimizers of
the Python SciPy.optimize module [6]. The former employs
a common stochastic optimization scheme, but unlike other
stochastic approaches, it applies the scheme to search space
regions, rather than to individual points. The latter are high-
quality, local optimizers that are available with most Python
distributions. The SSB algorithm has not previously been
tested against other optimizers. We here seek to rectify this.

The rest of the article is organized as follows. Section II
presents the stochastic simplex bisection algorithm. Section III
describes the optimizers of the Python SciPy.Optimize module.
Section IV details the experimental setup, and reports and
analyses the findings. It also contains a short digression on
the employed success criterion and its success regions.

II. THE STOCHASTIC SIMPLEX BISECTION ALGORITHM

Consider the simple problem where we wish to minimize
f(x), which is strictly convex on R. Assume further that we
have found x1 < x3 < x5, where f(x1) ≥ f(x3) ≤ f(x5),
i.e., that we have found an interval that has an interior point

x3 with a smaller function value than its end points. 1

Algorithm for Convex Functions
Choose x2 ∈]x1, x3[ and x4 ∈]x3, x5[, i.e., choose
interior points x2 and x4.
If f(x2) ≤ f(x3), recurse on x1, x2, x3.
If f(x4) ≤ f(x3), recurse on x3, x4, x5.
Otherwise, recurse on x2, x3, x4.

We thus recurse on the subinterval that has an interior point
with a smaller function value than its end points. 2

The SSB algorithm generalizes this to non-convex functions
in n dimensions. It generalizes an interval to a simplex, rather
than to a hyperbox, The latter has 2n corners, and bisecting
it requires computing the function value in 2n−1 new corners.
The former has only n + 1 corners, and bisecting it only
requires calculating the function value in one new point.

Core SSB Algorithm
Given a set {Tk} of non-overlapping simplexes that
partition the original simplex T0, each equipped with
a positive score sk.
Select the next simplex Tk to bisect at random with
probability

sk∑
k′ sk′

.

Select a bisection point at random roughly in the
middle of the longest edge of Tk.
Replace Tk with its two offspring.

This algorithm is complete in the sense that no portion of
the search space is ever discarded, and it avoids redundancy
by using non-overlapping simplexes. These are two common
pitfalls of stochastic optimization. The algorithm still reaps
the benefits of stochastic search in exploring more promising
regions earlier, in average, while granting also less promising
regions a non-zero chance of being explored.

It is often desirable to start from a hyperbox. For example,
constraints often take the form of bounds on the individual
variables of each dimension. The tested SSB algorithm restarts
the core SSB algorithm repeatedly from a hyperbox created
in the previous iteration. It uses an outer loop over epochs
that maintains the hyperbox, and an inner loop over rounds
that implements the core SSB algorithm. Note that although
partitioning a hyperbox into a set of simplexes is trivial in

1By strict convexity, one of the two end point values must be strictly larger,
i.e., either f(x1) > f(x3) or f(x3) < f(x5), or both.

2If f(x2) = f(x3), the algorithm could be clever and instead recurse on
x2, x23, x3, with x23 ∈ ]x2, x3[, where, by necessity f(x2) > f(x23) <
f(x3), due to strict convexity. Similarly for f(x4) = f(x3).

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 573–578

DOI: 10.15439/2015F47
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 573



two dimensions, it is a challenging and time-consuming task
in higher ones, see [7] and [8].

A. Outer Loop: Maintaining a Hyperbox

The tested SSB algorithm consists of two nested loops. The
outer loop over epochs maintains a hyperbox. Each epoch runs
the inner loop over rounds, where each round consists of one
simplex bisection, see Section II-B. The terms best point, very
best point, and epoch phases will be defined shortly.

The hyperbox is modified after each epoch. If the elapsed
epoch had enough best points, this is a hyperbox that contains
all best points and the very best point as interior points.
Otherwise, the previous hyperbox is increased in size and
re-centered around the current very best point, which may
have changed during the epoch. In the tested SSB algorithm,
the padding is 100 percent of the interval length in each
dimension, when there are enough best points, and the old
interval length is quadrupled, when there aren’t. It turns out
that in the former case, the simple scheme of updating the
lower and higher bounds of the hyperbox in each dimension,
for each new best point, works well in practice.

A best point is any point found during the second phase
of an epoch that is the best this far in that epoch. The best
points thus start over each epoch. The very best point, on the
other hand, is the globally best point found in any round of
any epoch.

The first phase of each epoch consists of the first quarter of
its rounds. The rest of its rounds constitute the second phase.
Other choices than one quarter were tested, but found less
effective, albeit one third only marginally so. Typical figures
are 60 epochs of 500 rounds each, but this can be varied
with the search conditions, cf. Section IV. Higher dimensions
require more rounds; fewer function evaluations entail fewer
epochs and much fewer rounds.

The outer loop may seem somewhat ad hoc. It captures the
idea, that if there has been non-trivial local improvements,
search should focus on these improvements, yet also consider
the globally best point found. We note that any new best point
must be a bisection point, or the midpoint of a simplex, with a
lower function value than its corner points. In one dimension,
these cases coincide. For convex functions, such an interval
must contain the minimum, which our introductory algorithm
exploits. For non-convex functions, or in several dimensions,
the area surrounding such a point merits further investigation.

B. Inner Loop: Bisecting Simplexes

The inner loop over rounds bisects simplexes. Each bisec-
tion replaces one simplex with two new ones. In the first phase,
the simplexes are processed as a first-in-first-out (FIFO) queue
to create an initial grid. In the second phase, the next simplex
to bisect is selected randomly with probability

sk∑
k′ sk′

where sk is the score of the kth simplex. Binary trees provide
an efficient way of stochastic selection that allows adding and
deleting scored elements. Indexing the K simplexes in a binary

tree yields O(log2 K) time complexity for lookup, addition,
and deletion, whereas naively using a list swells this to O(K).

We define the simplex scores sk as follows. Let {Tk =

⟨x(1)
k , . . . ,x

(n+1)
k ⟩} be a collection of n-dimensional sim-

plexes with (dropping the index k for clarity),

x̄ =
1

n+ 1

n+1∑

i=1

x(i) ; f̄ =
f(x̄) +

∑n+1
i=1 f

(
x(i)
)

n+ 2

where x̄ is the midpoint and f̄ is the average function value
over the corners and the midpoint.

f− = min
(
f(x̄),min

i
f
(
x(i)
))

; δ =
f̄ − f−

4
f⋆ = f− − δ ; f⋆ ← max

(
0, f⋆ − fvb

)

f⋆ is a combined measure of the lowest function value f−

and an estimate δ of how much it might potentially decrease,
judging by the average value f̄ . We make f⋆ offset-invariant
by subtracting the lowest function value fvb, in the very best
point, then cap it to be at least zero.

s = l · exp (−λf⋆) ; l = max
ij

∣∣∣x(i) − x(j)
∣∣∣

λ = λ0 ·max

(
1,

1

fw − fvb

)

The simplex score is l · exp(−λf⋆), where l is the length of
its longest edge. λ is λ0 times the reciprocal of the difference
between the highest function value fw of the corners of the
bounding box and the lowest function value fvb. This renders
the score scale-invariant. λ

λ0
is capped to be at least one; λ0

defaults to one. Thus, all simplexes must be rescored whenever
a new very best point is found. As this happens rather seldom,
it incurs very little overhead in practice.

Each round only creates two new simplexes: the longest
edge of the selected simplex is bisected. All corners remain
the same, save one of the two connected by this edge. Let these
corners be x(i) and x(j). The edge bisection point x̄′—the new
corner—is also randomized to counter-act any symmetries of
the objective function f(x) in its argument x:

x̄′ = (0.5 + θ)x(i) + (0.5− θ)x(j) for θ ∼ U(−α, α)
An empirically good choice is α = 0.05 (max 10% random-
ness). x̄′ replaces x(i) in one offspring simplex and x(j) in
the other one. Thus only three new function values need be
calculated for each bisection: f(x̄′) and the function values of
the midpoints of the two new simplexes.

C. Related Work

The SSB algorithm uses a typical stochastic optimization
scheme. It maintains a set of elements, each with a positive
score; randomly selects some elements based on the scores;
uses these elements to explore the search space, often creating
new elements in the process; and updates the set of elements
and their scores according to the findings. The scheme is
however here applied to regions of the search space, not to
points in it, as in, e.g., [9], [10], [11], [12], [13], and [14].
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The simplex method [15], Chapter 9, doesn’t actually use
simplexes. To create new points, controlled random search
[11] generates random simplexes. These may overlap and
are not guaranteed to cover the search space. Nor are they
subdivided. DIRECT [16] uses hyperboxes that partition the
search space. It avoids the 2n complexity by directional search
from their midpoints, ignoring their corners. Each hyperbox
potentially containing the global minimum is trisected, rather
than bisected, along each dimension in turn. There is no
randomized selection.

III. THE OPIMIZERS OF THE SCIPY.OPTIMIZE MODULE

The optimizers from the Python SciPy.Optimize module that
we tested were code named “Nelder-Mead,” “Powell,” “CG,”
“BFGS,” “L-BFGS-B,” “TNC,” and “SLSQP.” We did not
provide the gradient nor the Hessian of the objective functions.
Whenever an optimizer used these, it had to estimate them
itself numerically.

The SciPy module also contains the “Anneal,” “COBYLA,”
“dogleg,” and “trust-ncg” optimizers. Anneal proved too slow
and performed too poorly to be included. COBYLA was not
robust enough for large-scale testing. The dogleg and trust-ncg
optimizers require explicit gradients, which were not provided.

Nelder-Mead uses the simplex method, see [17], [18].
Powell is a modification of Powell’s algorithm, a conjugate
direction method, that performs sequential one-dimensional
minimizations, see [19], [20]. CG uses a nonlinear conjugate
gradient method by Polak and Ribiere, a variant of the
Fletcher-Reeves algorithm described in [21], pp. 120–122.

BFGS uses the quasi-Newton method of Broyden, Fletcher,
Goldfarb, and Shanno, see [21], p 136, and L-BFGS-B uses the
L-BFGS-B algorithm for bound constrained minimization, see
[22], [23]. TNC uses a combined Newton and conjugate gradi-
ent method, aka a truncated Newton method, see [21], p 168,
and [24]. SLSQP uses sequential least squares programming,
see [25].

IV. EXPERIMENTS

A very reasonable baseline, seeing that the SSB algorithm
essentially adds structure to randomized search, is to evaluate
it against unstructured randomized search conducted by each
ScyPy optimizer. In each trial, the ScyPy optimizer was
repeatedly restarted in a new random point, until a limit on
the total number of function evaluations had been exceeded.

A. Experimental Setup

We tested all two-dimensional objective functions of Fig-
ure 2 (last page), most of which are from [26]. Function 0
comes from [5], Function 20 from [27], and Functions 21, 22,
24, and 25 are of our own design. All functions have unique
global minima, except Function 0, due to symmetry in x and
x+ y, and Functions 12, 14, and 17, which have four global
minima, due to symmetry in ±x,±y. Functions 16 and 17
were corrected using [28]. We did not provide the gradient
nor the Hessian of these objective functions.

We investigated the frugal function evaluation scenario,
where computing function values comes at a premium, and
restricted the number of function evaluations to four thousand.
The domain was [−80, 120] × [−80, 120], which is typically
larger than that of the test set: often [−10, 10] × [−10, 10]
or even [−5, 5] × [−5, 5]. It was made asymmetric in x and
y, since many test functions have their global minimum in
x = 0. As in [5] and [28], success was defined as finding
any argument with a function value within 10−6 of the known
global minimal value. See Section IV-C for a discussion on
this success criterion.

No attempt was made to optimize the optimizers. The SciPy
optimizers were used with their default parameter settings,
and the search parameters of the SSB algorithm were taken
over from [5], Section 5.3: λ0 was set ten; epoch phase one
consisted of the first five of its 50 rounds in total; once the
system had made 4000 function evaluations, the current epoch
and the algorithm were terminated.

In each trial, the SciPy optimizer was repeatedly run starting
from a randomized point and the best candidate point of the
trial was updated if the new one was better. The trial continued
until 4000 function evaluations had been exceeded. The best
result in the trial determined success or failure.

B. Experimental Results

Table I shows their respective success rates in 1000 trials.
To analyze these results, we need to consider the nature of
each test objective function. These can be classified into:

• unimodal quadratic forms, Fcns 2, 6, 8;
• oligo-modal 3 polynomials, Fcns 3, 4, 5, 10, 18;
• multimodal damped trigonometrics, Fcns 0, 1, 12–17, 25;
• mixed trigonometrics and quadratics, Fcns 9, 11, 20, 24;
• other (unimodal) functions, Fcns 7, 21, 22.
In exactly half of the cases (Functions 0, 1, 9, 11–17, and

22–25), the SSB algorithm stands head and shoulders above
the competition, except for Powell’s algorithm in two of these
cases, namely Functions 1 and 9. This includes all seriously
multimodal functions. Clearly, when faced with numerous local
optima, the extra structure afforded by the SSB algorithm
outweighs the benefit of highly accurate local search.

Conversely, it includes no unimodal or oligo-modal func-
tion, except Function 22. This stands to reason, as any adept
local optimizer should succeed for these functions, even when
starting from a randomized point some distance away. See
Section IV-C for a discussion of Functions 2, 21, and 22.

Function 7 is very hard, and defeats all optimizers. It has a
concave valley, kinks, and a very anisotropic variable coupling.
The gradient is ill-defined and unbounded in the valley bottom,
and especially ill-behaved in the optimum. Memento mori.

Viewing the results from another angle, we note that the
SSB algorithm performs under 50% in only five cases of 22.
In two of these, it still outperforms all other algorithms, and
in a third case, all algorithms come up empty-handed. In one
of the two remaining cases, Function 3, the SSB algorithm

3. . . apologies for mixing Greek and Latin roots. . .
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Optimizer
Fcn BFGS CG L-BFGS-B Simplex Powell SLSQP TNC SSB

0 0 0 0 0 0 0 0 27
1 45 57 76 17 835 52 52 896
2 1000 1000 1000 1000 1000 1000 1000 989
3 999 1000 1000 1000 1000 996 921 188
4 521 725 741 998 109 975 716 661
5 949 493 1000 1000 951 1000 1000 765
6 1000 1000 1000 1000 1000 1000 1000 862
7 0 0 0 0 0 0 0 0
8 1000 1000 1000 1000 966 1000 1000 872
9 50 89 140 545 1000 149 34 897

10 448 1000 960 1000 984 920 1000 844
11 297 239 289 136 222 269 202 638
12 397 259 440 380 251 391 310 890
14 91 112 251 52 136 201 57 808
16 42 34 75 9 109 159 163 857
17 83 68 147 17 10 243 34 815
18 996 1000 1000 1000 1000 1000 998 906
20 125 156 160 975 1000 460 48 256
21 1000 750 1000 0 1000 1000 585 829
22 0 0 0 0 304 0 0 626
24 2 0 13 14 111 0 2 139
25 121 19 265 73 205 221 635 803

TABLE I
SUCCESS RATE IN 1000 TRIALS OF THE SCIPY OPTIMIZERS AND THE SSB ALGORITHM.

is hampered by quadratic terms and a dominating variable
coupling, and it lags behind the competition.

The other remaining case is Function 20. It has dominating
quadratic terms and strong trigonometric confusion terms. The
SSB algorithm outperforms half of the SciPy optimizers, but
not the SLSQP, Simplex, and Powell optimizers, the latter two
which excel. By contrast, all SciPy optimizers perform under
50% in more than half of the cases, except Powell’s algorithm,
which performs under 50% in exactly half of the 22 cases.

C. A Digression on Success Regions

The success criterion |f(s) − f(x∗)| < ϵ, where x∗ is a
known global optimum, is certainly reasonable for practition-
ers, who care mainly about finding a good enough solution
s. But when evaluating optimization algorithms, one must be
careful not to draw incorrect conclusions from this criterion.

For example, when comparing performances on Functions 2,
21, and 22 in Table I, one might be tempted to conclude that
the discontinuity in the gradient in the global optimum caused
by the absolute value does some damage to gradient-based
methods, and wreaks havoc with the simplex method, while
the additional concavity of the square root foils all algorithms,
save Powell’s method and the SSB algorithm.

This analysis fails to take into account that the success
region of Function 2 is a circle with diameter 2

√
ϵ, while

that of Function 21 is a square with diagonal 2ϵ, and that
of Function 22 is a concave diamond shape with diagonal

Fig. 1. |f(x, y)− f(0, 0)| = 0.5 for Fcns 2, 21, and 22.

2ϵ2. The alchemy-like Figure 1 illustrates this for the unre-
alistically large ϵ = 0.5. The ratios of their surface areas are
πϵ : 2ϵ2 : 2

3ϵ
4. This makes the latter two increasingly harder to

hit, which is a potentially greater difficulty for the optimizers,
given strict limitations on the number of function evaluations.

V. SUMMARY AND CONCLUSIONS

We evaluated the stochastic simplex bisection (SSB) algo-
rithm against the optimizers of the Python SciPy.Optimize
module on a prominent test set. The former employs a com-
mon stochastic optimization scheme, but unlike other stochas-
tic approaches, it applies the scheme to search space regions,
rather than to individual points. The latter are readily available,
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high-quality, local optimizers. This is the first evaluation of the
SSB algorithm against other optimizers.

The experiments were conducted in two dimensions on a
prominent test set. The domain was mostly larger, by an order
of magnitude in each direction, than the domains indicated
by the test set, and the number of function evaluations was
limited to a few thousand. The SSB algorithm used the latter
as a termination criterion and returned its very best point. Each
ScyPy optimizer was repeatedly restarted in a random point,
until it had exceeded the function evaluation limit, and the
overall best result was returned. In both cases, if the returned
solution was within 10−6 of the known global minimal value,
it was deemed a successful trial. Each optimizer was tested
1000 times on each test function.

The SSB algorithm greatly outperformed all SciPy optimiz-
ers, save one, in exactly half the cases. It did slightly worse
on polynomial functions, but excelled at trigonometric ones,
highlighting its multimodal prowess. And unlike the SciPy
optimizers, it sustained a high success rate.

We conclude that the SciPy optimizers would benefit from
a more informed metaheuristic strategy and that the SSB
algorithm would profit from quicker local convergence and
better multidimensional capabilities. Conversely, the local
convergence of the SciPy optimizers is impressive and the
multimodal capabilities of the SSB algorithm in separable
dimensions are uncanny.
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Objective Functions
Fcns 21, 22, 24, 25 are novel; Fcn 0 from [5]; Fcn 20 from [27]; remainder from [26]. Fcns 16 and 17 corrected using [28].
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Abstract—In this paper we use a metaheuristic approach
to solve the Portfolio Selection problem, in a constrained
formulation which is NP-hard and difficult to be solved
by standard optimization methods. We are comparing the
algorithm’s performances with an exact solver and we are

showing that different mathematical formulations lead to
different algorithm’s behaviour. Results show that our ap-
proach can be efficiently used to solve the problem at hand,
and that a sound basin of attraction analysis may help
developers and practitioners to design the experimental
analysis.

I. INTRODUCTION

P
ORTFOLIO Selection main formulation dates back

from the fifties and is concerned with selecting, out

of a given set of assets, which assets to invest in and

by how much, in order to minimise a risk measure for

a given minimum required target return. Many measures

can be used for assessing the risk, but the variance

of portfolio’s return was used in the seminal work by

Markowitz [24] and is still the most used.

Portfolio Selection Problem (PSP) can be viewed as

an optimisation problem to be described by three objects:

variables, objective, and constraints. Every object have

to be instantiated by a choice, and the combination of

these choices leads to a specific formulation (model) of

the problem, hence to different optimisation results. For

instance, as stated by di Tollo and Roli[8], two main

choices are possible for variables: continuous[15], [29],

[31], [28] and integer[30], [21]. Choosing continuous

variables is quite ‘natural’ and its representation is

independent of the actual budget, while integer values

(ranging between zero and the maximum available bud-

get, or equal to the number of ‘rounds’) allow us to add

constraints taking into account actual budget, minimum

lots and to tackle other objective functions to better

explain the problem at hand. As for the different results,

the integer formulation is more suitable to explain the be-

haviour of rational operators such small investors, whose

activity is strongly influenced by integer constraint[22].

Furthermore, the same representation can be mod-

elled by means of different formulations, e.g., by

adding auxiliary variables[20], symmetry breaking[27]

or redundant[32] constraints. Although these extensions

have no effect on the certified optimal solution found,

they may affect the optimisation procedure. For example,

it has been shown that symmetry breaking constraints

have negative effect on local search performances[27].

In this work we will investigate how the use of

different formulations for the very same problem can

lead to different behaviours of the algorithm used. We

will study this aspect by solving the Portfolio Selection

Problem by metaheuristics[4], [8], which are general

problem-solving strategies conceived as high level strate-

gies that coordinate the behaviour of lower level heuris-

tics, and provide the user with a solution which cannot

be certified to be optimum, still it represents a good

compromise when the optimal solution is impossible

to be found. Through the use of meta-heuristic, and

using the paradigm of separation between model and

algorithm[17], we will show that different formulations

affect the algorithm’s performances and study the moti-

vation of this phenomenon.

The paper will start recalling Portfolio Theory in Sec-

tion II, before introducing the concept of meta-heuristics

in Section III. Then we will introduce a meta-heuristic

approach for the Portfolio Selection Problem in Section

IV, while Section V will introduce the principles Search

Space Analysis is based upon. Search Space Analysis

will be applied to our instances on Section VI, before

concluding with Section VII.

II. PORTFOLIO SELECTION BASIS

We associate to each asset belonging to a set A of

n assets (A = {a1, . . . , an}) a real-valued expected
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return ri, and the corresponding return variance σi. We

furthermore associate, to each pair of assets 〈ai, aj〉, a

real-valued return covariance σij . We are furthermore

given a value re representing the minimum required

return.

In this context, a portfolio is defined as the n-sized

real vector X = {x1, . . . , xn} in which xi represents the

relative amount invested in asset ai. For each portfolio

we can define its variance as
∑n

i=1

∑n
j=1 σijxixj and

its return as
∑n

i=1 rixi. In the original formulation

[25], PSP is formulated as the minimization of portfolio

variance, imposing that the portfolio’s return must be not

smaller than re, leading to the following optimisation

problem:

min

n∑

i=1

n∑

j=1

σijxixj , (1)

s.t.

n∑

i=1

rixi ≥ re, (2)

n∑

i=1

xi = 1, (3)

xi ≥ 0 (i = 1, . . . , n). (4)

The aforecited return constrained is introduced in con-

straint (2); constraint (3) is referred to as budget con-

straint, meaning that all the capital must be invested;

constraint (4) imposes that variables have to be non-

negative (i.e., short sales are not allowed).

If we define a finite set of values for re and solve

the problem for all defined re values, we obtain the

Unconstrained Efficient Frontier (UEF), in which the

minimum risk value is associated to each re.

This formulation may be improved to grasp financial

market features, by introducing a binary variable Z for

each asset (zi = 1 if asset i is on the portfolio, 0
otherwise). Additional constraints which can be added

to the basic formulation are:

• Cardinality constraint, used either to impose an

upper bound k to the cardinality of assets in the

portfolio

n∑

i=1

zi ≤ k, (5)

or to force the resulting portfolio to contain exactly

k assets:
n∑

i=1

zi = kmax. (6)

This constraint is important for practitioners in

order to reduce the portfolio management costs.

• Floor and ceiling constraints, used to set, for each

asset, the minimum (εi) and maximum (δi) quantity

allowed to be held in the portfolio

εizi ≤ xi ≤ δizi. (7)

Those constraints are used to ensure diversification

and to avoid tiny portions of assets in the portfolios,

which would make their management difficult and

lead to unnecessary transaction costs.

• Preassignments. This constraint is used to express

subjective preferences: we want certain specific

assets to be held in the portfolio, by determining a

n-sized binary vector P (i.e., pi = 1 if ai has to be

held in the portfolio) and imposing the following:

zi ≥ pi (i = 1, . . . , n). (8)

III. META-HEURISTICS

As stated in the Introduction, in this work we are

solving the PSP by using meta-heuristics[4], which can

be defined as high-level strategies that coordinate the

action of low-level algorithms (heuristics) in order to find

near-optimal solutions for combinatorial optimization

problem. They are used when it is impossible to find

the certified optimum solution in a reasonable amount

of time, and their features can be outlined as follows:

• They are used to explore the search space and to

determine principles to guide the action of subordi-

nated heuristics.

• Their level of complexity ranges from a simple

escape-mechanism to complex populations proce-

dures.

• They are stochastic, hence escape and restart proce-

dures have to be devised in the experimental phase.

• The concepts they are built upon allow an abstract

descriptions, that is useful to design hybrid proce-

dures.

• They are not problem-specific, but additional com-

ponents may be used to exploit the structure of the

problem or knowledge acquired during the search

process.

• They may make use of problem-specific knowledge

in the form of heuristics that are controlled by the

upper level strategy.

The main paradigm meta-heuristics are build upon

is the intensification-diversification paradigm, meaning

that they should incorporate a mechanism to balance the

exploration of promising regions of the search landscape

2
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(intensification) and the identification of new areas in

the search landscape (diversification). The way of im-

plementing this balance is different depending on the

specific meta-heuristic used. A completed description

is out of the scope of this paper, and we forward the

interested reader to Hoos and Stuetzle[18].

IV. OUR APPROACH FOR PORTFOLIO CHOICE

We are using the solver introduced by di Tollo et

al.[7], [9] to tackle a constrained PSP, in which the

Markowitz’ variance minimisation in a continuous for-

mulation is enhanced by adding constraints (4), (6) and

(7), leading to the following formulation:

min

n∑

i=1

n∑

j=1

σijxixj , (9)

subject to

n∑

i=1

rixi ≥ re, (10)

n∑

i=1

xi = 1, (11)

xi ≥ 0 i = 1 . . . n, (12)

kmin ≤
n∑

i=1

zi ≤ kmax, (13)

εizi ≤ xi ≤ δizi, (14)

xi ≤ zi i = 1 . . . n. (15)

Where kmin and kmax are respectively lower and up-

per bounds on cardinality. This problem formulation

contains two classes of decision variables: integer (i.e.,

Z) and continuous (i.e., X). Hence, it is possible to

devise an hybrid procedure in which each variable class

is tackled by a different component. Starting from this

principle, we have devised a master-slave decomposition,

in which a meta-heuristic procedure is used in order

to determine, for each search step, assets contained

in the portfolio (Z). Once the assets contained in the

portfolio are decided, the corresponding continuous X
values can be determined with proof of optimality. Hence

at each step, after having selected which assets to be

taken into account, we are resorting to a the Goldfarb-

Idnani algorithm for quadratic programming (QP) [16]

to determine their optimum value. The stopping criterion

and escape mechanism depend on the metaheuristic used,

which will be detailed in what follows.

As explained in section VI, this master-slave decom-

position has a dramatic impact on the meta-heuristic

performance due to the different structure determined

by this formulation, in which the basin of attraction

are greater than the ones determined by a monolithic

approach based on the same meta-heuristic approaches.

In what follows we are outlining the components of our

meta-heuristic approach.

• Search space Since the master meta-heuristic com-

ponent takes into account the Z variables only,

the search space S is composed of the 2n port-

folios that are feasible w.r.t cardinality and pre-

assignment constraints, while other constraints are

directly ensured by the slave QP procedure. If

the QP procedure does not succeed in finding a

feasible portfolio, a greedy procedure is used to find

the portfolio with maximum return and minimum

constraint violations.

• Cost function In our approach the cost function

corresponds to the objective function of the problem

σ2, and is computed, at each step of the search

process, by the slave QP procedure.

• Neighborhood relations As in di Tollo et al.[9], we

are using three neighborhood relations in which the

neighbor portfolio are generated by adding, deleting

or replacing one asset: the neighbor is created by

defining the asset pair 〈i, j〉(i 6= j), inserting asset

i, and deleting asset j. Addition is implemented by

setting j = 0; deletion is implemented by i = 0.

• Initial solution The initial solution must be gener-

ated to create a configuration of Z . Since the we aim

to generate an approximation of the unconstrained

efficient frontier, we are devising three different

procedures for generating the starting portfolio,

which are used w.r.t. different re values: MaxRe-

turn (in which the starting portfolio corresponds to

the maximum return portfolio, without constraints

on the risk); RandomCard (in which cardinality

and assets are randomly generated); and Warm-
Restart (in which the starting portfolio corresponds

to the optimal solution found for the previous re
value). MaxReturn is used when setting the highest

re value (i.e., first computed value); for all other re
values both RandomCard and WarmRestart have

been used.

A. Solution techniques

As specific meta-heuristics for the master procedure,

we have used Steepest Descent (SD), First Descent (FD)

and Tabu Search (TS). SD and FD are considered as

the most simple meta-heuristic strategies, since they

3
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accept the candidate solution only when its cost function

is better than the current one, otherwise the search

stops. They differ to each other in the neighborhood

exploration, since in SD all neighbors are generated

and the best one is compared to the current solution,

while in FD the first better solution found is selected

as current one. TS enhances this schema by selecting,

as the new current solution, the best one amongst the

neighborhood, and using an additional memory (Tabu

list) in which forbidden states (i.e., former solutions) are

stored, so that they cannot be generated as neighbors. In

our implementation, we have used a dynamic-sized tabu

list, in which solutions are put in the Tabu list for a

randomly generated period of time. The length range of

the Tabu list has been determined by using F-Race [3],

and has been set to [3, 10].

The three meta-heuristics components have been

coded in C++ by Luca Di Gaspero and Andrea Schaerf

and are available upon request.

As for the slave Quadratic programming proce-

dure, we have used the Goldfarb and Idnani dual set

method [16] to determine the optimal X values corre-

sponding to Z values computed by the master meta-

heuristic component. This method has been coded in

C++ by Luca Di Gaspero: it is available upon request,

and has achieved good performances when matrices at

hand are dense.

To sum up, the master meta-heuristic component deter-

mines the actual configuration of Z variables (i.e., point

of the search space), the slave QP procedure computes

the cost of the determined configuration, which is ac-

cepted (or not) depending on the mechanism embedded

in FD, SD or TS.

B. Benchmark instances

We have used instances from the repository ORlib

(http://people.brunel.ac.uk/~mastjjb/jeb/info.html) and

instances used in Crama and Schyns[6], which have

been kindly provided to us by the authors. The UEF for

the ORlib instances is provided in the aforementioned

website; the UEF for instances from Crama and

Schyns[6] has been generated by us by using our

slave QP procedure. In both cases, the resulting UEF

consists of 100 portfolios corresponding to 100 equally

distributed re values. Benchmarks’ main features are

highlighted in Table I.

By measuring the distance of the obtained frontier

(CEF) from the UEF we obtain the average percentage

loss, which is an indicator of the solution quality and

which is defined as:

apl =
100

p

p∑

l=1

(V (re)− VU (re))/VU (re) (16)

in which re is the minimum required return, p is the

frontier cardinality, V (re) and VU (re) are the values of

the function F returned by the solver and the risk on the

UEF.

C. Experimental analysis

Our experiments have been run on a computer

equipped with a Pentium 4 (3.2 GHz), and in what

follows we are showing results obtained on both instance

classes. In order to assess the quality of our approach, in

the following tables we also report results obtained by

other works tackling the same instances. Table II reports

results over ORlibinstances, showing that our approach

outperforms the meta-heuristic approach by Schaerf[29],

and compares favourably with Moral-Escudero et al.[26]

Table III compares our results with the one by Crama

and Schyns[6]: solutions found by our hybrid approach

have better quality than the ones found by SA [6], but

running times are higher, due to our QP procedure and

to our complete neighbourhood exploration, which are

not implemented by Crama and Schyns.

We have also compared our approach with Mixed

Integer Non-linear Programming (MINLP) solvers, by

encoding the problem in AMPL [14] and solving it

using CPLEX 11.0.1 and MOSEK 5. We have run the

MINLP solvers over ORLib instances, and compared

their results with SD+QP (10 runs), obtaining the same

solutions in the three approaches, hence showing that our

approach is able to find the optimal solution in a low

computational time. Computational times for SD+QP

and for the MINLP solvers are reported in Table IV and

in Figure 1. We can notice that for big-sized instances

exact solvers require higher computation time to generate

points in which cardinality constraints are binding (i.e.,

left part of the frontier). Our approach instead scales

very well w.r.t. size and provides results which are

comparable.

We can conclude this section by observing that

SD+QP provides as satisfactory results as the more

complex TS+QP. Since Tabu Search is conceived to

better explore the search space, this can be considered

rather surprising. The next sections will enlighten us

about this phenomenon.

4
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TABLE I
OUR INSTANCES.

ORlib dataset Crama and Schyns dataset
ID Country Assets AVG(UEF)risk ID Country Assets AVG(UEF)risk

1 Hong Kong (Hang Seng) 31 1.55936·10−3 S1 USA (DataStream) 20 4.812528

2 Germany (DAX 100) 85 0.412213·10−3 S2 USA (DataStream) 30 8.892189

3 UK (FTSE 100) 89 0.454259·10−3 S3 USA (DataStream) 151 8.64933

4 USA (S&P 100) 98 0.502038·10−3

5 Japan (NIKKEI) 225 0.458285·10−3

TABLE II
RESULTS OVER ORLIB INSTANCES.

FD+QP SD+QP TS+QP TS[29] GA+QP[26]
Inst. min apl time min apl time min apl time min apl time min apl time

1 0.00366 1.5 0.00321 3.1 0.00321 29.1 0.00409 251 0.00321 415.1
2 2.66104 9.6 2.53139 14.1 2.53139 100.9 2.53617 531 2.53180 552.7
3 2.00146 10.1 1.92146 16.1 1.92133 114.4 1.92597 583 1.92150 886.3
4 4.77157 11.2 4.69371 18.8 4.69371 130.5 4.69816 713 4.69507 1163.7
5 0.24176 25.3 0.20219 45.9 0.20210 361.8 0.20258 1603 0.20198 1465.8

TABLE III
RESULTS OVER CRAMA AND SCHYNS INSTANCES.

FD+QP SD+QP TS+QP SA[6]
Inst. apl time apl time apl time apl time

S1 0.72 0.094 0.3 0.35 0.0 1.4 0.35 0.0 4.6 1.13 0.13 3.2
S2 1.79 0.22 0.5 1.48 0.0 3.1 1.48 0.0 8.5 3.46 0.17 5.4
S3 10.50 0.51 10.2 8.87 0.003 53.3 8.87 0.0003 124.3 16.12 0.43 30.1

TABLE IV
COMPUTATIONAL TIMES OVER ORLIB INSTANCES 1–4, SD+QP

AND MINLP.

Instance avg(SD + QP) CPLEX 11 MOSEK 5

1 3.1s 2.1s 15.8s
2 14.7s 397.1s 5.0s
3 18.0s 890.7s 1,903.3s
4 20.9s 169,461.0s 239,178.4s

V. SEARCH SPACE ANALYSIS

Search Space Analysis relies on the concept of basin

of attraction (BOA), and is aimed to understand the

features of the search space, when they are not deductible

using exhaustive approaches.

In our meta-heuristic model, we are defining BOAs

of search graph nodes. For this definition to be valid

for any state of the search graph[2], we are relaxing

the requirement that the goal state is an attractor.

Therefore, the basin of attraction will also depend on

the particular termination condition of the algorithm.

In the following examples, we will suppose to end the

execution as soon as a stagnation condition is detected,

i.e., when no improvements are found after a maximum

number of steps. In what follows we are following the

definitions expressed by Roli[2], and we are applying

our analysis to deterministic systems, before extending

it to stochastic systems.

Definition Given a deterministic algorithm A, the

basin of attraction B(A|s) of a point s, is defined as

the set of states that, taken as initial states, give origin

to trajectories that include point s.

Let S∗ be the set of global optima: for each

s ∈ S∗ there exist a basin of attraction, and their

union I∗ =
⋃

i∈S∗ B(A|i) contains the states that,

taken as a starting solution, would have the search

provide a certified global optimum. Hence, if we

use a randomly chosen state as a starting solution,
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Fig. 1. Computational time: comparison between SD+QP and MINLP
approaches over ORLib Instances.

the ratio |I∗|/|S| would measure the probability

to find an optimal solution. As a generalization, we

are defining a probabilistic basin of attraction as follows:

Definition Given a stochastic algorithm A, the basin

of attraction B(A|s; p∗) of a point s, is defined as the

set of states that, taken as initial states, give origin

to trajectories that include point s with probability

p ≥ p∗. Accordingly, the union of the BOA of global

optima is defined as I∗(p) =
⋃

i∈S∗ B(A|i; p). It is

clear that that B(A|s) is a special case for B(A|s; p∗),
hence in what follows we are using B(s; p∗) instead of

B(A|s; p∗), without loss of generalization. When p∗ = 1
we want to find solutions belonging to trajectories that

ends in s. Notice that B(s; p1) ⊆ B(s; p2) when p1 > p2.

The effectiveness of a meta-heuristic A is dramatically

influenced by the topology and structure of the search

landscape, and since the aim is to reach an optimal

solution, the need of an analysis of BOA features arises.

Please notice that our definition of basins of attrac-

tion enables both a complete/analytical study —when

probabilities can be deducted from the search strategy

features— and a statistical/empirical analysis (e.g., by

sampling).

VI. SEARCH SPACE ANALYSIS FOR PORTFOLIO

SELECTION PROBLEM

When solving an optimisation problem, a sound mod-

elling and development phase should be based on the

separation between the model and the algorithm: this

stems from constraint programming, and several tools

foster this approach (i.e., Comet[17]). In this way, it

is possible to draw information about the structure of

the optimisation problem, and this knowledge can be

used, for instance, for the choice of the algorithm to

be used. Up to the author’s knowledge, literature about

portfolio selection by meta-heuristics has hardly dealt

with this aspect, though some attempts have been made

to study the problem structure. For instance, Maringer

and Winker [23] draw some conclusion about the ob-

jective function landscape by using a memetic algorithm

which embeds, in turn, Simulated Annealing (SA)[19]

and Threshold Acceptance (TA)[11]. They compare the

use of SA and TA inside the memetic algorithm dealing

with different objective functions: Value-at-Risk(Var)

and Expected Shortfall (ES)[8]. Their results indicates

that TA is suitable when using VaR, while SA performs

best when using ES. An analysis of the search space is

made to understand this phenomenon.

6
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Other works compare different algorithms on the same

instance to understand which algorithm perform best,

and in what portion of the frontier. Amongst them,

Crama and Schyns[6] introduce three different Simulated

Annealing strategies, showing that there is no clear

dominance among them. Armañanzas and Lozano [1]

introduces Ant Colony Optimisation (ACO)[10], refining

solutions with a greedy search, comparing results with

Simulated Annealing and Iterative Improvement, and

showing that ACO and SA performances greatly depends

on the expected return (see Sec. II). A common way of

tackling this analysis is to run the different algorithms,

and then to pool the obtained solutions. After this phase,

the dominated solutions are deleted and it is possible to

understand which algorithm performs best w.r.t. a given

part of the frontier [5], [13].

The main shortcoming of these approaches is that

they identify which algorithm performs well in a given

portion of the frontier, without explaining the motivation

beneath this behaviour. Hence, an additional effort has

to be made to understand the model and how it can

affect the algorithm performance. In this section, we

are aimed in comparing different formulations for the

PSP and in understanding how the structure of the

problem affects the algorithm’s performances through

Search Space Analysis.

When using a meta-heuristic, search space analysis

represents an effective tool to assess the algorithm per-

formances and the instance hardness. In what follows

we are discussing results obtained over real instances

and over hard-handmade instances in order to outline the

connections between search space analysis and algorithm

performances.

Analysis for Real Instances: We define five equally

distributed re values, referred to as Ri (i = 1 . . . 5) and

we analyse the search space corresponding to each ri
over the five ORlib instances in order to assess the local

minima distribution, that is an indicator of the search

space ruggedness. This concept is important since it has

been shown that there exists a negative correlation be-

tween ruggedness and meta-heuristic performances[18].

We have implemented and run a deterministic version

of SD (referred to as SDdet) to estimate the number

of minima of an instance of the problem discussed in

Sec. IV, which combines continuous variables x with

integer variables z. As for the constraints, we have set

both a minimum (kmin) or a maximum (kmax) bound on

cardinality in order to understand the differences arising

when using a maximum or strict cardinality constraint.

As for determining the initial states, we have resorted
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Fig. 2. Instance 4: BOA analysis. kmin = 1, kmax = 10, R =
0.00375.

either to complete enumeration (if the instance at hand

is small) or to uniform sampling.

Results are shown in table V, where we report the

number of the different local minima found by 30 runs

of SDdet. Dashed entries mean that no feasible solution

exists.

Results indicate that instances at hand show a small

number of local minima and only one global minimum.

This clearly indicates a situation in which the search

landscape is rather smooth, and explains why different

strategies such TS and FD/SD lead to similar opti-

mization results: since local optimum are few and far

between, there is no need of using complex strategies or

escape mechanisms, since the probability of meeting a

trajectory leading to one of the optima are quite high.

We recall that those values have been found by using a

deterministic version of SD, and their inverse represents

an upper bound on the probability to reach the certified

optimum when using the stochastic SD and TS defined

in section IV-A.

We conclude that when using our formulation, global

minima have a quite large BOA. This can be seen in

Fig. 2, in which segments length corresponds to rBOA

(i.e., ratio between size of BOA(s) and search space size)

and their y-value corresponds to the minimum found:

global minima rBOA ranges from 30% to 60%.

In the next paragraph we will show that the same

problem, modeled in a different way, leads to different

basin of attractions.

Monolithic Search Basin of Attraction: In the pre-

vious paragraph we have shown that, when using our

problem formulation, the BOAs of local optima are

quite big, making the search landscape smooth and the

problem easy to be tackled by our hybrid solver. BOAs

depend on the search strategy used and on the problem

7
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TABLE V
INSTANCE 4, NUMBER OF MINIMA FOUND.

kmin, kmax R1 = 0.00912 R2 = 0.00738 R3 = 0.00556 R4 = 0.00375 R5 = 0.00193
1,3 1 1 1 1 1
1,6 1 1 1 5 1
1,10 1 1 1 1 3
3,3 1 1 3 5 3
6,6 – 1 1 2 1

10,10 – 1 1 3 2

formulation, and this can be shown by running a different

strategy, i.e., a monolithic one, on the same problem

instances. We have used a SD based on a variant of

Threshold Accepting [12], in which only a variable class

is considered, i.e., w variables corresponding to actual

asset weights. The desired outcome of this problem is

the same as the previously introduced one, but they

are represented in a different way. In the following we

explain the main features of this meta-heuristic approach:

• Search Space The master-slave decomposition is

not used anymore, and a state is represented by

a sequence W = w1 . . . wn such that wb corre-

sponds to the relative amount invested in asset b.
Furthermore, the portfolio has to be feasible w.r.t.

cardinality, budget, floor and ceiling constraints.

• Neighborhood relations A given amount (step) is

transferred from asset a to another b, no matter if b
is already in the portfolio or not. If this leads one

asset value to be smaller than ǫi, its value is set to

ǫi. If the move consists in decreasing the value of

an asset being set to ǫi, its value is set to 0.

• Initial solution The initial solution has to be fea-

sible w.r.t. cardinality, budget, floor and ceiling

constraints and is always created from scratch.

• Cost Function As for the cost function we are using

a penalty approach, hence it is given by adding the

degree of constraints violations to the portfolio risk.

• Local Search Strategies SD that explores the space

of w variables.

Results about BOAs analysis for this approach are shown

in figure 3. Even from visual inspection only, it turns out

that the number of local minima is dramatically higher

than the one corresponding to the master-slave approach;

furthermore basin of attraction are tiny, and the certified

optimum has not been found.

Analysis for artificial instances: In the previous

paragraph we have shown that, for the PSP we are solv-

ing, instances at hand are easy to solve, since our master-

slave decomposition leads to search spaces with a small
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(a) Instance 4: kmin = 1, kmax = 10, R = 0.00375
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(b) Instance 4: kmin = 1, kmax = 6, R = 0.00193

Fig. 3. Two ORlib instances: Monolithic BOA analysis with different
constraints.

number of local optima with huge BOAs. Hence, there

is no need for complex approaches and escape mech-

anisms, and this explains why simple meta-heuristics

performances are comparable with more sophisticated

one such TS. Furthermore, preliminary analysis have

8
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(6)

suggested us that this is a common feature in financial

market related instances: this could be considered as

a good point for practitioners, but makes impossible

to test the robustness of our approach, in which we

have developed TS+QP in order to tackle more difficult

instances. Hence, we have designed an artificial hand-

made instance featuring a huge number of minima with

tiny BOAs, containing an even number n of assets i, in

which ri = 1∀i and whose covariance matrix is depicted

here above.

It is easy to see that for every re the best portfolio

contains the first two assets only, but also that portfolios

consisting of assets i (odd) and i + 1 only are local

optima, since all their neighbors feature higher risk.

It can be shown show that it is necessary to visit

a portfolio s having z1 = 1 or z2 = 1 to reach the

global optimum s∗. Furthermore, portfolios containing

an odd asset i (i > 1) whose zi = 1 and zi+1 = 1 will

never entry in a trajectory in which this couple would be

removed. Hence, B(s∗) contains all portfolios featuring

z1 = 1 or z2 = 1, and in which there is no i odd and > 1
such that zi = 1 and zi+1 = 1. In this case, rBOA(s∗)

is inversely proportional to n.

By running our master-slave approach over this in-

stance (ǫi = 0.01 and δi = 1 for i = 1 . . . n) we have

remarked that TS+QP easily find a solution comparable

to that provided by CPLEX, while SD and FD perfor-

mances are greatly affected by the starting solution (and

anyhow much poorer than TS+QP).

It has to be noticed that such an instance could be

hardly found over real markets, even its presence is not

forbidden by structural properties, but when tackling it

the need of larger neighborhoods arises. Anyhow, no

matter the neighborhood size, it is always possible to

devise artificial instances whose minima are composed

by subsets that have to be moved jointly.

From the Search Space Analysis conducted in this

section, we may conclude that different formulations

(hybrid vs continuous only) lead to different Basin of

Attraction analysis on the instances at hand. This turns

into different algorithm behaviours. The formulation that

leads to a smooth search landscape (hybrid) can be tack-

led by algorithms with weak diversification capabilities

(i.e., SD in the proposed hybrid formulation), whilst

these algorithms are to be replaced by more sophisticated

ones when the search landscape becomes rugged (see

the behaviour of SD in the monolithic version). The

artificial instance places itself in the middle of these

phenomena, as it provides room for the use of more

complex strategies (i.e., TS) in the hybrid case, due to the

neighbor moves used which make the search to get stuck

in the first local optimum found, but when embedded in

the continuous only formulation doesn’t provide different

performances from the real instances.

VII. CONCLUSION

In this work we have used a meta-heuristic approach

to study the impact of different formulations on the

Portfolio Selection algorithm’s behaviour, and we have

devised a methodology to understand the root of the

different behaviours (search space analysis through BOA

analysis). To this aim we have compared an approach

based on a master-slave decomposition with a monolithic

approach. Results have shown that the search space

9
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defined by the monolithic approach is quite rugged and

need an algorithm featuring an escape mechanism to be

solved efficiently, whilst the hybrid approach leads to a

smoother search landscape to be explored efficiently also

by simpler algorithms such SD.
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Fast Solvers for Nonsmooth Optimization Problems
in Phase Separation
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Abstract—The phase separation processes are typically mod-
eled by well known Cahn-Hilliard equation with obstacle po-
tential. Solving these equations correspond to a nonsmooth and
nonlinear optimization problem. Recently a globally convergent
Newton Schur method was proposed for the non-linear Schur
complement corresponding to this 2× 2 non-linear system. The
proposed method is similar to an inexact active set method in the
sense that the active sets are first identified by solving a quadratic
obstacle problem corresponding to the (1, 1) block of the 2× 2
system, and later solving a reduced linear system by annihilating
the rows and columns corresponding to identified active sets. For
solving the quadratic obstacle problem, various optimal multigrid
like methods have been proposed. However solving the reduced
system remains a major bottleneck. In this paper, we explore
an effective preconditioner for the reduced linear system that
allows solving large scale optimization problem corresponding to
Cahn-Hilliard and to possibly similar models.

I. INTRODUCTION

THE Cahn-Hilliard equation was first proposed in 1958
by Cahn and Hilliard [1] to study the phase separation

process in a binary alloy. Here the term phase stands for the
concentration of different components in the alloy. It has been
empirically observed that the concentration changes from a
possibly mixed state to a distinct spatially separated two phase
state when the alloy under preparation is subjected to a rapid
cooling at a certain critical temperature. This rapid reduction
in the temperature the so-called deep quench limit has been
found to be modeled efficiently by obstacle potential proposed
by Oono and Puri [2] in 1987; also see Blowey and Elliot [3, p.
237, (1.14)]. The phase separation has been noted to be highly
non-linear (point nonlinearity to be precise), and the obstacle
potential emulates the nonlinearity and non-smoothness that is
empirically observed. Dealing with the non-smoothness and
designing robust iterative procedure has been the subject of
much active research in last decades. Assuming semi-implicit
time discretizations [4] to alleviate the time step restrictions,
most of the proposed methods essentially differ in the way
the nonlinearity and non-smoothness are handled. Two of the
main approaches for such problems are: regularization around
the non-smooth region [5] or an active set approach [6] i.e.,
identify the active sets and solve a reduced problem which is
linear, [6] unlike [5] also ensures global convergence of the
Newton method by using proper damping parameter. The non-
linear problem corresponding to Cahn-Hilliard problem with

Funded by EC math and Matheon

obstacle potential could be written as a non-linear system in
block 2× 2 matrix form as follows:(

F BT

B −C

)(
u∗

w∗

)
∋
(
f
g

)
, u∗, w∗ ∈ Rn (1)

where u∗, w∗ are unknowns, F = A+∂IK, where IK denotes
the indicator functional of the admissible set K. The matrices
A,C are essentially Laplacian with A augmented by a non-
local term (a rank one term) reflecting mass conservation.
By nonlinear Gaussian elimination of the u∗ variables, the
system above could be reduced to a nonlinear Schur com-
plement system in w∗ variables [6], where the nonlinear
Schur complement is given by −(C + BF−1BT ). In [6],
a globally convergent Newton method is proposed for this
nonlinear Schur complement system which is later interpreted
as a preconditioned Uzawa iteration. Note that F (x) is a set
valued mapping due to the presence of set-valued operator
∂IK; to solve the inclusion F (x) ∋ y, or equivalently,
x ∈ F−1y corresponding to the quadratic obstacle problem,
many methods have been proposed: projected block Gauss-
Seidel [7], monotone multigrid method [8], [9], [10], truncated
monotone multigrid [11], and recently introduced truncated
Newton multigrid [11]. See the excellent review article [11]
that compares all these methods. Solving the quadratic ob-
stacle problem corresponds to identifying the active sets. By
annihilating the corresponding rows and columns that belong
to the identified active sets, we obtain a reduced linear system
as follows:(

Â B̂T

B̂ −C

)(
û
ŵ

)
=

(
f̂
ĝ

)
, û, ŵ ∈ Rn (2)

The overall nonlinear iteration is performed in the sense of
inexact Uzawa, and the preconditioners are updated with next
available active sets.

In this paper our goal is to design effective preconditioner
for (2). In particular we consider the Schur complement
preconditioner proposed in [5] and adapt it to our linear
system. Our linear system differs from [5]; we have to deal
with nontrivial kernels at (1,1) and (2,2) block. We study
the effectiveness of the preconditioner for various active set
configurations that allow solving large scale nonsmooth op-
timization problem corresponding to similar model problems
when similar nonsmooth Newton Schur method is used.

The rest of this paper is organized as follows. In Section III,
we describe the Cahn-Hilliard model with obstacle potential,
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we discuss the time and space discretizations and variational
formulations. In Section IV, we discuss briefly the solver for
Cahn-Hilliard with obstacle problem. In particular, we briefly
discuss the recent Nonsmooth Newton Schur method, and the
truncated monotone multigrid for the obstacle problem; we
describe how the linear system appears. The preconditioners
for the reduced linear systems are discussed in Section IV-E.
Finally in Section V, we show numerical experiments with the
proposed preconditioner.

II. NOTATION

Let SPD and SPSD denote symmetric positive definite and
symmetric positive semi-definite respectively. Let |x| denote
the absolute value of x, whereas, for a set K, |K| denotes the
number of elements in K. Let Id ∈ Rn×n denote the identity
matrix. For a vector u let u(i) denote the ith entry of vector
u. Similarly for a matrix we use the notation K(i, j) to denote
the (i, j)th entry of K. For any matrix K, K+ shall denote a
pseudoinverse of K.

III. CAHN-HILLIARD PROBLEM WITH OBSTACLE
POTENTIAL

A. The Model

The Cahn-Hilliard equation in PDE form with inequality
constraints reads:

∂tu = ∆w, (3)

w = −ǫ∆u+ ψ
′
0(u) + µ, (4)

µ ∈ ∂β[−1,1](u), (5)
|u| ≤ 1, (6)
∂u

∂n
=
∂w

∂n
= 0 on∂Ω, (7)

where ∂β[−1,1](u) is the subdifferential of β[−1,1](u) :=∫
Ω
I[−1,1](u). The obstacle potential ψ is given as follows:

ψ(u) = ψ0(u) + I[−1,1](u), where ψ0(u) =
1

2
(1− u2). (8)

Here the indicator function I[−1,1](u) is defined as follows:

I[−1,1] =

{
0, if u(i) ∈ [−1, 1],

∞, otherwise.
(9)

The subscript [−1, 1] correspond to the fact that u is allowed
to take values only between −1 and +1, which we sometimes
refer to as upper and lower obstacles respectively.

In (3)-(7) the unknowns u and w are called order parameter
and chemical potential respectively. For a given ǫ > 0, final
time T > 0 and initial condition u0 ∈ K where

K = {v ∈ H1(Ω) : |v| ≤ 1}, (10)

the equivalent initial value problem for Cahn-Hilliard equation
with obstacle potential interpreted as variational inequality
reads: 〈

du

dt
, v

〉
+ (∇w,∇v) = 0, ∀v ∈ H1(Ω), (11)

ǫ(∇u,∇(v − u))− (u, v − u) ≥ (w, v − u), ∀v ∈ K, (12)

where we use the notation 〈·, ·〉 to denote the duality pairing of
H1(Ω) and H1(Ω)

′
. Note that we used the fact that ψ

′
0(u) =

−u in the second term on the left of inequality (12) above.
The existence and uniqueness of the solution of (11), (12)
above has been established in Blowey and Elliot [3]. We next
consider an appropriate discretization in time and space for
the model.

B. Time and Space Discretizations

We consider a fixed non-adaptive grid in time (0, T ) and
in space Ω = (0, 1)× (0, 1). The time step τ = T/N is kept
uniform, N being the number of time steps. We consider the
semi-implicit Euler discretization in time and finite element
discretization as in Barrett et. al. [7] with triangulation Th
with the following spaces:

Sh = {v ∈ C(Ω) : v|T is linear∀T ∈ Th}, (13)

Ph = {v ∈ L2(Ω) : vT is constant∀T ∈ T ∈ Th}, (14)
Kh = {v ∈ Ph : |vT | ≤ 1 ∀T ∈ Th} = K ∩ Sh ⊂ K, (15)

which leads to the following discrete Cahn-Hilliard problem
with obstacle potential:
Find ukh ∈ Kh, w

k
h ∈ Sh such that

〈ukh, vh〉+ τ(∇wk
h,∇vh) = 〈uk−1

h , vh〉, ∀vh ∈ Sh, (16)

ǫ(∇ukh,∇(vh − ukh))− 〈wk
h, vh − ukh〉 ≥ 〈uk−1

h , vh − ukh〉,
(17)

∀vh ∈ Kh.

holds for each k = 1, . . . , N. The initial solution u0h ∈
Kh is taken to be the discrete L2 projection 〈u0h, vh〉 =
(u0, vh), ∀vh ∈ Sh. Existence and uniqueness of the dis-
crete Cahn-Hilliard equations has been established in [4].
The discrete Cahn-Hilliard equation is equivalent to the set
valued saddle point block 2 × 2 nonlinear system (1) with
F = A+ ∂IKh

and

A = ǫ(〈λp, 1〉〈λp, 1〉+ (∇λp,∇λq))p,q∈Nh
, (18)

B = −(〈λp, λq〉)p,q∈Nh
, C = τ((∇λp,∇λq))p,q∈Nh

. (19)

where Nh stands for the set of vertices in Th, and λp, p ∈ Nh

denote the standard nodal basis. We write the above in more
compact notation as follows

A = ǫ(K +mmT ), B = −M, C = τK, (20)

where K and M are stiffness and mass matrices respectively.

IV. ITERATIVE SOLVER FOR CAHN-HILLIARD WITH
OBSTACLE POTENTIAL

In [6], a nonsmooth Newton Schur method is proposed
which is also interpreted as a preconditioned Uzawa iteration.
For a given time step k, the Uzawa iteration reads:

ui,k = F−1(fk −BTwi,k), (21)

wi+1,k = wi,k + ρi,kŜ−1
i,k (Bu

i,k − Cwi,k − gk) (22)
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for the saddle point problem (1). Here i denotes the ith

Uzawa step and k denotes the kth time step. Here fk and
gk are defined in (16) and (17). The time loop starts with
an initial value for w0,0 which is taken arbitrary, and with
the initial value u0,0. The Uzawa iteration requires three main
computations that we describe below.

A. Computing ui,k

The first step (21) corresponds to a quadratic obstacle
problem:

ui,k = arg min
v∈K

(
1

2
〈Av, v〉 − 〈fk −BTwi,k, v〉

)
. (23)

As mentioned in the introduction, this problem has been
extensively studied during last decades [7], [8], [9], [11].

B. Computing Ŝ−1
i,k (Bu

i,k − Cwi,k − gk)

The descent direction di,k+1 = Ŝ−1
i,k (Bu

i,k −Cwi,k − g) in
(22) is obtained as a solution of the following reduced linear
block 2× 2 system:

(
Â B̂T

B̂ −C

)(
ũi,k

di,k

)
=

(
0

g + Cwi,k −Bui,k

)
, (24)

where

Â = TAT + T̂ , B̂ = TB. (25)

Here T and T̂ are defined as follows:

T = diag
(
0, if ui,k(j) ∈ {−1, 1}

1, otherwise

)
, j = 1, . . . , |Nh|, (26)

T̂ = Id− T, Id ∈ R|Nh|×|Nh|, (27)

where ui,k(j) is the jth component of ui,k. In other words, Â
is the matrix obtained from A by replacing the ith row and the
ith column by the unit vector ei corresponding to the active
sets identified by diagonal entries of T. Similarly, B̂ is the
matrix obtained from B by annihilating columns, and B̂T is
the matrix obtained from BT by annihilating rows.

C. Computing Step Length ρi,k

The step length ρi,k is computed using a bisection method.
We refer the reader to [12, p. 88].

D. Algebraic Monotone Multigrid for Obstacle Problem

To solve the quadratic obstacle problem (21), we use the
truncated monotone multigrid method proposed in [8]. How-
ever, here we use algebraic coarsening [13] that we describe
briefly.

1) Aggregation Based Coarsening: We first discuss the
coarsening for two-grid, the multilevel interpolations are ap-
plied recursively. In classical two-grid, a set of coarse grid
unknowns is selected and the matrix entries are used to build
interpolation rules that define the prolongation matrix P, and
the coarse grid matrix Ac is computed from the following
Galerkin formula

Ac = PTAP. (28)

In contrast to the classical two-grid approach, in aggregation
based multigrid, first a set of aggregates Gi is defined. Let
|Nh,c| be the total number of such aggregates, then the
interpolation matrix P is defined as follows

Pij =

{
1, if i ∈ Gj ,
0, otherwise,

Here, 1 ≤ i ≤ |Nh|, 1 ≤ j ≤ |Nh,c|. Further, we assume that
the aggregates Gi are such that

Gi

⋂
Gj = φ, for i 6= j and

⋃

i

Gi = {i ∈ N : 1 ≤ i ≤ |Nh|}.

(29)
The matrix P defined above is a |Nh| × |Nc,h| matrix, but
since it has only one non-zero entry (which are “one”) per
row, the matrix is compactly represented by a single array of
length Nh,c storing the location of the non-zero entry on each
row. The coarse grid matrix Ac may be computed as follows

(Ac)(i, j) =
∑

k∈Gi

∑

l∈Gj

A(k, l),

where 1 ≤ i, j ≤ |Nh,c|, and A(k, l) is the (k, l)th entry of
A.

Numerous aggregation schemes have been proposed in the
literature, but in this paper we consider the standard aggre-
gation based on strength of connection [14, Appendix A, p.
413] where one first defines a set of nodes Si to which i is
strongly negatively coupled, using the Strong/Weak coupling
threshold β:

Si = { j 6= i | A(i, j) < −β max|A(i, k)| }.

Then an unmarked node i is chosen such that priority is given
to a node with minimal Mi, here Mi being the number of
unmarked nodes that are strongly negatively coupled to i. For
a complete algorithm of aggregation, the reader is referred to
Notay [13], [15].

E. Preconditioner for Reduced Linear System

In Bosch et. al. [5], a preconditioner is proposed in the
framework of semi-smooth Newton method combined with
Moreau-Yosida regularization for the same problem. However,
the preconditioner was constructed for a linear system which
is different from the one we consider in (24). For convenience
of notation, we rewrite the system matrix in (24) as follows

Ax = b, (30)

where scripted A above is

A =

(
Â B̂T

B̂ −C

)
, x =

(
x1
x2

)
, b =

(
b1
b2

)
, (31)

where

x1 = ũi,k, x2 = di,k, b1 = 0, b2 = g + Cwi,k −Bui,k.
(32)
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The preconditioner proposed in [5] has the following block
lower triangular form

B =

(
Â 0

B̂ −S

)
, (33)

where S = C+ B̂Â−1B̂T is the Schur complement. Note that
such preconditioners are also called inexact or preconditioned
Uzawa preconditioners for the linear saddle point problems.
By block 2× 2 inversion formula we have

B−1 =

(
Â 0

B̂ −S

)−1

=

(
Â−1 0

S−1B̂T Â−1 −S−1

)
. (34)

Let Ŝ be an approximation of Schur complement S in B,
then the new preconditioner B̂ and the corresponding precon-
ditioned operator ˆB−1A are given as follows

B̂ =

(
Â 0

B̂ −Ŝ

)
, B̂−1A =

(
I Â−1B̂T

0 Ŝ−1S

)
. (35)

Using (35) above, we can note the following trivial result.
Theorem 4.1: Let B defined in (35) be a preconditioner

for A defined in (31), then there are |Nh| eigenvalues of
B−1A equal to one, and the rest are the eigenvalues of the
preconditioned Schur complement Ŝ−1S.

Remark 4.1: When using GMRES [16], right precondition-
ing is preferred. Similar result as for the left preconditioner
above Theorem 4.1 holds.
The preconditioned system B−1Ax = B−1b is given as
follows

(
I Â−1B̂T

0 Ŝ−1S

)(
x1
x2

)
=

(
Â−1 0

S−1B̂T Â−1 −S−1

)(
b1
b2

)

(36)

from which we obtain the following set of equations

x1 + Â−1B̂Tx2 = Â−1b1, (37)

Ŝ−1Sx2 = S−1(B̂T Â−1b1 − b2). (38)

Algorithm 4.1: Objective: Solve B−1Ax = B−1b

1) Solve for x2 : Ŝ−1Sx2 = Ŝ−1(B̂T Â−1b1 − b2)
2) Set x1 = Â−1(b1 − B̂Tx2)

Here if Krylov subspace method is used to solve for x2, then
matrix vector product with S and a solve with Ŝ is needed.
However, when the problem size i.e. |Nh| is large, it won’t
be feasible to do exact solve with Â, and we need to solve it
inexactly, for example, using algebraic multigrid methods. In
the later case, the decoupling of x1 and x2 as in Algorithm 4.1
is not possible, and we shall need matrix vector product with
A (31) and a solve (forward sweep) with B̂. We discuss at the
end of this subsection on how to take advantage of the special
structure of Â in both cases of exact and inexact solves.

As a preconditioner S̃ of S, we choose the preconditioner
first proposed in [5]. The preconditioner is given as follows:

S̃ = S1Â
−1S2 = −(B̂ − τ1/2K)Â−1(B̂T − τ1/2Â), (39)

where K is the stiffness matrix from (19). We observe that the
preconditioned Schur complement S̃−1S is not symmetric, in

particular, not symmetric w.r.t. 〈·, ·〉S or w.r.t. 〈·, ·〉S̃ which is
a sufficient condition for the convergence of preconditioned
conjugate gradient method [16, p. 262]. Hence we shall
use GMRES in Saad [16, p. 269] that allows nonsymmetric
preconditioners.

1) Exact and Inexact Solve with Â: In step 1 of Algorithm
4.1, we need to solve with Â when constructing right hand
side, and also in step 2. Let P be a permutation matrix, then
solving a system of the form Âh = g is equivalent to solving
PT Âh = PT g as PT is nonsingular. With a change of variable
Py := h, we then solve for y in

PT ÂPy = Pg, (40)

and we set h = Py to obtain the desired solution. By choosing
P that renumbers the nodes corresponding to the coincidence
set, we obtain

PT ÂP =

(
I

RTPT ÂPR

)
, (41)

where R is the restriction operator defined as follows

RTPT ÂPR = Â ↾Nh\N•
h
, (42)

where

N •
h = {i : T (i, i) = 0} (43)

is nothing but set of active nodes. Here R is explicitly given
as follows:

R =






0 0 . . . 0
... . . . . . . 0
0 0 . . . 0







1 0 . . . 0
0 1 . . . 0
...

. . . . . . 0
0 0 . . . 1







, R ∈ R|Nh|×|Nh\N•
h | (44)

Let K̂ = TKT, we have

RTPTDPR = RTPT ÂPR

= RTPT ǫ(K̂ + m̂m̂T )PR

= ǫ(RTPT K̂PR+RTPT m̂m̂TPR),

where

RTPT K̂PR = (PTKP )|Nh\N•
h
, K̂ = TKT, m̂ = Tm,

(45)

where m is the rank-one term defined in (20). For convenience
of notation, we write

RTPT ÂPR = ǫ(K̃ + z̃z̃T ), (46)

where K̃ = RTPT K̂PR and z̃ = RTPT ẑ. In the new
notation, we have

PT ÂP =

(
I

ǫ(K̃ + z̃z̃T )

)
. (47)
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Thus (40) now reads
(
I

ǫ(K̃ + z̃z̃T )

)(
y1
y2

)
= Pg =:

(
g1
g2

)
, (48)

which reduces to two-set of equations

y1 = g1, (49)

ǫ(K̃ + z̃z̃T )y2 = g2. (50)

To solve the latter, we use the Sherman-Woodbury formula

(K̃ + m̃m̃T )+ = K̃+ − K̃+m̃m̃T K̃+

1 + m̃T K̃+m̃
. (51)

The AMG discussed before is used to pseudo-invert K̃, and
we thus avoid constructing the dense matrix which would be
the case when rank one term is explicitely added.

V. NUMERICAL EXPERIMENTS

All the experiments were performed in double precision
arithmetic in MATLAB. The Krylov solver used was GMRES
with subspace dimension of 200, and maximum number of
iterations allowed was 300. The iteration was stopped as soon
as the relative residual was below the tolerance of 10−7.

We consider two samples of active set configurations that
occur when a square region evolves as shown in figures 1
and 2. The region between the two squares and the circles
is the interface between two bulk phases taking values +1
and -1; initially we chose random values between -0.3 and
0.5 in the interface region. The width of the interface is kept
to be 10 times the chosen mesh size. The time step τ is
chosen to be equal to ǫ. We compare various mesh sizes
leading to number of grid points upto just above 1 million,
and compare various values of epsilon for each mesh sizes.
We observe that the number of iterations remain independent
of the mesh size, however it depends on ǫ. But we observe that
for a fixed epsilon, with finer mesh, the number of iterations
actually decrease significantly. For example the number of
iterations for h = 2−7, ǫ = 10−6 is 84 but the number
of iterations for h = 2−10, ǫ = 10−6 is 38, a reduction
of 46 iterations! It seems that finer mesh size makes the
preconditioner more efficient. We also observe that the time to
solve is proportional to number of iterations; the inexact solve
for the (1,1) block remains optimal because the (1,1) block is
essentially Laplacian for which AMG remains very efficient.

VI. CONCLUSION

For the solution of large scale optimization problem cor-
responding to Cahn-Hilliard problem with obstacle problem,
we proposed an efficient preconditioning strategy that requires
two elliptic solves. In our initial experiments upto over million
unknowns, the preconditioner remains mesh independent. Al-
though, for coarser mesh, there seems to be strong dependence
on epsilon, but as the mesh becomes finer, we observe a
significant reduction in iteration count, thus making the pre-
conditioner effective and useful on finer meshes. It is likely
that the iteration count continues to decrease on finer meshes.

Fig. 1. Square

Fig. 2. Circle

TABLE I
COMPARE ITERATIONS COUNT FOR VARIOUS ǫ AND h

square circle
h ǫ its time its time

2−7 e-2 6 1.40 6 1.37
e-3 8 2.00 9 2.16
e-4 20 4.50 22 4.76
e-5 41 9.23 45 10.14
e-6 77 17.83 83 22.02

2−8 e-2 6 6.22 6 4.61
e-3 5 4.88 5 5.12
e-4 13 10.56 15 11.91
e-5 31 24.39 35 27.31
e-6 60 50.44 67 54.09

2−9 e-2 5 18.13 6 18.50
e-3 5 16.57 5 18.92
e-4 8 28.21 9 32.09
e-5 22 72.59 25 80.03
e-6 47 166.46 52 180.58

2−10 e-2 5 81.86 6 89.16
e-3 5 81.69 5 85.23
e-4 5 98.62 5 97.76
e-5 14 218.52 15 254.48
e-6 34 527.49 38 612.41
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Abstract—The main charter of this work is the organism 

Physarum polycephalum, in particular plasmodium, Physarum's 

vegetative phase. During this latter form, the organism is more 

active and moves searching for food. Plasmodium behaves like a 

giant amoeba, and more interestingly, its way of foraging can be 

interpreted as a computation. By comparing the reaction of this 

organism with attractors and repellents, knowing its capability 

of solving computational problems with natural parallelism, we 

dedicated the present work to study the behavior of Physarum 

polycephalum slime mold under different conditions. 

I. INTRODUCTION 

 

HYSARUM polycephalum's behavior [1] has been the 

object of different studies belonging to different research 

fields, from biology to unconventional computing and from 

experimental to theoretical science. Thus, considering the 

sentence just mentioned, the question coming out is ''Why 

does Physarum attract so many different scientists?'' 

It belongs to one of the predominant groups in the world of 

eukaryotes: Amoebozoa [2] a family hundreds millions of 

years old. Although they are probably one of the first forms 

of life on Earth, few are data about them because of the 

evolutionary variation happened across the years to this 

group. In this field, most of the interest of scientists is 

focused on slime molds [3]. Physarum polycephalum, in 

particular, can be considered as a reaction-diffusion medium 

enwrapped in a growing membrane. Moreover, the 

plasmodium of Physarum is simple enough to be modeled 

and implemented in unconventional computing algorithms as 

a non-linear media. However, on the other hand, it is a robust 

organism, reach of challenging features allowing many 

different computational studies [4].    

 

In [5] Physarum  has been compared to a labelled transition 

system whose behavior has been modeled by a rough set 

models, implemented in a specific language and properly 

developed to describe Physarum polycephalum’s response to 

                                                           
 This work has been financially supported by: European project FP7-

ICT-2011-8 "PhyChip-Physarum Chip: Growing Computers from Slime 

Mould" Grant Agreement n.316366. 

spatial configuration of stimuli [6]. Additionally, its foraging 

behavior has been related to computation [4], in fact, 

attracting/repelling sources are able to induce in it excitation 

waves, affecting its motion. Thus, because of the parallel 

processing of inputs and outputs, it can be seen also as a 

massive-parallel amorphous computer, taking data from food 

sources in the space around and giving, as a result, the 

protoplasmic network created by its own body [7]. A recent 

example of Physarum’s capability of designing optimized 

networks, allows the retracing of Canadian Highway 

Networks [8]. Additionally it has been developed an 

algorithm [9] able to find the shortest path, as slime mold 

naturally does. Among all these feature, its behavior can be 

resumed as: capability of optimizing shortest path [10], 

calculation of proximity and planar graphs [11], calculation 

of basic logical operation [12], motion control [13], self-

adaptation [14], and self-reparation [15]. 

This paper shows experiments done to study the behavior of 

this organism under different conditions and stimuli. In 

particular, we analyzed not only spatial distribution of 

attractants/repellents, but also the effect of external elements 

inserted and transported by Physarum polycephalum. 

Therefore, considering the obtained results, we can say that 

it should be possible to program this transition system [5] to 

realize deterministic adaptive networks and spatial 

distribution of nanoscale and microscale materials. 

Choosing, among transported materials, those able to change 

electrical, optical and, magnetic properties of the system it 

should be possible to enable information sensing and 

processing. The work is organized as follows: the first 

section analyzes Physarum’s behavior in presence of rose 

and geranium, while the second one is dedicated to chemical 

compounds. Then, we distributed food around the 

experimental area in a particular way, like the hours of a 

clock, in order to see how would appear Physarum‘s realized 

network. The fourth study is devoted to light, a strong 

repellent for the mold, able also to induce sclerotization, its 

dormient phase, assumed in case of not proper environment 

conditions [16]. The fifth section presents the reaction of 

Physarum to music and sounds of different frequencies. As 

was already presented in [17] there is a correlation between 
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motion of plasmodium and the music or sound frequency. 

Last section describes the experiments performed using 

Physarum as a bio-robot, able to transport microparticles 

whithin its own body, as in [18]. In particular, we worked 

with polystyrene and MnCO3 microparticles. 

The results here reported can be useful for unconventional 

computing and bio-computing application devices. In such 

field, Physarum polycephalum’s networks become the 

scaffolds of hybrid circuits at the micro and nano-scale. For 

the development of self-growing computational systems, we 

must consider and study the slime mold as a medium capable 

of integrating and redistributing foreign particles. Therefore, 

Physarum polycephalum acts as a programmable transport 

medium as showed in [19].  

 

. 

II. EXPERIMENTS 

Physarum polycephalum’s colony has been grown starting 
from sclerotized samples. The organism was fed with oat-

flakes and kept in a dark and humid chamber in 9 cm 

diameter Petri dishes with 1,5% Agar non nutrient gel. 

Moreover, in order to allow a proper grown and safety 

conditions for the colony itself, the organism was 

periodically replanted to fresh Agar Petri. 

 

A. Biological elements 

In wild nature Physarum polycephalum can be found in 

the underwood, near leaves, where the sun light is partially 

shielded by the trees. Therefore, it is reasonable to think that 

the mold could meet, during its motion, elements like 

flowers, leaves, grass, etc. 

 

 

Fig.  1 Optical microscope photograph of a Petri dish with 

Physarum polycephalum growing networks firstly in the 

direction of the geranium.  

 

 

In this section, we used as biological elements, geranium's 

leaves and rose-hip petals. Photographs in Fig.1 and Fig.2 

show two similar experimental set-up. Physarum 

polycephalum was in the middle of a Petri dish, with Agar 

non nutrient gel, and starting from an oat-flake. Then, we 

distributed oat flakes along the perimeter, but near two of 

them, we added respectively: geranium's leaves in the first 

case and rose-hips petals in the second. The experiments 

have been developed keeping the set-up in the dark and 

humid chamber exploited for maintaining the colony and 

taken out of just for checking. After 10 hours, Physarum 

reached the oat-flakes near the leaves or petals, as shown 

respectively in Fig. 1 and Fig. 2. Repeating each case 10 

times, we verified that mold's behavior was always the same. 

Therefore, we can conclude that both geranium and rose-hips 

work as attractors for Physarum. 

 

 
 

Fig.  2 Optical microscope photograph of a Petri dish with 

Physarum polycephalum growing networks firstly in the 
direction of rose-hip petals. 

 

 

B. Chemicals 

In this experimental section, we studied slime mold’s 
behavior in presence of two polysaccharides compounds, 

able to create a gel: pectin and chitosan. Firstly, we prepared 

the samples by dipping a circular glass, 10 mm in diameter, 

in the polysaccharide solution. The latter when drying forms 

a homogeneous gel layer on which we posed a small blob of 

Physarum. Then, the so created sample was positioned into a 

Petri dish with Agar non-nutrient gel, oat-flakes were spread 

around the glass to push Physarum growing its networks on 

the substrate and reaching them. As in the case of biological 

elements, the experimental Petri dishes were kept in the dark 

and humidity. We developed the same set-up for chitosan 

and for pectin; in both cases and for all the experiments, we 

got positive results, i.e. the mold survived creating networks 

towards the food. Fig. 3 shows one of the chitosan 

experiments performed, after one night. The mold reached 

the food surviving and forming protoplasmic tubes across the 

substrate, thus, proving the biocompatibility of chitosan for 

Physarum.  
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Fig.  3 Optical microscope photograph of a glass with chitosan 

from which the mould started its motion 

 

Fig. 4 shows an experiment performed with pectin. The 

sample has been photographed after 14 hours; Physarum 

created networks and veins of protoplasmic tubes going out 

of the glass and reaching the oat-flakes. Therefore, also 

pectin can be considered a biocompatible element for slime 

mold. 

 

 

Fig.  4 Optical microscope photograph of a glass with pectin 

from which the mold started its motion 

 

  

 

C. Clock 

We developed this series of experiment in order to 

understand if Physarum has a preferential direction, and how 

its networks will appear, considering a so particular food 

distribution. 

These are three sequential optical microscope 

photographs, see Fig. 5, of the same sample defined as clock. 

Pictures refer to three times interval, after 24, 48 and 72 

hours respectively.  

 

 

 
 

Fig.  5 Photograph of the same sample after 24h-48 and 72 

hours of Physarum growing on agar non nutrient gel with oat-

flakes distributed like hours in a clock 

 

The mold started from the middle of the Petri, placed on 

an oat-flake; then, after disposing all other oats along the 

perimeter, like clock's hours. The sample was kept in a dark 

and humid environment for the whole time, and just 

photographed at the time-break abovementioned. As it is 

visible from the first Petri (i.e. after 24 hours), Physarum 

polycephalum created 2 protoplasmic tubes in the direction 

of two neighbors oats and, than it grew at the same time in 

the two opposite directions. Fig. 6 is another photograph of 

clock experiment after 12 and 24 h. 

 

 

Fig. 6 Photograph of a sample in the clock series after 12 and 

24 hours 

 

 

 Fig. 7 is another experiment of clock, but it is different 

from previous cases. Here oat-flakes have been placed closer 

to the starting point (in the middle of the Petri) and, as it is 

clearly visible, Physarum started on three oat flakes. 
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Fig. 7 Photograph of a sample in the clock series, in this case 

mold started from three oat-flakes in the middle of the Petri. 

Other flakes have been placed closer than in other cases. 

 

What we got after all these experiments was that 

Physarum seems to have a preferential direction, on right, as 

many animals and insects [20]. However, there is still not 

statistical significance about these right decisions.    

 

 

D. Light 

In Fig. 8 we worked with light and Physarum, studying the 

repellent effect that the first has to the latter. Starting from 

the generally used Petri with Agar gel inside, we masked 

with a black tape the outer part of the Petri dish, leaving 

transparent just an area with an S shape. Therefore, we 

placed a cold light source underneath the Petri and 

developed the experiment. What stands out from Fig. 8 is 

that Physarum, from its starting point moved in the food 

direction avoiding the illuminated area of the Petri. 

 

 

Fig.  8 Photograph of a sample in which has been tested the 

repellent effect of light on Physarum polycephalum 

 

 

 

E. Music 

The Photograph of Fig. 9 presents a series of three Petri 

Dishes with the same set-up: agar non-nutrient gel, the same 

quantity of Physarum starting from the middle and 4 oats 

placed at 45 degree one with respect to the other.  

 

 

Fig.  9 Photograph of three sample in which the effect of 

Mozart’s music on the mold’s speed has been tested 

 

 

Therefore, two of these samples were placed near a sound 

source, in particular Mozart symphony; the third one was in 

a silent place. What we observed, not only in these cases, but 

in all the so developed experiments, was that the frequencies 

of Mozart’s music have a positive effect on Physarum 

polycephalum increasing its speed. Moreover, we performed 

other experiments changing kind of music, in particular hard 

rock songs (ACDC and Iron Maiden) and heavy metal 

(Carribean Corps and Marilyn Manson). It was interesting to 

verify that, in case of hard rock, there was not appreciable 

difference in the speed of Physarum samples under music 

with respect to those in a silence environment. However, 

when the mold was exposed to heavy metal, the sound 

resulted in the fact that the organism reduced substantially its 

speed, and in a 10% of cases, the whole motion was 

interrupted and it starts sclerotizing. For this study, we 

repeated each experiment ten times placing in parallel a 

sample under music and another under silence, thus keeping 

the same surrounding conditions. 

 

 

F. Microparticles 

We loaded Physarum polycephalum slime mold with two 

kind of microparticles:  

1_ Polystyrene microparticles (bought by Sigma-Aldrich), 

an aqueous dispersion (% 0.5 p/p) of particles 3 μm in 
diameter.  

2_ MnCO3 microparticles (bought by Plasma Chem., 

Berlin) with a diameter of 3 μm in aqueous dispersion (% 0.5 

p/p). 

3_ BaFe12O19 nanoparticles (obtained by a sol-gel method 

[14]) were solved in a homogeneous suspension in pure 

water with a final concentration equal to 2 mg/L. The 

solution was sonicated before its deal.  

The performed experiments had, as an objective to verify 

the compatibility and the ability of the mold to transport 
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micro and nan-objects, of different nature. Microparticles 

were chosen because of their nature, in particular organics, 

polystyrene, and non organics, MnCO3. The latter, 

nanoparticles of Barium hexaferrite were selected because 

they are magnetic, a necessary feature to develope the 

experiments we were planning to carry out. 

Additionally, we studied two kinds of transport: first case 

we loaded Physarum with particles, by directly mixing the 

two elements together; in the second one, we observed what 

happened if Physarum had to cross a strip of particles. The 

latter study, however, was performed only with polystyrene 

microparticles. Moreover, it has to be distinguished two 

main transport mechanisms: in a first case, particles are 

transported on Physarum veins, in a second one, they are 

taken inside the body of the mold. The first case is typical of 

those substances that Physarum almost ignore; they are not 

dangerous, nor interesting for it. Thus, they are transported 

just because, during its motion, they sticked to its body, but 

they are not incorporated. Therefore, it is possible to find 

them only on the surface of mold’s body, and not inside it. In 
the second case, particles are mistaken as food, so they are 

engulfed inside Physarum that picks them up and tries to 

absorb. 

 

We proceeded in parallel with both micro-particles 

(polystyrene and MnCO3) solutions: 20–30 μL of particles 
were directly added to the plasmodium and mechanically 

mixed. The so obtained solution, of Physarum-particles, was 

placed on a silicon substrate. To induce the organism in 

moving and, to understand if it is able to transport these 

object, and in which way, we placed oat-flakes on a second 

silicon substrate, posed next to the one the mold was starting 

from. Then, we placed samples in a dark and humid 

environment and, after 12 hours, loaded Physarum not only 

survived, but, creating networks of protoplasmic tubes, 

reached also the food on the second substrate. The latter was 

used to perform scanning electron microscopy (SEM) 

analysis, after sclerotizing the network by light illumination. 

In this way, we are sure that the particles, we will found, 

have to be transported by Physarum. 

  

 

 
 

Fig. 10 Two SEM pictures: the one on left depicts polystyrene 

microparticles, while, on right, there is a sclerotic Physarum vein 

loaded with polystyrene microparticles by mechanically mixing 

method. 

 

    

The right picture of Fig. 10 shows polystyrene particles 

within Physarum’s body. We found particles inside and on 

the surface of the mold, thus, Physarum incorporates and 

integrates polystyrene micro-objects. Moreover, we proved 

also that Physarum transports these materials, bringing them 

actively from the starting point, where they have been mixed, 

to the point the mold moved to in order to reach the food. 

 Figure 11 shows SEM measurements of a sclerotized vein 

of Physarum and MnCO3 microparticles. The latter are 

clearly visible within the crack and near the veins of the 

mold.  

 

 

 
 

Fig. 11 SEM measurements performed on the sclerotized Physarum 

veins charged with MnCO3 particles. Also in this case the analyzed 

samples are those where Physarum moved to after loading. In both 

pictures particles are distinguishable within veins and cracks of the 

mold, in addition there are also two particles near the cut vein 

(right picture). 
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  We performed a second type of study, just considering the 

polystyrene microparticles. Creating a strip of particles and 

an “ad hoc” experimental set-up, we forced Physarum in 

crossing particles’ strip. Moreover, starting from a rounded 

glass, placed into a Petri dish with Agar non-nutrient gel, we 

designed a strip, one mm width, with the help of kapton, in a 

way that finally the strip divided the glass in two half. At this 

point, we placed a 2 µl of Physarum blob on one-half of the 

glass. However, in order to force Physarum in crossing the 

strip and not reaching the food, beyond the particles, by 

alternative paths, we created a semicircle with repellent agar, 

all around the mold. Therefore, the only possible way for 

Physarum to reach the food was through the particles strip. 

Fig. 12 shows that Physarum polycephalum, from the 

starting point, created protoplasmic tubes in the direction of 

food and, during its motion, crossed the strip made by 

particles. As in the previous cases, the mold transported 

particles that were found inside its slime after its crossing.  

 

 

 
 

 Fig. 12 Optical microscopy photograph of one of the developed 

experiment with slime mold and red polystyrene microparticles.  

 

Last series of experiments have been performed with 

magnetic nanoparticles. In order to be able to recognize them 

once inside the mold we analyzed firstly the nanoparticles 

solution deposited on silicon substrate as in Fig.13 

 

 
 

Fig. 13 SEM image of BaFe12O19 nanoparticles on silicon substrate 

 

 

Slime mold was loaded with barium hexaferrite 

nanoparticles by mixing 100-200 µL of Physarum with 20-

30 µL of the magnetic particles suspension.   

Magnetic nanoparticles typically form big aggregates, due 

to the magnetic interactions, being ferromagnetic at that size. 

As in case of microparticles, we studied the efficiency of the 

slime mold loaded with magnetic nanoparticles. Firstly, we 

verified that the mixing procedure of the slime mold, with 

these particles, did not result in the organism death. As we 

saw, the slime mold kept its activity for more than a month, 

we focused the experiment on Physarum’s capability of 

transporting nanoparticles during its growth, proceeding 

exactly as in the case of polystyrene and MnCO3 

microparticles. However, even if Physarum moved to the 

second substrate, as we expected, a direct SEM imaging 

(Fig. 14) did not allow visualizing the presence of particles, 

due to their dimension that can be mistaken with nuclei of 

Physarum. For this reason, we fixed particles on the 

substrate surface and removed the slime mold 

 

 
 

Fig. 14 SEM measurement of a sclerotized vein of Physarum 

polycephalum loaded with magnetic nanoparticles BaFe12O19. What 

stands out from this picture, as in the other done with such kind of 

particles inside the mold, are particular and curious 3D structures. 

The latter have been observed only in the samples when Physarum 

was loaded with magnetic nanoparticles of BaFe12O19    

 

Considering that particles are magnetic, we decided to fix 

them by means of an external magnet placed under the 

sample where Physarum moved to by networks formation. 

Therefore, particles would be attracted by the magnet 

downwards and kept attached to the sample surface during 

the removal of the slime mold, by washing. Finally, the 

sample, always keeping the magnet attached, was dried and 

analyzed by SEM measurements.  In order to show that the 

elements are really connected to the particles, element 

mapping was performed. The appropriate SEM image is  

shown in Fig. 15. 
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Fig. 15 SEM image of tubes formed by Physarum during its growth 

towards the food and subsequently washed, as described in the text. 

 

 

III. CONCLUSIONS 

In this work we studied the behavior of Physarum 

polycephalum as an organism able to realize natural 

transition systems [4], Physarum is an interesting starting 

point for sensing, computing, novel biological substrate 

formation and circuit design. The possibility of targeting the 

growth with external disposition of attractants and repellents 

provides new capabilities for the realization of bio-inspired 

computational or robotic systems, based on Physarum 

polycephalum. In fact, such action can accelerate and/or 

suppress the propagation in certain directions. In order to 

illustrate this statement, let us consider a slime mold growth 

on the support, supplied with position sensors (in the 

simplest case – just electrodes, varying the capacity when the 

slime mold arrives to them). Moreover, analyzing 

Physarum’s position, it will be possible to dispose attractants 

and/or repellent in such a way that the sequence of the food 

sources, where the slime mold will arrive, can be 

predetermined. By complementing with colored food [19], it 

will be possible to make any desirable mixture of colors. Of 

course, instead of the color, the food can include substances 

that, transported in special zones, evolve in some desired 

reactions. The final product will depend on the sequence of 

the reagents mixing. Thus, the Physarum will act as a bio-

robotic system to delivery and control chemical reactions. 

The attractive and repellent parameters, such as the presence 

of food, light, humidity, chemistry of the surfaces, can be 

considered as inputs of this biocomputing/actuating system. 

The final distribution of the grown tubular pattern shows the 

system’s output. The increase of the number of the control 
stimuli can improve the computational capabilities [11] of 

slime mold, especially if there will be a possibility of 

targeting the growing active zones of slime mold with robust 

external stimuli. The possibility, of targeting the growth with 

external actions, provided by author [21] serving Physarum 

also as a bio-living-robot, opens new capabilities for the 

realization of bio-inspired computational or robotic systems 

based on the slime mold. Future works involve the feeding of 

Physarum slime mold with nanoparticles that would be 

adsorbed in different way, depending on the 

biocompatibility; another field, that could be considered 

related to the previous one, concern nanoengineered 

polymeric capsules with shell made by mold-attractants, but 

filled with some solutions not so appealing for the bio-robot. 

These ideas open a huge amount of experiments, studies and 

analysis. 
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Abstract—In the paper, we describe selected functionality of
the current version of a new software tool, called PhysarumSoft,
developed for programming Physarum machines and simulating
Physarum games. The tool was designed for the Java platform. A
Physarum machine is a biological computing device implemented
in the plasmodium of Physarum polycephalum or Badhamia utric-
ularis that are one-cell organisms able to build programmable
complex networks. The plasmodial stage of such organisms is
a natural transition system that can be used as a medium for
solving different computational tasks as well as creating bio-
inspired strategy games.

I. INTRODUCTION

A Physarum machine is a programmable amorphous bio-
logical computing device, experimentally implemented

in the plasmodium of Physarum polycephalum, also called
true slime mould [1]. Physarum polycephalum is a single cell
organism belonging to the species of order Physarales. In
the considered case, the term of Physarum machine covers,
in general, a hybrid device implemented in two plasmodia
(cf. [2]), namely the plasmodium of Physarum polycephalum
as well as the plasmodium of Badhamia utricularis. Badhamia
utricularis is also the species of order Physarales. The plas-
modium of Physarum polycephalum or Badhamia utricularis,
spread by networks, can be programmable. In propagating
and foraging behavior of the plasmodium, we can perform
useful computational tasks. This ability was firstly discerned
by T. Nakagaki et al. [3]. The Physarum machine comprises
an amorphous yellowish mass with networks of protoplasmic
veins, programmed by spatial configurations of attracting and
repelling stimuli. When several attractants are scattered in
the plasmodium range, the plasmodium looks for attractants,
propagates protoplasmic veins towards them, feeds on them
and goes on. Repellents play the role of elements blocking
propagation of protoplasmic veins.

Solving computational tasks by means of Physarum ma-
chines is one of the main goals of the Physarum Chip
Project: Growing Computers from Slime Mould [4] funded
by the Seventh Framework Programme (FP7). In this project,
we are going to construct an unconventional computer on
programmable behaviour of Physarum polycephalum.

To program computational tasks for Physarum machines, we
are developing a new object-oriented programming language

[5], [6], [7], called a Physarum language. The Physarum lan-
guage is a prototype-based language [8] consisting of inbuilt
sets of prototypes corresponding to both the high-level models
used for describing behaviour of Physarum polycephalum
(e.g., ladder diagrams, transition systems, timed transition
systems, Petri nets) and the low-level model (distribution of
stimuli). More information is given in Section II.

Another task that can be performed in Physarum machine
environments concerns bio-inspired strategy games. Funda-
mental topics of the research area related to bio-inspired games
on Physarum machines were earlier considered, for example
in [2] and [9]. Simulating Physarum games is considered in
Section III.

To support reserach on programming Physarum machines
and simulating Physarum games, we are developing a spe-
cialized software tool, called the Physarum software system,
shortly PhysarumSoft. The tool was designed for the Java
platform. In the paper, we describe selected functionality of
the current version of PhysarumSoft. A general structure of
this system is shown in Figure 1. We can distinguish three

Fig. 1. A general structure of PhysarumSoft

main parts of PhysarumSoft:
• Physarum language compiler. The Physarum language

is an object-oriented high-level programming language.
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For generating the compiler of the language, the Java
Compiler Compiler (JavaCC) tool [10] was used. JavaCC
is the most popular parser generator for use with Java
applications. For the programming purpose, a compiler
embodied in our tool translates the high-level code de-
scribing a model of the Physarum machine into the
spatial distribution (configuration) of stimuli (attractants,
repellents) controlling propagation of protoplasmic veins
of the plasmodium. A grammar of our language was
described in [6].

• Module of programming Physarum machines described
in Section II.

• Module of simulating Physarum games described in
Section III.

The main features of PhysarumSoft are the following:
• Portability. Thanks to the Java technology, the created

tool can be run on various software and hardware plat-
forms. In the future, the tool will be adapted for platforms
available in mobile devices and as a service in the cloud.

• User-friendly interface (see some screenshots shown in
Sections II and III).

• Modularity. The project of PhysarumSoft and its imple-
mentation covers modularity. It makes the tool extend in
the future eaisly.

II. PROGRAMMING PHYSARUM MACHINES

To program Physarum machines (i.e., to set the spatial
distribution (configuration) of stimuli (attractants, repellents)
controlling propagation of protoplasmic veins of the plasmod-
ium), we are developing a new object-oriented programming
language [5], [6], [7], called the Physarum language. Our
language is based on the prototype-based approach (cf. [8])
that is less common than the class-based one, although, it
has a great deal to offer. This approach is also called class-
less or instance-based programming because prototype-based
languages are based upon the idea that objects, representing
individuals, can be created without reference to class-defining.
In this approach, the objects, that are manipulated at runtime,
are prototypes. In our language, there are inbuilt sets of
prototypes corresponding to both the high-level models used
for describing behaviour of Physarum polycephalum (e.g.,
ladder diagrams, transition systems, timed transition systems,
Petri nets) and the low-level model (distribution of stimuli).
According to the prototype-based approach, objects are created
by means of a copy operation, called cloning, which is applied
to a given prototype. Objects can be instantiated (cloned) via
the keyword new using defined constructors. Different methods
are used to manipulate features of the objects and create
relationships between objects.

In our approach, the starting point, in programming the
behaviour of the Physarum machine, is a high-level model
describing propagation of protoplasmic veins of Physarum. We
have proposed several high-level models used in programming
Physarum machines, i.e.:

• ladder diagrams (see [11]),
• transition systems ([5]) and timed transition systems (see

[12]),

• Petri nets (see [13]).
In the remaining part of this section, we recall basic defini-
tions concerning transition systems, timed transition systems
and Petri nets. They are general purpose tools that can be
used to model dynamic systems with distinguished states and
transitions between states. Application of ladder diagrams is
restricted to modelling digital circuits. The recalled definitions
are illustrated with some examples.

Transition systems are a simple and powerful tool for
explaining the operational behaviour of models of concur-
rency. Formally, a transition system is a quadruple TS =
(S,E, T, I), cf. [14], where:

• S is the non-empty set of states,
• E is the set of events,
• T ⊆ S × E × S is the transition relation,
• I is the set of initial states.

Usually transition systems are based on actions which may be
viewed as labelled events. If (s, e, s′) ∈ T , then the idea is that
TS can go from s to s′ as a result of the event e occurring at
s. Any transition system TS = (S,E, T, I) can be presented
in the form of a labelled graph with nodes corresponding to
states from S, edges representing the transition relation T , and
labels of edges corresponding to events from E.

The behaviour of Physarum machines is often dynamically
changed in time. It is assumed, in the transition systems men-
tioned earlier, that all events happen instantaneously. There-
fore, in [12], we proposed to use another high-level model,
based on timed transition systems [15]. In the timed transition
systems, timing constraints restrict the times at which events
may occur. The timing constraints are classified into two
categories: lower-bound and upper-bound requirements.

Let N be a set of nonnegative integers. Formally, a timed
transition system TTS = (S,E, T, I, l, u) consists of:

• an underlying transition system TS = (S,E, T, I),
• a minimal delay function (a lower bound) l : E → N

assigning a nonnegative integer to each event,
• a maximal delay function (an upper bound) u : E →

N ∪∞ assigning a nonnegative integer or infinity to each
event.

In Physarum machines, timing constraints can be imple-
mented through activation and deactivation of stimuli (attrac-
tants and/or repellents). Each state corresponds to either an
original point of the plasmodium or an attractant. Especially,
initial states of transition systems can be presented by original
points, where protoplasmic veins originate from. Edges repre-
sent plasmodium transitions between attractants as well as the
original points of the plasmodium.

In case of transition system and timed transition system
models, the main prototypes defined in the Physarum language
and their selected methods are collected in Table I.

Let us consider an exemplary timed transition system shown
in Figure 2. Formally, we have TTS = (S,E, T, I, l, u),
where:

• S = {s1, s2, s3, s4},
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TABLE I
MAIN PROTOTYPES, CORRESPONDING TO TRANSITION SYSTEM AND
TIMED TRANSITION SYSTEM MODELS, DEFINED IN THE PHYSARUM

LANGUAGE, AND THEIR SELECTED METHODS

Prototype Selected methods
TS.State setDescription, setAsInitial
TS.Event setDescription, setTimingConstraints

TS.Transition

• E = {e1, e2, e3},
• T = {(s1, e1, s2), (s2, e2, s3), (s3, e3, s4)},
• I = {s1, s2},
• l(e1) = l(e2) = l(e3) = 0,
• and u(e1) = u(e2) = ∞, u(e3) = 3.

Fig. 2. An exemplary timed transition system TTS

Fig. 3. The code for the model in the form of TTS

The code, for the model in the form of TTS, in the
Physarum language written in the editor of the module of
programming Physarum machines, is shown in Figure 3. The
result of compilation, i.e., the spatial distribution of stimuli (at-
tractants, repellents) controlling propagation of protoplasmic
veins of the plasmodium, is shown in Figure 4.

One can see that:
• Physarum Ph_1 represents initial state s1, attractants

A_1, A_2, A_3 represent states s2, s4, s3, respectively.
• Splitting the plasmodium at A_1 is supported by repellent

R_1.

• Repellent R_2 is placed next to attractant A_2 because
timing constraints are set for event e3.

• For t > 3, R_2 must be activated to annihilate the vein
of the plasmodium between A_1 and A_2.

Fig. 4. The result of compilation

Petri nets introduced by C.A. Petri [16] are a formal tool
used to model discrete event systems. In [13], we proposed to
use Petri nets with inhibitor arcs (cf. [17]) to model behaviour
of Physarum polycephalum. The inhibitor arcs test the absence
of tokens in a place and they can be used to disable transitions.
This fact can model repellents in Physarum machines. A
transition can only fire if all its places connected through
inhibitor arcs are empty (cf. [18]).

Formally, a marked Petri net with inhibitor arcs is a five-
tuple

MPN = (Pl, Tr,Ar, w,m),

where:
• Pl is the finite set of places (marked graphically with

circles),
• Tr is the finite set of transitions (marked graphically with

rectangles),
• Ar = ArO ∪ ArI such that ArO ⊆ (Pl × Tr) ∪ (Tr ×

Pl) is the set of ordinary arcs (marked graphically with
arrows) from places to transitions and from transitions to
places whereas ArI ⊆ Pl×Tr is the set of inhibitor arcs
(marked graphically with lines ended with small circles)
from places to transitions,

• w : Ar → {1, 2, 3, . . . } is the weight function on the
arcs,

• m : Pl → {0, 1, 2, . . . } is the initial marking function on
the places.

In describing the Petri net behaviour, it is convenient to use
for any t ∈ Tr:

• IO(t) = {p ∈ Pl : (p, t) ∈ ArO} - a set of input places
connected through ordinary arcs to the transition t,

• II(t) = {p ∈ Pl : (p, t) ∈ ArI} - a set of input places
connected through inhibitor arcs to the transition t,

• O(t) = {p ∈ Pl : (t, p) ∈ ArO} - a set of output places
connected through ordinary arcs from the transition t.

In the proposed approach, we have additionally assumed the
following limits for the Petri net:
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TABLE II
THE MEANING OF TOKENS IN PLACES REPRESENTING CONTROL STIMULI

Token Meaning
Present Stimulus activated
Absent Stimulus deactivated

TABLE III
THE MEANING OF TOKENS IN PLACES REPRESENTING OUTPUT STIMULI

Token Meaning
Present Stimulus occupied by plasmodium

of Physarum polycephalum
Absent Stimulus not occupied by plasmodium

of Physarum polycephalum

TABLE IV
MAIN PROTOTYPES, CORRESPONDING TO PETRI NET MODELS, DEFINED

IN THE Physarum LANGUAGE, AND THEIR SELECTED METHODS

Prototype Selected methods
PN.Place setDescription, setRole

PN.Transition setDescription
PN.Arc setAsInhibitor, setAsBidirectional

• w(a) = 1 for each a ∈ Ar,
• m(p) ≤ 1 for each p ∈ Pl (the capacity limit).
If m(p) = 1, then a token (i.e., a black dot) is drawn in

the graphical representation of the place p. Assuming limits
as the ones above, a transition t ∈ Tr is said to be enabled
if and only if m(p) = 1 for all p ∈ IO(t), i.e., the token is
present in all input places p connected with the transition t
through the ordinary arcs, and m(p) = 0 for all p ∈ II(t),
i.e., the token is absent in all input places p connected with
the transition t through the inhibitor arcs, and m(p) = 0 for
all p ∈ O(t), i.e., the token is absent in all output places p
of the transition t. If the transition t is enabled, we say that
it can fire. A new marking function m′ : Pl → {0, 1, 2, . . . }
defines the next state of the Petri net after firing the transition
t:

m′(p) =





m(p)− 1 if p ∈ IO(t) and p /∈ O(t),
m(p) + 1 if p ∈ O(t) and p /∈ IO(t),
m(p) otherwise.

It is worth noting that in all figures including Petri net
models, to simplify them, we have used bidirectional arcs
between input places and transitions instead of arcs from
input places to transitions and from transitions to input places.
A bidirectional arc causes that the token is not consumed
(removed) from the input place after firing a transition. This
fact has a natural justification, i.e., firing a transition does not
cause deactivation of the attractants and disappearance of the
plasmodium from the original point. The plasmodium grows
to build a dendritic network of veins.

In the proposed Petri net models of Physarum machines,
we can distinguish three kinds of places:

• Places representing Physarum polycephalum.
• Places representing control stimuli (repellents).
• Places representing output stimuli (attractants).

In the Physarum language, the kind of a place is determined
by the role played by it.

For each kind of places, we adopt different meaning (in-
terpretation) of tokens. The meaning of tokens in places
representing Physarum polycephalum is natural, i.e., the token
in a given place corresponds to the presence of the plasmodium
of Physarum polycephalum in an original point, where it starts
to grow. The meaning of tokens in places representing control
stimuli is shown in Table II, whereas the meaning of tokens
in places representing output stimuli is shown in Table III.
In case of control stimuli, we are interested in whether a
given stimulus is activated or not. In case of output stimuli
(attractants), we are interested in whether a given attractant
is occupied by the plasmodium of Physarum polycephalum.
Transitions in Petri net models represent the flow (propagation)
of the plasmodium from the original points to attractants as
well as between attractants.

In case of Petri net models, the main prototypes defined
in the Physarum language and their selected methods are
collected in Table IV.

Let us consider an exemplary Petri net shown in Figure 5.
Formally, we have MPN = (Pl, Tr,Ar, w,m), where:

• Pl = {P1, P2, P3, P4},
• Tr = {T1, T2},
• Ar = ArO ∪ArI , such that

– ArO = {(P1, T1), (T1, P2), (P2, T2), (T2, P3),
(T2, P4)},

– and ArI = ∅,
• w(a) = 1 for all a ∈ Ar,
• and m(p) = 0 for each p ∈ Pl,

Fig. 5. An exemplary Petri net MPN

The code, for the model in the form of MPN , in the
Physarum language written in the editor of the module of
programming Physarum machines, is shown in Figure 6.

The result of compilation is shown in Figure 7. One can
see that Physarum Ph_1 represents place P1, attractants A_1,
A_2, A_3 represent places P2, P4, P3, respectively. Splitting
the plasmodium at A_2 is supported by repellent R_1.

In [6], we showed how to use high-level models (transition
systems and Petri nets) to describe four basic forms of
Physarum motions:
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Fig. 6. The code for the model in the form of MPN

Fig. 7. The code for the model in the form of MPN

• direct - direction, i.e., a movement from one point, where
the plasmodium is located, towards another point, where
there is a neighbouring attractant,

• fuse - fusion of two plasmodia at the point, where they
meet the same attractant,

• split - splitting the plasmodium from one active point
into two active points, where two neighbouring attractants
with a similar power of intensity are located,

• repel - repelling of the plasmodium or inaction.
It is worth noting that four basic forms are fundamental
components used to build or describe more complex systems.

III. SIMULATING PHYSARUM GAMES

In [2], we showed that the slime mould (Physarum poly-
cephalum) is a natural transition system which can be con-
sidered a biological model for strategic games. General as-
sumptions for such games were presented both in [2] and
[9]. They are based on the experiments performed by A.
Adamatsky and M. Grube. If there are only two agents of
the plasmodium game, where the first agent is presented by
a usual Physarum polycephalum plasmodium and the second
agent by its modification, a Badhamia utricularis plasmodium,
then both start to compete with each other.

To simulate games on Physarum machines, we are devel-
oping a special module of PhysarumSoft called the Physarum

game simulator. This module works under the client-server
paradigm. A general structure of the Physarum game simulator
is shown in Figure 8.

Fig. 8. A general structure of the Physarum game simulator

The server-side application of the Physarum game simulator
is called PGServer. The main window of PGServer is shown
in Figure 9. In this window, the user can:

• select the port number on which the server listens for
connections,

• start and stop the server,
• set the game strategy:

– strategy by stimulus placement,
– strategy by stimulus activation,

• shadow information about actions undertaken.

Fig. 9. The main window of PGServer

The client-side application of the Physarum game simulator
is called PGClient. The main window of PGClient is shown
in Figures 10 and 12. In this window, the user can:

• set the server IP address and its port number,
• start the participation in the game,
• manipulate stimuli (place or activate them) during the

game,
• monitor the current result.
In the Physarum game simulator, we have two players:
• the first one plays for the Physarum polycephalum plas-

modia,
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• the second one plays for the Badhamia utricularis plas-
modia.

Locations of the original points of both plasmodia are
randomly generated. The players can control motions of
plasmodia via attracting or repelling stimuli. There are two
strategies which can be defined for the game:

1) Locations of attractants and repellents are a priori gen-
erated in a random way. During the game, each player
can activate one stimulus (attractant or repellent) at each
step.

2) Locations of attractants and repellents are determined
by the players during the game. At each step, each
player can put one stimulus (attractant or repellent) at
any location and this stimulus becomes automatically
activated.

The client-side main window for the first strategy (locations
of attractants and repellents are a priori generated in a random
way) is shown in Figure 10. At the beginning, the original
points of Physarum polycephalum and Badhamia utricularis,
as well as stimuli, are scattered randomly on the plane. The
window after several player’s movements is shown in Figure
11. A box labelled by P represents an original point of

Fig. 10. The main window of PGClient for the first strategy

Fig. 11. The main window of PGClient for the first strategy after several
player’s movements

Physarum polycephalum. A box labelled by B represents an
original point of Badhamia utricularis. A single circle denotes
an attractant whereas a double circle - repellent. Different
background colors of stimuli differentiate between players.

The client-side main window for the second strategy (loca-
tions of attractants and repellents are determined by the players
during the game) is shown in Figure 12. At the beginning,
the original points of Physarum polycephalum and Badhamia
utricularis are scattered randomly on the plane. During the
game, players can place stimuli. New veins of plasmodia
are created. The window after several player’s movements is
shown in Figure 13.

Fig. 12. The main window of PGClient for the second strategy

Fig. 13. The main window of PGClient for the second strategy after several
player’s movements

Communication between clients and the server is realized
through text messages containing statements of the Physarum
language. The exemplary code responsible for creation of
stimuli has the form:
p1_a1=new Attractant(195,224,1);
p1_a2=new Attractant(541,310,1);
p1_a1=new Attractant(580,92,2);
p2_r1=new Repellent(452,130,2);
p2_r1=new Repellent(659,327,1);

The first two parameters of stimulus constructors determine
the location whereas the last parameter is the player’s ID.

The server sends to clients information about the current
configuration of the Physarum machine (localization of the
original points of Physarum polycephalum and Badhamia
utricularis, localization of stimuli, as well as a list of edges,
corresponding to veins of plasmodia, between active points)
through the XML file. The exemplary XML file has the form:
<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<network>
<elements>

612 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



<element id="0" player="0" type="0" x="96" y="310"/>
<element id="1" player="0" type="0" x="766" y="178"/>
<element id="2" player="0" type="0" x="566" y="248"/>
<element id="3" player="0" type="3" x="550" y="53"/>
<element id="4" player="0" type="3" x="374" y="534"/>
<element id="5" player="0" type="3" x="746" y="217"/>
<element id="6" player="1" type="1" x="195" y="224"/>
<element id="7" player="1" type="1" x="541" y="310"/>
<element id="8" player="2" type="1" x="580" y="92"/>
<element id="9" player="2" type="2" x="452" y="130"/>
<element id="10" player="1" type="2" x="659" y="327"/>
</elements>
<veins>
<vein createdBy="0" firstNodeID="2" secondNodeID="7"/>
<vein createdBy="3" firstNodeID="3" secondNodeID="8"/>
</veins>
</network>

The attribute "player" equal to 0 means that elements are
created by the system, in this case, the original points of
plasmodia (Physarum polycephalum or Badhamia utricularis).

As payoffs for the created bio-inspired games on Physarum
machines, we may define a variety of tasks, including simple
ones like achieving as many attractants as possible, occupied
by plasmodia of organisms for which we play or constructing
the longest path consisting of attractants occupied by plas-
modia. Determining different payoffs for Physarum games
appears to be an interesting field of research due to a huge
number of different methodologies and paradigms which can
be applied.

The activated attractant A∗ causes that the plasmodia prop-
agate protoplasmic veins towards it and feed on it. It means
that new transitions are created between the current active
points of plasmodia and a new one on the attractant A∗.
Propagating protoplasmic veins is possible if the current active
points are located in the region of influence (ROI) of A∗.
It means that a proper neighborhood of A∗ is taken into
consideration. From that moment, the activated attractant A∗

is occupied by plasmodia. It is worth noting that, as the exper-
iments showed, the attractant occupied by the plasmodium of
Physarum polycephalum cannot be simultaneously occupied
by the plasmodium of Badhamia utricularis and vice versa.
Moreover, the Physarum polycephalum plasmodium grows
faster and could grow into branches of Badhamia utricularis,
while the Badhamia utricularis plasmodium could grow over
Physarum polycephalum veins.

The activated repellent R∗ can change the direction of
plasmodium motions or can avoid propagating plasmodium
protoplasmic veins towards activated attractants. Such influ-
ences are possible if plasmodia are in the region of influence
(ROI) of R∗.

The control capabilities presented above enable the players
to choose, at each step, one of the possible tactics:

1) The attractant or repellent activated by the player
can help propagation of his/her plasmodia (of either
Physarum polycephalum or Badhamia utricularis).

2) The attractant or repellent activated by the player can
disturb propagation of the second player’s plasmodia.

The second possibility is worth considering if we adopt the
payoff approximations based on the rough set model described

in [19]. It will be the main direction of further investigations.
During the game, the players can switch between two possible
tactics according to the current game configuration. At the end
of the game, we determine who wins.

IV. CONCLUSIONS AND FURTHER WORK

In the paper, we have described selected functionality of the
current version of a new software tool called PhysarumSoft.
This tool is intended for programming Physarum machines and
simulating Physarum games. For over the last two years, we
have designed a new object-oriented programming language,
called the Physarum language, that constitutes the basis for
modelling behaviour of Physarum maachines. This language is
used in PhysarumSoft. In the nearest future, we plan to extend
PhysarumSoft to other high-level models, e.g., π-calculus and
cellular automata. Moreover, we are developing a new model,
based on rough sets [20], to approximate payoffs of strategy
games created on Physarum machines.
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Abstract—We simulate the motions of Physarum 

polycephalum plasmodium by the game of Go, the board game 

originated in ancient China more than 2,500 years ago. Then 

we concentrate just on Go games, where locations of black and 

white stones simulate syllogistic reasoning, in particular 

reasoning of Aristotelian syllogistic and reasoning of 

performative syllogistic. For the first kind of reasoning we need 

a special form of coalition games. For the second kind of 

reasoning we appeal to usual antagonistic games. 

I. INTRODUCTION 

N the Physarum Chip Project: Growing Computers From 

Slime Mould [1] we are working on designing a 

biological computer, where logic circuits are represented 

by programmable behaviors of Physarum polycephalum 

plasmodium, the one-cell organism that behaves according 

to different chemical stimuli called attractants and repellents 

and propagates networks connecting all reachable food 

attractants [2], [12]. The behavior of plasmodia is very 

sensitive and intelligent [4], [5], [6], [7], [8], [15], [17], [18], 

[19]. This behavior can be represented as a bio-inspired 

game theory on plasmodia [14], i.e. an experimental game 

theory, where, on the one hand, all basic definitions are 

verified in the experiments with Physarum polycephalum 

and Badhamia utricularis and, on the other hand, all basic 

algorithms are implemented in the object-oriented language 

for simulations of plasmodia [13]. 

We show that the slime mold can be a model for 

concurrent games and context-based games defined in [11]. 

In context-based games, players can move concurrently as 

well as in concurrent games, but the set of actions is ever 

infinite. In our experiments, we follow the following 

interpretations of basic entities: (1) attractants as payoffs; (2) 

attractants occupied by the plasmodium as states of the 

game; (3) active zones of plasmodium as players; (4) logic 

gates for behaviors as moves (available actions) for the 

players; (5) propagation of the plasmodium as the transition 

table which associates, with a given set of states and a given 

move of the players, the set of states resulting from that 

move. 

In this game theory we can demonstrate creativity of 

primitive biological substrates of plasmodia. The point is 

that plasmodia do not strictly follow spatial algorithms like 

Kolmogorov-Uspensky machines, but perform many 

additional actions. So, the plasmodium behavior can be 

formalized within strong extensions of spatial algorithms, 

e.g. within concurrent games or context-based games [11]. 

In this paper we show how we can represent the 

plasmodium behavior as a Go game. It is board game with 

two players (called Black and White) who alternately place 

black and white stones, accordingly, on the vacant 

intersections (called points) of a board with a 19x19 grid of 

lines. Black moves first. Stones are placed until they reach a 

point where stones of another color are located. There are 

the following two basic rules of the game: (1) each stone 

must have at least one open point (called liberty) directly 

next to it (up, down, left, or right), or must be part of a 

connected group that has at least one such open point; stones 

which lose their last liberty are removed from the board; (2) 

the stones must never repeat a previous position of stones. 

The aim of the game is in surrounding more empty points by 

player’s stones. At the end of game, the number of empty 

points player's stones surround are counted, together with 

the number of stones the player captured. This number 

determines who the winner is. The Go game originated in 

ancient China more than 2,500 years ago and it is very 

popular till now.  

We can consider the game of Go as a model of 

plasmodium motions. In this view the black stones are 

considered attractants occupied by the plasmodium and the 

white stones are regarded as repellents. By this 

interpretation, we have two players, also: Black (this player 

places attractants) and White (this player places repellents). 

The winner is determined by the number of empty points 

player's stones surround.  

Notice that the number of possible Go games is too large, 

10
761

. Therefore it is better to focus just on games, where 

locations of black and white stones simulate spatial 

reasoning. In this paper we propose two logics in the 

universe of possible Go games: (1) Aristotelian syllogistic 

[3]; (2) performative syllogistic [9], [10]. 
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II. CLASSICAL GAME OF GO ON PLASMODIA OF PHYSARUM 

POLYCEPHALUM 

The plasmodium of Physarum polycephalum moves to 

attractants to connect them and in the meanwhile it avoids 

places, where repellents are located. The radius, where 

chemical signals from attractants (repellents) can be detected 

by the plasmodium to attract (repel) the latter, determines 

the structure of natural Voronoi cells, where each Voronoi 

cell is a place, where a chemical signal holds (see Fig. 1).  

 

Fig. 1 The six Voronoi cells in accordance with the four attractants 

denoted by the black stones and with the two repellents denoted by the 

white stones. The plasmodium located in the center of the picture 

connects the three attractants by the three protoplasmic tubes. It cannot 

see the fourth attractant because of the two repellents  

 

For the plasodium of Fig. 1 we have just the four neighbor 

cells. Notably that in Go games at each point we have only 

four neighbors everywhere. So, we can design the space for 

plasmodia in the way to have just four neighbors at each 

point. So, the cells of a Go game board are considered 

Voronoi cells with the same radius of intensity and power of 

attractants and repellents located in these cells. We associate 

black stones with attractants occupied by plasmodia and 

white stones with repellents. For the sake of convenience 

and more analogy with Voronoi cells, let us consider cells 

(not intersections of lines) as points for stone locations (see 

Fig. 2). Then we can use all rules of Go games to simulate 

plasmodium motions. 

Thus, our Go game is represented in the universe of 

18x18 Voronoi cells (see Fig. 2). 

III. ARISTOTELIAN GO GAME ON PLASMODIA 

Let us assume that the game of Go is a coalitional game 

with two players who choose only strategies to place black 

and white stones so that their locations can be interpreted as 

a spatial Aristotelian syllogistic reasoning.  

 

Fig. 2 The Go game board with two white stones designating repellents 

and four black stones designating attractants   

 

Let us recall that the axiomatization of the Aristotelian 

syllogistic was laid first by Łukasiewicz [3]. In his 

axiomatization, the alphabet consists of the syllogistic letters 

S, P, M, …, the syllogistic connectives a, e, i, o, and the 

propositional connectives  ,  ,  ,  . Atomic 

propositions are defined as follows: SxP, where x{a, e, i, 

o}. All other propositions are defined in the following way: 

(i) each atomic proposition is a proposition, (ii) if X, Y are 

propositions, then X, Y, X å Y, where },,{ å , are 

propositions, also. The axioms proposed by Łukasiewicz are 

as follows:  

  

));ii()i((:= PsASsAASsAASaP   (1) 

  

       );ii(:= PsASsAASiP   (2) 

  

                   );(:= SiPSeP   (3) 

  

                 );(:= SaPSoP   (4) 

  

                         ;SaS  (5) 

  

                          ;SiS  (6) 

  

            ;)( SaPSaMMaP   (7) 

  

           .)( SiPMiSMaP   (8) 
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In the Go implementation of Aristotelian syllogistic, the 

syllogistic letters S, P, M, … are interpreted as single cells of 

the board with the 18x18 Voronoi cells. The letter S is 

understood as empty if and only if the white stone is located 

on an appropriate cell denoted by S. Let us recall that in our 

plasmodium interpretation of Go games white stones mean 

ever repellents so that their location in a Voronoi cell means 

that this cell cannot be occupied by plasmodia. This letter S 

is treated as non-empty if and only if the black stone is 

located on an appropriate cell denoted by S. Recall that black 

stones mean ever attractants so that their location in a 

Voronoi cell means that this cell is occupied by plasmodia. 

If a cell does not contain any stone, this means that this cell 

is out of the game. 

Hence, in the Physarum interpretation of this Go game, 

the non-empty syllogistic letters S, P, M, …, i.e. the cells 
denoted by S, P, M, … containing black stones are 

considered attractants and the empty syllogistic letters S, P, 

M, …, i.e. the cells denoted by S, P, M, … containing white 

stones are considered repellents. So, a data point S is 

regarded as non-empty if and only if an appropriate 

attractant located in S is occupied by plasmodium. This data 

point S is regarded as empty if and only if an appropriate 

repellent located in S repell plasmodium.  

Thus, in the Aristotelian version of the Go game we have 

syllogistic strings of the form SP with the following 

interpretation: ‘S is P’, and with the following meaning: SP 

is true if and only if S and P are neighbors and both S and P 

are not empty, otherwise SP is false. We can extend this 

meaning as follows: SP is true if and only if S and P are not 

empty and there is a line of non-empty cells between points 

S and P, otherwise SP is false.  By the definition of true 

syllogistic strings, we can define atomic syllogistic 

propositions as follows: 

In the formal syllogistic: there exists A such that A is S 

and for any A, if A is S, then A is P. In the Go game model: 

there is a cell A containing the black stone and for any A, if 

AS is true, then AP is true. In the Physarum model: there is a 

plasmodium in the cell A and for any A, if AS is true, then 

AP is true.  

In the formal syllogistic: there exists A such that both AS 

is true and AP is true. In the Go game model: there exists a 

cell A containing the black stone such that AS is true and AP 

is true. In the Physarum model: there exists a plasmodium in 

the cell A such that AS is true and AP is true.  

In the formal syllogistic: for all A, AS is false or AP is 

false. In the Go game model: for all cells A containing the 

black stones, AS is false or AP is false. In the Physarum 

model: for all plasmodia A, AS is false or AP is false.  

In the formal syllogistic: for any A, AS is false or there 

exists A such that AS is true and AP is false. In the Go game 

model: for all cells A containing the black stones, AS is false 

or there exists A such that AS is true and AP is false. In the 

Physarum model: for any plasmodia A, AS is false or there 

exists A such that AS is true and AP is false. 

Formally, this semantics is defined as follows. Let M be a 

set of attractants. Take a subset |X|  M of cells containing 

the black stones (i.e. of cells containing attractants and 

occupied by the plasmodium) as a meaning for each 

syllogistic variable X. Next, define an ordering relation  on 

subsets |S|, |P|  M as: |S|  |P| iff all attractants from |P| are 

reachable for the plasmodium located at the attractants from 

|S|, i.e. iff for all cells of |S| with black stones there are lines 

of black stones connecting them to cells of |P| also 

containing black stones. Hence, |S|  |P|   means that 

some attractants from |P| are reachable for the plasmodium 

located at the attractants from |S| and |S|  |P| =  means 

that no attractants from |P| are reachable for the plasmodium 

located at the attractants from |S|. In the Go game model |S| 

 |P|   means that some cells from |P| occupied by the 

black stones are connected by the lines of black stones with 

the cells from |S| occupied by the black stones and |S|  |P| = 

 means that there are no lines of black stones from the 

cells of |P| to the cells of |S|. 

This gives rise to models  ,= MM  such that   

 

    SaPM  iff |S|  |P|;  

    SiPM  iff |S|  |P|  ;  

    SePM  iff |S|  |P| = ;  

    qp M  iff pM  and qM ;  

    qpM  iff pM  or qM ;  

    pM  iff it is false that pM .  

 

Proposition 1: The Aristotelian syllogistic is sound and 

complete relatively to M  if we understand   as an 

inclusion relation (it is a well-known result [16]).   

 

However, relatively to all possible Go games 

(plasmodium behaviors) the Aristotelian syllogistic is not 

complete. Indeed, the relation   can have the following 

verification on the Aristotelian Go game model on 

plasmodia according to our definitions: |S|  |P| and  |S|  

|P'|, where |P|  |P'| = , i.e. all attractants from |P| are 

reachable for the plasmodium located at the attractants from 

|S| and all attractants from |P'| are reachable for the 

plasmodium located at the attractants from |S|, but between 

|P| and |P'| there are no paths. In this case   is not an 

inclusion relation and proposition 1 does not hold. Hence, 

we need repellents to make   the inclusion relations in all 

cases. Therefore, to obtain the Aristotelian Go game model 

on plasmodia we shall deal with the coalitional game, where 

two players will cooperate to build spatial reasoning 

satisfying the rules of Aristotelian syllogistic. The first 

player places black stones to designate places of growing 

plasmodia. The second player places white stones to 
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designate places of repelling plasmodia. So, both players 

follow coalitional strategies to simulate Aristotelian 

syllogistic reasoning.  

 

 

 

 
 

Fig. 3 The Aristotelian Go game diagrams for the basic existence 

strings 

 

A. Coalition Go Game for Verifying Aristotelian 

Reasoning 

In the Aristotelian Go game model for verifying all the 

basic syllogistic propositions, we will use the following four 

cells: x, y, x', y' of the game board with the 19x19 grid of 

lines, where x' means all cells which differ from x, but they 

are neighbors for y, and y' means all cells which differ from 

y and are neighbors for x. These cells express appropriate 

meanings of syllogistic letters. The corresponding universe 

of discourse will be denoted by means of the following 

diagram: 

  

  x   y'  

 y   x'  

  

Assume that a black stone denotes an attractant and if it is 

placed within a cell x, this means that “this Voronoi cell 
contains an attractant Nx activated and occupied by the 

plasmodium”. It is a verification of the syllogistic letter Sx at 

cell x of the board. A white stone denotes a repellent and if it 

is placed within a cell x, this means that “this Voronoi cell 
contains a repellent Rx activated and there is no plasmodium 

in it”. It is a verification of a new syllogistic letter [Sx]. For 

the sake of convenience, we will denote Sx by x and [Sx] by 

[x]. Using these stones, we can verify all the basic existence 

syllogistic propositions (see Fig. 3). 

Aristotelian Go game strings of the form xy, yx are 

interpreted as particular affirmative propositions “Some x 

are y” and “Some y are x” respectively, strings of the form 

[xy], [yx], x[y], y[x] are interpreted as universal negative 

propositions “No x are y” and “No y are x”. A universal 

affirmative proposition “All x are y” are presented by a 

complex string ][& yxxy  . The sign & means that we have 

strings xy and x[y'] simultaneously and they are considered 

the one complex string. All these strings are verified on the 

basis of the diagrams of Fig. 4. So, we use only black stones 

for building particular propositions, only white stones for 

building universal negative propositions, and we combine 

black and white stones for building universal affirmative 

propositions. Consequently, we need a cooperation of two 

players to implement a spatial version of Aristotelian 

syllogistic within coalition Go games. 

For verifying syllogisms we will use the following 

diagrams symbolizing some neighbor cells: 

 

     m  m'     

 m'   x   y'   m  

 m  y   x'   m'  

    m'   m     

  

The motion of plasmodium starts from one of the central 

cells (x, y, x', y') and goes towards one of the four directions 

(northwest, southwest, northeast, southeast). The syllogism 

shows a connection between two not-neighbor cells on the 

basis of its joint neighbor and says if there was either 

multiplication or fusion of plasmodia (i.e. either splitting or 
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fusion of the lines of black stones). As a syllogistic 

conclusion, we obtain another diagram:  

 

  x   m' 

 m   x'  

 

Different syllogistic conclusions derived show directions 

of plasmodium's propagation. Some examples are provided 

in Fig. 5 – 7. 

 

 

Fig. 4 The Aristotelian Go game  diagrams for syllogistic propositions   

 

 

 

Fig. 5 The Aristotelian Go game diagrams for syllogisms (part 1)   
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Fig. 6 The Aristotelian Go game diagrams for syllogisms (part 2)   

   

 

 
 

Fig. 7 The Aristotelian Go game diagrams for syllogisms (part 3)   

 

Continuing in the same way, we can construct a 

syllogistic system, where conclusions are derived from three 

premises. The Aristotelian Go game (i.e. the suitable motion 

of plasmodium) starts from one of the central cells (x, y, x', 

y') and goes towards one of the four directions (northwest, 

southwest, northeast, southeast), then towards one of the 

eight directions (north-northwest, west-northwest, south-

southwest, west-southwest, north-northeast, east-northeast, 

south-southeast, east-southeast), etc. 

Hence, a Go game or spatial expansion of plasmodium is 

interpreted as a set of syllogistic propositions. The universal 

affirmative proposition xy & x[y'] means that the 
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plasmodium at the place x goes only to y and all other 

directions are excluded. The universal negative proposition 

x[y] or [xy] means that the plasmodium at the place x cannot 

go to y and we know nothing about other directions. The 

particular affirmative proposition xy means that the 

plasmodium at the place x goes to y and we know nothing 

about other directions. Syllogistic conclusions allow us to 

mentally reduce the number of syllogistic propositions 

showing plasmodium's propagation. 

For the implementation of Aristotelian syllogistic we 

appeal to repellents to delete some possibilities in the 

plasmodium propagation. So, model M  defined above 

should be understood as follows: 

 

   M All x are y iff xy & x[y'], i.e. the 

plasmodium is located at x and can move only to y and 

cannot move towards all other directions (the black stone is 

placed at x and we can build the line of black stones only to 

y);  

  M Some x are y iff xy, i.e. the plasmodium is 

located at x and can move to y (the black stone is placed at x 

and we can build the line of black stones to y);  

  M  No x are y iff x[y] or [xy], i.e. the 

plasmodium cannot move to y in any case (there is no line of 

black stones to y).  

 

It is evident in this formulation that the Aristotelian 

syllogistic is so unnatural for plasmodia. Without repellents 

(the coalition game of two players), this syllogistic system 

cannot be verified in the medium of plasmodium 

propagations (Go game). In other words, we can prove the 

next proposition: 

 

Proposition 2: The Aristotelian syllogistic is not sound 

and complete on the plasmodium without repellents.  In 

other words, the Aristotelian syllogistic is not sound and 

complete in the Go game without a coalition of two players. 

 

In other words, the Aristotelian syllogistic reasoning can 

be implemented as a Go game if and only if two players 

agree to play cooperatively to place black and white stones 

in accordance with spatial implementation of syllogisms. 

B. Examples of Aristotelian Go Game 

Let us consider a game of Go at time step 10, i.e. when 

White and Black players have placed the 10 white stones 

and the 10 black stones respectively. Let this game be 

pictured in Figure 8. Each Voronoi cell is denoted from S1,1 

to S18,18. So, in Figure 8 syllogistic letters S6,4, S7,5, S7,6, S8,7, 

S8,8, S7,9, S8,10, S6,11, S4,9, S4,10 are understood as non-empty 

and syllogistic letters S4,6, S5,6, S6,8, S6,9, S6,10, S4,11, S7,10, S7,12, 

S11,8, S12,8 as empty. As a result, we can build some true 

syllogistic propositions in this universe like that: ‘Some S7,5 

are S7,6’, ‘Some S8,7 are S8,8’, ‘Some S4,9 are S4,10’, ‘No S4,6 

are S5,6’, ‘No S6,8 are S6,9’, ‘No S6,9 are S6,10’, ‘No S6,10 are 

S7,10’, ‘No S11,8 are S12,8’, etc. 
Let us notice that in the universe of Fig. 8 we do not have 

universal affirmative propositions. But we can draw some 

syllogistic conclusions such as ‘If S4,10[S4,11] and S4,9 S4,10, 

then S4,9[S4,11]’ (i.e. ‘If no S4,10 are S4,11 and some S4,9 are 

S4,10, then no S4,9 are S4,11’). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 The Aristotelian Go game 1 at time step 10   

 

On the contrary, in the universe pictured in the Go game 

of Fig. 9 we have universal affirmative propositions such as 

‘All S8,10 are S8,11’ and ‘All S4,9 are S3,9’. Some possible 
conclusions: ‘If no S8,11 are S8,12 and all S8,10 are S8,11, then no 

S8,10 are S8,12’ and ‘If no S3,9 are S3,10 and all S4,9 are S3,9, then 

no S4,9 are S3,10’. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 The Aristotelian Go game 2 at time step 10   
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IV. NON-ARISTOTELIAN SYLLOGISTIC GO GAME ON 

PLASMODIA 

While in Aristotelian syllogisms we are concentrating on 

one direction of many Physarum motions, and dealing with 

acyclic directed graphs with fusions of many protoplasmic 

tubes toward one data point, in most cases of Physarum 

behavior, not limited by repellents, we observe a spatial 

expansion of Physarum protoplasm in all directions with 

many cycles. Under these circumstances it is more natural to 

define all the basic syllogistic propositions SaP, SiP, SeP, 

SoP in a way they satisfies the inverse relationship when all 

converses are valid: SaP  PaS, SiP  PiS, SeP  PeS, 

SoP  PoS. In other words, we can draw more natural 

conclusions for protoplasmic tubes which are decentralized 

and have some cycles. The formal syllogistic system over 

propositions with such properties is constructed in [9], [10]. 

This system is called the performative syllogistic. The 

alphabet of this system contains as descriptive signs the 

syllogistic letters S, P, M, …, as logical-semantic signs the 

syllogistic connectives a, e, i, o, and the propositional 

connectives  ,  ,  ,  . Atomic propositions are 

defined as follows: SxP, where x{a, e, i, o}. All other 

propositions are defined thus: (i) each atomic proposition is 

a proposition, (ii) if X, Y are propositions, then X, Y, 

X å Y, where },,{ å , are propositions, too.  

Let us consider Go games with the two different kinds of 

plasmodia: (i) plasmodia of Physarum polycephalum and (ii) 

plasmodia of Badhamia utricularis [14]. They try to occupy 

free attractants antagonistically. So, if an attractant is 

occupied by the plasmodium of Physarum polycephalum, it 

cannot be occupied by the plasmodium of Badhamia 

utricularis and if it is occupied by the plasmodium of 

Badhamia utricularis, it cannot be occupied by the 

plasmodium of Physarum polycephalum. In this way we 

observe a competition between two plasmodia. 

In order to implement the performative syllogistic in the 

Go games with Physarum polycephalum and Badhamia 

utricularis plasmodia, we will interpret data points denoted 

by appropriate syllogistic letters as black stones (attractants) 

if we assume that appropriate cells are occupied by the 

plasmodium of Physarum polycephalum and we will 

interpret data points denoted by appropriate syllogistic 

letters as white stones (attractants) if we assume that 

appropriate cells are occupied by the plasmodium of 

Badhamia utricularis. A data point S is considered empty for 

the Black player if and only if an appropriate attractant 

denoted by S is occupied by the white stone (plasmodium of 

Badhamia utricularis). A data point S is considered empty 

for the White player if and only if an appropriate attractant 

denoted by S is occupied by the black stone (plasmodium of 

Physarum polycephalum). Let us define syllogistic strings of 

the form SP with the following interpretation: (i) ‘S is P’: SP 

is true for the Black player if and only if S and P are 

reachable for each other by the plasmodium of Physarum 

polycephalum and both S and P are not empty for the Black 

player, otherwise SP is false; (ii) ‘S is P’: SP is true for the 

White player if and only if S and P are reachable for each 

other by the plasmodium of Badhamia utricularis and both S 

and P are not empty for the White player, otherwise SP is 

false. In other words, SP is true for the Black player 

(respectively, for the White player) if and only if S and P are 

not empty for the Black player (respectively, for the White 

player) and there is a line of non-empty cells for the Black 

player (respectively, for the White player) between points S 

and P, otherwise SP is false. Using this definition of 

syllogistic strings, we can define atomic syllogistic 

propositions as follows: 

In the formal performative syllogistic: there exists A such 

that A is S and for any A, AS is true and AP is true. In the Go 

game model: there is a black (white) stone in A connected by 

black (white) stones to S and connected by black (white) 

stones to P. In the Physarum model: a plasmodium of 

Physarum polycephalum (a plasmodium of Badhamia 

utricularis) in A occupies S and for any plasmodia A of 

Physarum polycephalum (for any plasmodia A of Badhamia 

utricularis) which is a neighbor for S and P, there are strings 

AS and AP. This means that we have a massive-parallel 

occupation of the region by plasmodia of Physarum 

polycephalum (plasmodia of Badhamia utricularis) where 

the cells S and P are located.  

In the formal performative syllogistic: for any A, both AS 

is false and AP is false. In the Go game model: for any cell A 

there are no lines of black (white) stones connecting A to S 

and A to P. In the Physarum model: for any plasmodium of 

Physarum polycephalum (of Badhamia utricularis) A which 

is a neighbor for S and P, there are no strings AS and AP. 

This means that the plasmodium of Physarum polycephalum 

(of Badhamia utricularis) cannot reach S from P or P from S 

immediately.  

In the formal performative syllogistic: there exists A such 

that if AS is false, then AP is true. In the Go game model: 

there exists a cell A with the black (white) stone which is a 

neighbor for cells S and P such that there is a string AS or 

there is a string AP.  In the Physarum model: there exists the 

plasmodium of Physarum polycephalum (of Badhamia 

utricularis) A which is a neighbor for S and P such that there 

is a string AS or there is a string AP. This means that the 

plasmodium of Physarum polycephalum (of Badhamia 

utricularis) occupies S or P, but not the whole region where 

the cells S and P are located.  

In the formal performative syllogistic: for any A, AS is 

false or there exists A such that AS is false or AP is false. In 

the Go game model: for any cell A with the black (white) 

stone which is a neighbor for S and P there is no string AS or 

there exists a black (white) stone in A which is a neighbor 

for S and P such that there is no string AS or there is no 

string AP.  In the Physarum model: for any plasmodium of 

Physarum polycephalum (of Badhamia utricularis)  A which 

is a neighbor for S and P there is no string AS or there exists 

A which is a neighbor for S and P such that there is no string 

AS or there is no string AP. This means that the plasmodium 
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of Physarum polycephalum (of Badhamia utricularis) does 

not occupy S or there is a neighboring cell which is not 

connected to S or P by a protoplasmic tube.  

Notice that there are the following semantic correlations 

between propositions in the sense of the Black player and 

propositions in the sense of the White player: 

 SaP is true for the Black player iff SiP is true for 

the White player with the same cells S and P; 

 SoP is true for the Black player iff SeP is true for 

the White player with the same cells S and P; 

 SaP is false for the Black player iff SiP is false for 

the White player with the same cells S and P; 

 SoP is false for the Black player iff SeP is false for 

the White player with the same cells S and P. 

Composite propositions are defined in the standard way. 

In the performative syllogistic we have the following 

axioms:  

 

      )));ii(()i((:= PsASsAASsAASaP   (9) 

  

));i()i((:= PsASsAASiP   (10) 

 

)));i()i(()i((

..))),ii(()i((:=

SsAPsAASsAA

eiSsAPsAASsAASoP




 (11) 

  

).ii(

..)),i()i((:=

PsASsAA

eiPsASsAASeP




 (12) 

  

                   ;SePSaP  (13) 

  

                  ;PaSSaP  (14) 

  

                   ;PiSSiP   (15) 

  

                ;SePSaM   (16) 

  

                ;SePMaP  (17) 

  

                       ;)( SaPSaMMaP   (18) 

  

          .)( SiPSiMMiP   (19) 

 

The formal properties of this axiomatic system are 

considered in [9], [10]. In the performative syllogistic we 

can analyze the collective dimension of behavior. Within 

this system we can study how the plasmodium of Physarum 

polycephalum and the plasmodium of Badhamia utricularis 

occupy all possible attractants in any direction if they can 

see them. So, this system shows logical properties of a 

massive-parallel behavior (i.e. the collective dimension of 

behavior). One of the most significant notions involved in 

this implementation of the performative syllogistic in 

plasmodia topology is a neighborhood. We can define a 

distance for the neighborhood differently, i.e. we can make it 

broader or narrower. So, from different neighborhoods it 

will follow that we deal with different ‘universes of 

discourse’. 

A. Antagonistic Go Game for Verifying Performative 

Syllogistic Reasoning 

In the Go game diagrams for the performative syllogistic, 

the ‘universe of discourse’ cover cells x, y, non-x (which be 

denoted by x'), non-y (which be denoted by y'): 

  

  x   y'  

 y   x'  

  

where x, y, x', y' are neighbor cells containing black stones 

(interpreted as attractants for Physarum polycephalum) and 

white stones (interpreted as attractants for Badhamia 

utricularis), x' are all neighbors for y which differ from x, 

and y' are all neighbors for x which differ from y. Let us 

consider the Go game from the point of view just of the 

Black player. Suppose that we have black, white, and grey 

stones and (i) if a black stone is placed within a cell, this 

means that “this cell is occupied by the plasmodium of 

Physarum polycephalum” (i.e. “there is at least one thing in 

it for the Black player”), (ii) if a white stone is placed within 

a cell, this means that “this cell is not occupied the 
plasmodium of Physarum polycephalum” (i.e. “there is not 
thing in it for the Black player”), (ii) if a grey stone is placed 
within a cell, this means that “it is not known if this cell is 
occupied by the plasmodium of Physarum polycephalum” or 
“it is not known what color of stone placed within a cell is 

from the point of view of the Black player”. All possible 

combinations of Go game diagrams for atomic propositions 

within our universe of discourse are pictured in Fig. 10. 

The universe of discourse for simulating performative 

syllogisms by means of Physarum behaviors covers cells x, 

y, m, x', y', m' in the following manner: 

 

 y'  m   m'   x'  

m'   x   y'   m  

m   y   x'   m'  

x  m'   m   y  

  

The motion of plasmodium starts from one of the central 

cells (x, y, x', y') and goes towards one of the four directions 

(northwest, southwest, northeast, southeast). The Go game 

diagram for syllogistic conclusions is as follows: 

 

  x   m' 

 m   x'  

  

 

Some examples of performative syllogistic conclusions 

are regarded in Fig. 11.  

Thus, the performative syllogistic allows us to study 

different zones containing attractants for Physarum 
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polycephalum and Badhamia utricularis if they are 

connected by protoplasmic tubes homogenously. 

A model  xM |,=' |M  for the performative 

syllogistic, where M   is the set of attractants and 

MX x
||  is a meaning of syllogistic letter X which is 

understood as all attractants reachable for the plasmodium of 

Physarum polycephalum from the point x, is defined as 

follows: 

  

 
 

Fig. 10 The Go game diagrams for premises of performative 

syllogisms. Strings of the form (x' & y')x mean that in cells x' and y' 

there are neighbors A for x such that Ax, i.e. (x' & y') is a metavariable 

in (x' & y')x that is used to denote all attractants of x' and y' which are 

neighbors for the attractant of x   

 

'M  All x are y iff |X|x   , |X|y   , and |X|x   

|X|y   , more precisely both (x' & y')x and (x' & y')y hold in 

'M , i.e. the plasmodium of Physarum polycephalum can 

move from neighbors of y to x and it can move from 

neighbors of x to y (we can place black stones in the line 

from neighbors of y to x and from neighbors of x to y);  

'M  Some x are y iff y  |X|x  and x  |X|y, more 

precisely neither (x' & y')x nor (x' & y')y hold in 'M , i.e. the 

plasmodium of Physarum polycephalum cannot move from 

neighbors of y to x and it cannot move from neighbors of x 

to y (we can place white stones in the line from neighbors of 

y to x and from neighbors of x to y);  

 

 

Fig. 11 The Go game diagrams for performative syllogisms with true 

conclusions from the point of view of the Black player   

 

'M  No x are y iff y  |X|x  or x  |X|y, more 

precisely (x' & y')x or (x' & y')y hold in 'M , i.e. the 

plasmodium of Physarum polycephalum can move from 

neighbors of y to x or it can move from neighbors of x to y 

(we can place black stones in the line from neighbors of y to 

x or from neighbors of x to y);  
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'M  Some x are not y iff y  |X|x  or x  |X|y, 

more precisely (x' & y')x or (x' & y') do not hold in 'M , i.e. 

the plasmodium of Physarum polycephalum cannot move 

from neighbors of y to x or it cannot move from neighbors of 

x to y (we can place white stones in the line from neighbors 

of y to x or from neighbors of x to y);  

 qp 'M  iff  p'M  and q'M ;  

 qp 'M  iff  p'M  or q'M ;  

 p'M  iff it is false that p'M . 

 

Proposition 3: The performative syllogistic is sound and 

complete in 'M .  

 

For more details on formal properties of performative 

syllogistic, please see [9], [10]. This syllogistic describes the 

logic of plasmodium propagation in all possible directions. 

For the implementation of this syllogistic we do not need 

repellents. It is a natural system. The performative 

syllogistic  as a Go game is an antagonistic game, where two 

players draw own conclusions without any coalition (see 

Fig. 10). 

B. Examples of Performative-Syllogistic Go Game  

Let us also examine a game of Go at time step 10 to 

provide an example for performative syllogistic. Let this 

game be shown in Figure 12. As usual, each Voronoi cell is 

denoted from S1,1 to S18,18. In the universe of Fig. 12 there 

are no universal affirmative propositions and particular 

affirmative propositions. We face only universal negative 

propositions and particular negative propositions such as 

‘No S'4,9 are S'4,10’, where S'4,9 are neighbors for S4,10 

differing from S4,9 and S'4,10 are neighbors for S4,9 differing 

from S4,10, and ‘Some S'4,11 are not S'5,11’, where S'4,11 are 

neighbors for S5,11 differing from S4,11 and S'5,11 are 

neighbors for S4,11 differing from S5,11. 

In the universe of Figure 13 there is a universal 

affirmative proposition: ‘All S6,5 are S6,6’, and a particular 
affirmative proposition: ‘Some S5,8 are S5,9’. 

V. CONCLUSION 

We have just shown that we can simulate the plasmodium 

motion as a Go game, where black stones are interpreted as 

attractants and white stones as repellents. We can consider 

configurations of stones as spatial reasoning. If we 

implement the Aristotelian syllogistic, we need a coalition of 

two players. If we implement the performative syllogistic 

[9], [10], we deal with an antagonistic game. In the latter 

case black stones are interpreted as attractants for Physarum 

polycephalum and white stones as attractants for Badhamia 

utricularis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12 The performative syllogistic Go game 1 at time step 10. The 

black stones are attractants occupied by the plasmodium of Physarum 

polycephalum and the white stones are attractants occupied by the 

plasmodium of Badhamia utricularis. So, we construct syllogisms from 

the point of view of the Black player   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13 The performative syllogistic Go game 2 at time step 10. The 

black stones are attractants occupied by the plasmodium of Physarum 

polycephalum and the white stones are attractants occupied by the 

plasmodium of Badhamia utricularis. We build syllogisms from the 

point of view of the Black player   
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Abstract—In the WZ factorization the outermost parallel loop
decreases the number of iterations executed at each step and this
changes the amount of parallelism in each step. The aim of the
paper is to present four strategies of parallelizing nested loops on
multicore architectures on the example of the WZ factorization.

For random dense square matrices with the dominant diagonal
we report the execution time, the performance, the speedup of
the WZ factorization for these four strategies of parallelizing
nested loops and we investigate the accuracy of such solutions.

It is possible to shorten the runtime when utlilizing the
appropriate strategies with the use of good scheduling.

Keywords: linear system, WZ factorization, matrix factoriza-
tion, matrix computations, multicore architecture, parallel nested
loops, OpenMP

I. INTRODUCTION

MULTICORE computers with shared memory are used
to solve the computational science problems. One of

more important computational problems is solution of linear
systems, the form of which is the following:

Ax = b, where A ∈ Rn×n, b ∈ Rn. (1)

One of the direct methods of solving a dense linear system
(1) is to factorize the matrix A into some simpler matrices
— that is its decomposition into factor matrices of a simpler
structure — and then solving simpler linear systems.

Such factorization is hard to compute and that is why
it is worth applying different optimization techniques and
simultaneously using parellelism of contemporary computers.

The implementation of the factorization contains nested
loops. The reasearch of the parallelization of nested loops have
been undertaken by different scientistcs.

In the work [6], the authors study five different models for
nested parallel loops execution on shared-memory multipro-
cessors and show a simulation based performance comparison
of different techniques using real application. The possibility
to take advantage of the parallelism in nested parallel loops
with the use of good scheduling and synchronization algo-
rithms is described.

An automatic mechanism to dynamically detect the best way
to exploit the parallelism when having nested parallel loops

is presented in the study [3]. This mechanism is based on a
number of threads, size of the problem, number of iterations
in a loop and its was implemented inside IBM XL runtime
library. This paper examined (among other) an LU kerner,
which decomposes the matrix A into the matrices: L (lower
triangular matrix) and U (upper triangular matrix).

An algorithm for finding good distributions of threads to
tasks is provided and the implementation of nested parallelism
in OpenMP is discussed in the paper [1].

The main focus of [5] was to investigate the possibility of
dynamically choosing, at runtime, the loop which best utilises
the available threads.

To implement parallel programs on multicore systems with
shared-memory, programmers usually use the OpenMP stan-
dard [8]. The programming model provides a set of directives
to explicitly define parallel regions in applications. The com-
pliator translates these directives. One of its most interesting
features in the language is the support for nested parallelism.

This work investigate the issue of the parallelizing nested
loops in OpenMP. The OpenMP standard supports loop par-
alelism. For OpenMP standard, it is done by the utilization of
the directive #pragma omp parallel for, which pro-
vides a shourtcut for specifying a parallel region that contains
a single #pragma omp parallel.

Parallelism of the nested loops in the WZ factorization is
the aim of the work. In the WZ kerner the outermost parallel
loop decreases the amount of iterations executed at each step
and this changes the number of parallelism in each step. In
this paper we investigate the time, the scalability, the speedup
and the acuraccy for four different nested loops parallelism
strategies for the WZ factorization.

The paper deals with the following issues. In Section II the
idea of the WZ factorization [2], [7] and the way the matrix A
is factorized to a product of matrices W and Z are described.
Such a factorization exists for every nonsingular matrix (with
pivoting) which was shown in [2].

Section III provides information about some strategies of
parallelizing nested loops and their application to the orginal
the WZ factorization. Section IV presents the results of our
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experiments. The time, the speedup, the performance of WZ
factorization for different strategies on the two platforms are
analysed. The influence of the size of the matrix on the
achieved numerical accuracy is studied as well. Section V is
a summary of our experiments.

II. WZ FACTORIZATION (WZ)
The chapter presents the WZ factorization usage to solve

(1). The WZ factorization is described in [2], [4].
Let us assume that the A is a square nonsingular matrix

of an even size (it is somewhat easier to obtain formulas for
even sizes than for odd ones). We are to find matrices W and
Z that fulfill WZ = A and the matrices W and Z consist of
the following rows wT

i and zTi respectively:

wT
1 = (1, 0, . . . , 0︸ ︷︷ ︸

n−1

)

wT
i = (wi1, . . . , wi,i−1, 1, 0, . . . , 0︸ ︷︷ ︸

n−2i+1

, wi,n−i+2, . . . , win)

for i = 2, . . . , n
2 ,

wT
i = (wi1, . . . , wi,n−i, 0, . . . , 0︸ ︷︷ ︸

2i−n−1

, 1, wi,i+1, . . . , win)

for i = n
2 + 1, . . . , n− 1,

wT
n = (0, . . . , 0︸ ︷︷ ︸

n−1

, 1)

zTi = (0, . . . , 0︸ ︷︷ ︸
i−1

, zii, . . . , zi,n−i+1, 0, . . . , 0)

for i = 1, . . . , n
2 ,

zTi = (0, . . . , 0︸ ︷︷ ︸
n−i

, zi,n−i+1, . . . , zii, 0, . . . , 0)

for i = n
2 + 1, . . . , n.

(2)
After the factorization we can solve two linear systems:




Wy = b

Zx = y
(3)

(where y is an auxiliary intermediate vector) instead of one
(1).

In this paper we are interested only in obtaining the matrices
Z and W. The first part of the algorithm consists of setting
succesive parts of columns of the matrix A to zeros. In the first
step we do that with the elements in the 1st and nth columns
— from the 2nd row to the (n−1)st row. Next we update the
matrix A.

More formally we can describe the first step of the algorithm
the following way.

1) For every i = 2, . . . , n − 1 we compute wi1 and win

from the system:{
a11wi1 + an1win = −ai1
a1nwi1 + annwin = −ain

and we put them in the matrix of the form:

W(1) =




1 0 · · · 0 0

w21 1
. . .

... w2n

... 0
. . . 0

...

wn−1,1

...
. . . 1 wn−1,n

0 0 · · · 0 1



.

2) We compute:
A(1) = W(1)A.

After the first step we get a matrix of the form:

A(1) =




a11 a12 · · · a1,n−1 a1n

0 a
(1)
22 · · · a

(1)
2,n−1 0

...
...

...
...

0 a
(1)
n−1,2 · · · a

(1)
n−1,n−1 0

an1 an2 · · · an,n−1 ann



, (4)

where (for i, j = 2, . . . , n− 1):

a
(1)
ij = aij + wi1a1j + winanj . (5)

Then, we proceed analogously — but for the inner square
matrices — A(1) of size (n− 2) and so on.

So, the whole algorithm is the following.
For k = 1, 2, . . . , n

2 − 1:
1) For every i = k + 1, . . . , n − k we compute wik and

wi,n−k+1 from the system:




a
(k−1)
kk wik + a

(k−1)
n−k+1,kwi,n−k+1

= −a(k−1)
ik

a
(k−1)
k,n−k+1wik + a

(k−1)
n−k+1,n−k+1wi,n−k+1

= −a(k−1)
i,n−k+1

and we put them in a matrix of the form shown in Figure
1.

2) We compute:

A(k) = W(k)A(k−1).

After (n2 − 1) such steps we get the matrix

Z = A(n
2 −1).

Moreover, we know that:

W(n
2 )−1 · . . . ·W(1) ·A = Z,

so we get

A = {W(1)}−1 · . . . · {W(n
2 )−1}−1 · Z = WZ.

Algorithm 1 shows the WZ algorithm.
The complexity of Algorithm 1 can be expressed by the

formule
n
2 −1∑

k=1


3 +

n−k∑

i=k+1


8 +

n−k∑

j=k+1

4




 =

4n3 − 7n− 18

6
. (6)

So, this algorithm requires O(n3) arthmetic operations.
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W(k) =




1
. . .

1

wk+1,k
. . . wk+1,n−k+1

...
. . .

...

wn−k,k
. . . wn−k,n−k+1

1

. . .

1




Fig. 1. The matrix W(k) in kth step.

Algorithm 1 Outline of the WZ factorization algorithm (WZ)
Require: A
Ensure: W, Z

1: for k = 1 to n/2− 1 do
2: k2← n− k + 1
3: det← akk ∗ ak2k2 − ak2k ∗ akk2
4: for i = k + 1 to k2− 1 do
5: wik ← (ak2k2 ∗ aik − ak2k ∗ aik2)/det
6: wik2 ← (akk ∗ aik2 − akk2 ∗ aik)/det
7: for j = k + 1 to k2− 1 do
8: aij ← aij − wik ∗ akj − wik2 ∗ ak2j
9: end for

10: end for
11: end for
12: Z ← A

III. NESTED LOOPS PARALLELISM STRATEGIES

An application with nested loops can be performed parallely
in different ways depending on compilators, hardware and
run-time system support available. Nested loops require from
of a programmer taking a decision concerning details of
parallelism.

In this work we deal with the following parallelization
strategies for nested loops:

1) outer
2) inner
3) nested
4) split

While all variables used in a parallel region are by default
shared, in each strategy we declare explicitly all variables
as private or shared for all directives respectively. Using
the private clause, we specify that each thread has its own
copy of variables.

To ensure load balancing for all threads we use the schedule
clause, which specifies how the iterations of the loop are
assigned to the threads. In the clause schedule of the
directive #pragma omp parallel for we set the value

static, because the computational cost of the tasks is
known.

A. Outer

Outer — the simplest parallelization strategy of nested
loops is parallel execution of the most outer loop. All inner
loops are executed in a sequence. This approach gives good
results if the number of iterations in a loop is big and the
iteration’s granularity is coarse enough, which happens exactly
in case of the WZ factorization. Algorithm 2 presents outer
strategy for WZ factorization. The outermost k-loop cannot
be parallelized, however, we can parallelize the i-loop. In
this simple parallelization strategy the loop is divided equally
between threads, so every thread performs the same amount
of work, which ansure regular distribution of work beetwen
threads.

B. Inner

Another strategy of paralelizing nested loops involves ex-
ecuting the inner loops in parallel on all processors, but the
outer loop is executed in a sequence. Clearly, in case of WZ
factorization blocking barrier is used at the end of each parallel
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Algorithm 2 Outline of the WZ factorization algorithm (WZ) — outer strategy
Require: A
Ensure: W, Z

1: for k = 1 to n/2− 1 do
2: k2← n− k + 1
3: det← akk ∗ ak2k2 − ak2k ∗ akk2
4: #pragma omp parallel for private(i) shared(k, k2, w, a, det,j)
5: for i = k + 1 to k2− 1 do
6: wik ← (ak2k2 ∗ aik − ak2k ∗ aik2)/det
7: wik2 ← (akk ∗ aik2 − akk2 ∗ aik)/det
8: for j = k + 1 to k2− 1 do
9: aij ← aij − wik ∗ akj − wik2 ∗ ak2j

10: end for
11: end for
12: end for
13: Z ← A

loop, which prevents incorect results. Parallelizing the inner
loop will potentially provide smaller pieces of work so they
can be distributed evenly between the available threads but it
has more overhead due to work distribution and synchroniza-
tion beetwen threads. This overhead may be high if the loop
granularity is too fine. Algorithm 3 presents inner strategy for
WZ factorization, in which the j-loop are parallelized.

C. Nested

The third strategy of execution of nested loops paralelization
is exploiting the paralelism on each level — nested parallelism.
Standard OpenMP (from 2.5 version) makes it possible to nest
parallel loops, however, it must be switched on by means
of the environment variable OMP_NESTED or the function
omp_set_nested. Each task needs at least one thread to
its own disposal. Algorithm 4 presents the nested strategy.

This algorithm shows how a 2-level parallelism can be
implemented in OpenMP based on the directives. Nesting
parallel loops is a way to use more threads in a computation.
This can easily create a large number of threads as their
number is the product of the number of threads forked at each
level of nested loops.

D. Split

The final strategy concernes division of i-loops into two
separate loops. Such a split facilites presentation of kth step
in the form of a dag (directed acyclic graph), which shows the
order of the task execution. The dag represents computational
solutions in which the nodes represent tasks to be executed
and edges represent precedence among the tasks. In the figure
2 a dag for kth step and shows, which part of the matrix
is processed in a particular task is presented. By Task 1 we
understand determining of valiables k2 and det (lines 2 and
3 in Algorithm 1. Task 2 is the computation of kth and k2nd
column of the matrix W (lines 4, 5 and 6 in Algorithm 1).
Task 3 is the computation of values in the matrix A (lines 4,
7 and 8 in Algorithm 1).

Algorithm 5 shows the split strategy for WZ factorization.

The first loop is parallelized. The second loop is nested loop
and we use outer version to parallelize this loop.

IV. NUMERICAL EXPERIMENTS

In this section we tested the time, the performance, the
speedup and the absolute accuracy of the WZ factorization.
Our intention was to investigate diffrent nested loops par-
allelization strategies for the WZ factorization on multicore
architecuters. We examined five versions algorithms of the WZ
factorization:

• sequential (Algorithm 1),
• outer (Algorithm 2),
• inner (Algorithm 3),
• nested (Algorithm 4),
• split (Algorithm 5).

Here we used experiments, based on information collected
at runtime, to decide whether a loop should execute clause
static or dynamic and we chose static.

The input matrices are generated (by the authors). They are
random, dense, square matrices with a dominant diagonal of
even sizes (1000, 2000,. . . , 9000)

We used two hardware platforms for testing: E5-2660 and
X5650. Their details specifications are presented in Table I.

The algorithms sequential, outer, inner, nested and split
were implemented with the use of the C language with the use
of the double precision. Our codes were compiled by INTEL
C Compiler (icc) with optimization flag -O3. Additionally, all
algorithms were linked with the OpenMP library.

A. The Time

All the processing times are reported in seconds. The time is
measured with an OpenMP function open_get_wtime().
They were tested in the double precision.

In Figures 3 and 4 we have compared the average running
time of the four parallel WZ decomposition algorithms and
the sequential version on two platforms.
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Algorithm 3 Outline of the WZ factorization algorithm (WZ) — inner strategy
Require: A
Ensure: W, Z

1: for k = 1 to n/2− 1 do
2: k2← n− k + 1
3: det← akk ∗ ak2k2 − ak2k ∗ akk2
4: for i = k + 1 to k2− 1 do
5: wik ← (ak2k2 ∗ aik − ak2k ∗ aik2)/det
6: wik2 ← (akk ∗ aik2 − akk2 ∗ aik)/det
7: #pragma omp parallel for private(j) shared(k, k2, w, a, det,i)
8: for j = k + 1 to k2− 1 do
9: aij ← aij − wik ∗ akj − wik2 ∗ ak2j

10: end for
11: end for
12: end for
13: Z ← A

Algorithm 4 Outline of the WZ factorization algorithm (WZ) — nested strategy
Require: A
Ensure: W, Z

1: for k = 1 to n/2− 1 do
2: k2← n− k + 1
3: det← akk ∗ ak2k2 − ak2k ∗ akk2
4: #pragma omp parallel for private(i) shared(k, k2, w, a, det)
5: for i = k + 1 to k2− 1 do
6: wik ← (ak2k2 ∗ aik − ak2k ∗ aik2)/det
7: wik2 ← (akk ∗ aik2 − akk2 ∗ aik)/det
8: #pragma omp parallel for private(j) shared(k, k2, w, a, det)
9: for j = k + 1 to k2− 1 do

10: aij ← aij − wik ∗ akj − wik2 ∗ ak2j
11: end for
12: end for
13: end for
14: Z ← A

1 1

2 3

2

1

2

1 1

11

Fig. 2. The dag of the tasks (left). The sequence of calculations in the matrix in the WZ factorization in every step (right).
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Algorithm 5 Outline of the WZ factorization algorithm (WZ) — split strategy
Require: A
Ensure: W, Z

1: for k = 1 to n/2− 1 do
2: k2← n− k + 1
3: det← akk ∗ ak2k2 − ak2k ∗ akk2
4: #pragma omp parallel for private(i) shared(k, k2, w, a, det)
5: for i = k + 1 to k2− 1 do
6: wik ← (ak2k2 ∗ aik − ak2k ∗ aik2)/det
7: wik2 ← (akk ∗ aik2 − akk2 ∗ aik)/det
8: end for
9: #pragma omp parallel for private(i) shared(k, k2, w, a, det)

10: for i = k + 1 to k2− 1 do
11: for j = k + 1 to k2− 1 do
12: aij ← aij − wik ∗ akj − wik2 ∗ ak2j
13: end for
14: end for
15: end for
16: Z ← A

TABLE I
SOFTWARE AND HARDWARE PROPERTIES OF E5-2660 AND X5650 SYSTEMS

E5-2660 System X5650 System
CPU 2x Intel Xeon E5-2660 (20M Cache, 2.20 GHz, 8 cores with HT) 2x Intel Xeon X5650 (12M Cache, 2.66 GHz, 6 cores with HT)
CPU memory 48GB DDR3 48GB DDR3
Operating system CentOS 5.5 (Linux 2.6.18-164.el5) Debian (GNU/Linux 7.0)
Libraries OpenMP, Intel Composer XE 2013 OpenMP, Intel Composer XE 2013
Compilers Intel Intel

Figure 3 shows the dependence of the time on the number
of threads for the matrix of the size 9000 on two platforms
(X5650 on the right side, E5-2660 on the left side).

Figure 4 shows the dependence of the time on the matrix
size for 12 threads for X5650 system (the right side) and 16
threads for E5-2660 system (the left side).

Using obtained results we conclude that:

• For a growing number of threads E5-2660 architecture
outperforms X5650, due to the fact that the latter one is
its older. We were expecting this result.

• The time is the shortest for 12 threads on the X5650
system and for 16 threads on the E5-2660 system. For
bigger number of threads the time is the same as for
12 threads on the X5650 system nad for 16 threads on
E5-2660, which proves weakness of the hyperthrading
technology.

• If the size matrix is increased, then the runtime is
increased too and it becomes more profitable to use a
big number of the threads.

• split and outer algorithms achieve very similar execution
time, which is the shortest compared with other algo-
rithms.

• The worse execution time was achieved by the nested al-
gorithm and for E5-2660 it is even worse than sequential
algorithm.

B. The Performance

Figures 5 and 6 compare the performance (in Gflops) results
obtained for those five algorithms (sequential, outer, inner,
nested, split) — in the double precision on two platforms.
The performance is based on the number of floating-point
operations in the WZ factorization (6).

Figure 5 shows dependence of the performance on the
number of threads (maximum number of the threads is 24)
for the matrix of the size 9000 for two platforms (X5650 —
the right, E5-2660 — the left).

Figure 6 shows dependence of the performance on matrix
size for 12 threads for X5650 system (the right side) and 16
threads for E5-2660 (the left side).

We can see the best performance (about 5.5 Gflop/s)
achieved by split algorithm for the matrix of the size 9000 for
16 threads on E5-2660 system, and worst (less than 1 Gflop/s)
is for nested version and sequential algorithm for all matrix
sizes. On X5650 system we obtain worse performance for all
tested algorithms than on E5-2660 System. The performance
is very low for all algorithms on X5650 system and almost the
same for inner, outer and split algorithms on X5650 system.

C. The Speedup

Figures 7 and 8 present the speedup results obtained for
four algorithms implementations — in the double precision
on two platforms. Figure 7 shows dependence of the speedup
on the number of threads (maximum number of the threads is
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Fig. 3. The average running time of the WZ matrix decomposition as a function of the number of threads — for the five algorithms using the double
precision on two platforms (E5-2660 on the left side and X5650 on the right side) for the matrix of the size 9000 (logarithmic y-axis).
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Fig. 4. The average running time of the WZ matrix decomposition as a function of the matrix size — for 16 threads on E5-2660 system (the left side) and
for 12 threads on X5650 system (the right side) (logarithmic y-axis ).

23) for the matrix of the size 9000 for two platforms (X5650
— the right, E5-2660 — the left).

Figure 8 shows dependence of the performance on the
matrix size for 12 threads for X5650 system (the right side)
and 16 threads for E5-2660 (the left side).

Note that:
• All algorithms scale well with the size of a matrix;

moreover,the bigger the matrix, the better the speedup.
• The speedup increases steadily until 12 threads on E5-

2660 System and 16 threads on X5650 system, before it
starts to level off.

• Split algorithm has the better speedup, even value up to
14 for 16 threads on E5-2660 system.

• On the X5650 system split and outer algorithm have
similary seedup, but on E5-2660 System split algorithm

has higher speedup than split algorithm.

D. Numerical Accuracy

The purpose of this section is not to accomplish a full study
of the numerical stability and accuracy of the WZ factoriza-
tion, but justify experimentally that our implementation of the
WZ algorithm can be used in practice.

As a measure of accuracy we took the following expression
(where ||M|| is the Frobenius norm of the matrix M) based
on the absolute error:

||A−WZ||.

Table II illustrates the accuracy (given as the norms ||A−
WZ||) of the WZ factorization. The norms on both platforms
(E5-2660 and X5650) are the same for appropriate matrix
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Fig. 5. The performance results for the WZ factorization — using the double precision on two platforms (E5-2660 — the left side; X5650 — the right side)
for the five algorithms as the function of number of threads.
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Fig. 6. The performance results for the WZ factorization — using the double precision for 16 threads on E5-2660 system (the left side) and for 12 threads
on X5650 system (the right side) for the five algorithms as a function of the matrix size.

sizes. Values of the norm do not depend on the number of
the threads and do not depend on a choice of algorithms (for
all algorithms the norm depends only on the matrix size).

V. CONCLUSION

In this paper we examined several practical aspect of nested
parallel loop execution. We used four different strategies
for executing nested parallel loops on the examples of the
WZ factorization. All proposed approaches usually accelerate
sequential computations, except the nested algorithm.

Nested algorithm for a small number of threads proved to
be the fastest, but for a big numer of threads its execution
took longer time even than for a sequential algorithm. We
may explain that creating any parallel region will cause the
overhead. Overhead from nesting of parallel regions may cause

overheads greater than necessary if, for example, an outer
region could simply employ more threads in a computation.
The appliaction lost the time on scheduling threads. OpenMP
allows the specification of nested parallel loops, but for WZ
factorization does not acquire satisfactory results. OpenMP
uses nesting poorly.

The available number of threads exploited both outer and
split algorithms best. Split approach achievs the best speedup.
The speedup of 14 was achived for 16 threads on the E5-2660
system. We find this result very satisfactory.

The implementation had no impact on the accuracy of the
factorization — the accuracy depended only on the size of the
matrix what is quite self-evident.

The implementation of the split algorithm presented in this
paper achieves high performance results, which has a direct
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Fig. 7. The speedup results for the WZ factorization — using the double precision on two platforms (E5-2660 — top; X5650 — bottom) for the four
algorithms as the function of number of threads.
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TABLE II
THE NORMS FOR THE WZ FACTORIZATIONS IN DOUBLE PRECISION ON E5-2660 SYSTEM AND X5650 SYSTEM FOR ALL THE ALGORITHMS IN DOUBLE

PRECISION

matrix size ||A−WZ||
1000 2.89 · 10−22

2000 1.18 · 10−21

3000 2.97 · 10−21

4000 5.59 · 10−21

5000 9.32 · 10−21

6000 1.40 · 10−20

7000 2.06 · 10−20

8000 2.83 · 10−20

9000 3.78 · 10−20

impact on the solution of linear systems.
This paper is another example of the succesful use of

OpenMP for solving scientific appliactions.
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Abstract—Recursive Filters (RFs) are a well known way to
approximate the Gaussian convolution and are intensively used
in several research fields. When applied to signals with support
in a finite domain, RFs can generate distortions and artifacts,
mostly localized at the boundaries of the computed solution.
To deal with this issue, heuristic and theoretical end conditions
have been proposed in literature. However, these end conditions
strategies do not consider the case in which a Gaussian RF is
applied more than once, as often happens in several realistic
applications. In this paper, we suggest a way to use the end
conditions for such a K-iterated Gaussian RF and propose an
algorithm that implements the described approach. Tests and
numerical experiments show the benefit of the proposed scheme.

I. INTRODUCTION

Recursive filters (RFs) have achieved a central role in

several research fields, as in data assimilation for operational

three-dimensional variational analysis schemes (3Dvar) [4],

[10], and in Electrocardiogram (ECG) denoising [1], [2].

Among RFs, the Gaussian RFs are particularly suitable for

digital image processing [13] and applications of the scale-

space theory [8], [15]. Gaussian RFs are an efficient computa-

tional tool for approximating Gaussian-based convolutions [3],

[14], [10], [11], [12]. Gaussian RFs are mainly derived in three

different ways: the Deriche strategy uses an approximation of

the Gaussian function in the space domain [5]; the approxi-

mation procedure of Jin et al. is carried out in the z-domain,

i.e. it is based on an approximation of the z-transform of the

Gaussian function by means of rational polynomial functions

[9]; and the approach followed by Vliet et al. [12], [16]

approximates the Gaussian function in the Fourier domain.

The latter approach is particularly attractive since the Fourier

transform of a Gaussian function is a Gaussian.

From a mathematical point of view, a Gaussian RF consists

of two infinite sequences of equations (forward and backward

equations) that involve the entries of both the input and

output signals. However, algorithms that implement RFs need

to consider only a finite number of these equations, i.e. they

take into account a finite number of input and output signal

samples. Without additional assumptions, such a reduction

(from the infinite to the finite) introduces distortions and

artifacts on the computed finite output signals. In particular,

these solutions present an error that affects the entries near to

the boundaries. This phenomenon has been recognized as an

edge effect in [3] and some authors, such as Purser et al. [10]

and Triggs et al. [14], suggest how to avoid this by simulating

the effect of the continuation of the neglected equations. This

results in inserting the so-called boundary conditions, or end

conditions, i.e. in modifying some of the filter equations so

that the backward equations can be primed. These strategies

are based on some heuristic assumptions on the input signal

and seem to fix the edge effect problem.

In some real applications [3], [6], [7], Gaussian RFs are

used iteratively. This relies on a more general definition

of RFs, named K-iterated RFs, which have been formally

introduced in [3]. So far, a comprehensive study of the

conditions for the K-iterated RFs is still lacking. Moreover,

as noticed in [3], and recalled in this work (see Section 3),

edge effects reappear when the number K of filter iterations

increases, even though the classic RF end conditions are

used. In this context, the purpose of this work is to provide

an algorithm which combines classic end conditions with a

suitable oversizing and reduction of both the input and the

output signals, so that the edge effects are strongly mitigated.

The paper is organized as follows. In Section 2, we recall the

definitions of the discrete Gaussian convolution and Gaussian

recursive filters, then we derive classic end conditions in a

general way and show their specific features for the first-order

Gaussian RF used in [3], [6], [7]. The benefit of the end

conditions is shown through some numerical examples. In

Section 3, we give the definition of the K-iterated RFs and

point out how the filter coefficients of a K-iterated first-order

RF have to be taken. Finally, we propose a numerical

scheme that implements a K-iterated first-order RF with end
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conditions and a strategy for preventing the occurrence of

edge effects. In Section 4, we report some experiments to

confirm the reliability of the proposed algorithm and give

suggestions on how to set the parameters of the proposed K-

iterated scheme. Finally, Section 5 contains some concluding

remarks.

II. MATHEMATICAL BACKGROUND

Let

g(x) =
1

σ
√
2π

exp

(
− x2

2σ2

)

be the Gaussian function and

s(0) =
{
s
(0)
j

}+∞
j=−∞ =

(
. . . , s

(0)
−2, s

(0)
−1, s

(0)
0 , s

(0)
1 , s

(0)
2 , . . .

)

a signal (i.e. a complex function defined on the set of integers

Z). The discrete Gaussian convolution of s(0) gives rise to an

output signal s(g) whose entries are defined by:

s
(g)
j

def
=

(
g ∗ s(0)

)
j
=

+∞∑

t=−∞
g(j − t)s

(0)
t . (1)

The entries s
(g)
j of s(g) in (1) can be approximated by means

of Gaussian recursive filters. The n-order Gaussian RF filter

gives an output signal s, which is an approximation of s(g),
whose entries solve the infinite sequences of equations:

pj = βjs
(0)
j +

n∑

t=1

αj,tpj−t, j = −∞, . . . ,+∞, (2)

sj = βjpj +
n∑

t=1

αj,tsj+t, j = −∞, . . . ,+∞. (3)

The equations in (2) and (3) are conveniently referred to as the

advancing and backing filters, respectively, since in the former

the index j must be treated as in increasing order while, in the

latter, it must be treated in decreasing order [10]. The values

αj,t and βj are called smoothing coefficients and satisfy:

βj = 1−
n∑

t=1

αj,t.

The smoothing coefficients depend on σ, n and, in a more

general setting, even on the index j. Hereafter, we only

consider the homogeneous case, i.e. we set:

βj ≡ β, αj,t ≡ αt, (4)

where the advancing and backing filters take the form:

pj = βs
(0)
j +

n∑

t=1

αtpj−t, j = −∞, . . . ,+∞, (5)

sj = βpj +

n∑

t=1

αtsj+t, j = −∞, . . . ,+∞. (6)

If we assume that the support of the input signal s(0) is

in the grid {1, 2, . . . , N}, then equations (5) and (6) can

be implemented in an algorithm in which the index j in-

creases from 1 to N , for the advancing filter, and decreases

from N to 1, for the backing filter. This scheme needs

to prime the advancing filter, by setting the values pj , for

j ∈ {0,−1, . . . , 1 − n}, and the backing filter, by setting the

values sj for j ∈ {N +1, N +2, . . . , N +n}. For example, a

common choice is to set at zero the required pj and sj values,

i.e.:
p−n+1 = p−n+2 = . . . = p0 = 0;

sN+1 = sN+2 = . . . = sN+n = 0.
(7)

However, this assumption gives rise to a well-known edge

effect, already noticed in [14], and discussed in detail in [3].

An outline of such a scheme, implementing (5), (6) and (7),

is provided in Algorithm 1.

Algorithm 1 Scheme of an n-order Recursive Filter with zero

end constraints

Input: s(0), σ Output: s

1: set β, α1, . . . , αn % smoothing coefficient precomputation

2: for j = 1, 2, . . . , n % left zero end conditions

3: pj−n := 0

4: endfor

5: for j = 1, 2, . . . , N % advancing filter

6: pj := βs
(0)
j

7: for t = 1, 2, . . . , n

8: pj := pj + αtpj−t

9: endfor

10: endfor

11: for j = 1, 2, . . . , n % right zero end conditions

12: sN+j := 0

13: endfor

14: for j = N, . . . , 1 % backing filter

15: sj := βpj

16: for t = 1, 2, . . . , n

17: sj := sj + αtsj+t

18: endfor

19: endfor

Example 1. Now we provide some insights into the edge

effect through the following example. Let s(0) be the input

signal with entries:

s
(0)
j =





0 for j ≤ 0;
1 for 1 ≤ j ≤ N = 30;
0 for j ≥ N + 1 = 31;

(8)

In Figure 1, we report the results obtained by applying the first-

order RF and third-order RF to the signal s(0). In particular,

the red line represents the signal s(g), i.e. the discrete Gaussian

convolution of s(0) with σ = 4. Conversely, the white

squares and gray diamonds are the values of the output signals

computed by means of the first-order RF and third-order RF,

respectively. Notice that both computed solutions differ from

s(g) mostly on the boundary entries. In particular, the third-

order filter seems to not well approximate the entries of s(g)

close to the right boundary. This phenomenon can be better
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Gaussian convolution

Fig. 1. Red line: discrete Gaussian. White squares: first-order RF solution.
Gray diamonds: third-order RF solution.

understood by looking at the relative errors

ej =
|sj − s

(g)
j |

|s(g)j |
. (9)

The value of the errors ej , for the first-order RF and third-order

RF, are shown in Figure 2. Observing the order of magnitude

of the values ej , we can conclude that, in general, the output

signals present a larger error at the boundaries.

0 5 10 15 20 25 30
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

first−order RF error
third−order RF error

Fig. 2. White squares: first-order RF relative errors. Gray diamonds: third-
order RF relative errors.

A. Introducing end conditions

The edge effect, shown in the previous example, can be

partly explained by observing that, in the transition from the

infinite sequences of equations to the finite algorithm, the

computed solution s has been constrained to assume the value

zero on the right off-grid points N + 1, N + 2, . . . , N + n,

while this property is not true for s(g). Hence, assumption (7)

introduces a sort of perturbation error on the output signal

s of the RF. This drawback can be avoided by simulating,

in the finite setting, the effect of the continuation of the

neglected equations (for j > N ). To achieve this aim, we

adapt to our setting and notations the derivation of the end

conditions (e.c.) described in [14].

We consider an n-order recursive filter with smoothing

coefficients α1, . . . , αn and βj . Let C and A be the following

n× n matrices:

A =




α1 . . . αn−1 αn

1 . . . 0 0

...
. . .

...
...

0 . . . 1 0




(10)

C =




β 0 . . . 0 0

0 0 . . . 0 0

...
...

. . .
...

...

0 0 . . . 0 0




(11)

Now, by setting:

~pt =
(
pt, pt−1, . . . , pt−n+1

)T
,

~st =
(
st, st+1, . . . , st+n−1

)T
,

~s
(0)
t =

(
s
(0)
t , s

(0)
t+1, . . . , s

(0)
t+n−1

)T
,

the forward and backward filters in (5) and (6), take the form:

~pt+1 = C~s
(0)
t+1 +A~pt, (12)

~st = C~pt +A~st+1. (13)

Then, applying recursively (12) and (13), we obtain:

~pt+k =

k−1∑

l=0

AlC~s
(0)
t+k−l +Ak~pt, (14)

~st =
k−1∑

l=0

AlC~pt+l +Ak~st+k. (15)

Assuming that the support of the input signal s(0) is in

{1, 2, . . . , N}, the equation (14), for k > 0 and t ≥ N ,

becomes:

~pt+k = Ak~pt. (16)

Now, using (16) in (15), and taking the limit for l → ∞,

provided that s is bounded, we obtain:

~st = M~pt, with M
def
=

∞∑

l=0

AlCAl. (17)

For t = N , equation (17) provides a way of priming the

backing filter. In other words, (17) behaves as a sort of turning

condition that accounts for the infinite sequence of neglected

equations and allows us to skip from the advancing filter to the

backing filter. Indeed, the values sN , sN+1, . . . , sN+n−1 are

linear functions of the values pN , pN−1, . . . , pN−n+1 which

are computed by the advancing filter. In this approach, we

need to precompute the matrix M . This can be done in several
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ways: in [14], it is observed that the recursive definition of M
implies that it solves the equation:

M = C +AMA;

otherwise, one could compute an approximation of M as the

partial sum Mk =
∑k

l=0 A
lCAl, provided that Ak+1CAk+1 is

negligible. Observe that, for the first-order RF with smoothing

coefficients α ≡ α1 and β = 1− α, we simply have:

A = α, C=β, M=

∞∑

l=0

β · α2l =
β

1− α2
=

1

1 + α

and for t = N in (17),

sN =
1

1 + α
pN .

An exact expression of the matrix M , in terms of the

coefficients α1, α2, α3 and β, can be derived for the third-

order RF [14] and will be used in the example below. In order

to take into account the end conditions, steps 11. 12. and 13.

of Algorithm 1 must be replaced with the computation of

M and the computation of ~sN . Moreover, the last loop (steps

14.-19.) must start from N − 1.

Example 2. To see the effect of the e.c. on the RFs, we

consider the input signal s(0) in (8). The results obtained

by applying the first-order and the third-order RFs, with and

without e.c., are plotted in Figure 3 and Figure 4, respectively.

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2
first−order RF with e.c.
first−order RF
Gaussian convolution

Fig. 3. Red line: discrete Gaussian. White squares: first-order RF without
end conditions. Blue squares: first-order RF with end conditions.

In Figure 3 the solutions of the first-order RFs with and

without e.c. are compared; analogously, Figure 4 deals with the

third-order RFs. In both cases, one can notice the improvement

of the computed solutions, especially on their right boundary

entries, when the e.c. are considered. In particular, the output

signal of the third-order RF with e.c. is very close to the

Gaussian convolution output s(g).

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2
third−order RF with e.c.
third−order RF
Gaussian convolution

Fig. 4. Red line: discrete Gaussian. Gray diamonds: third-order RF without
end conditions. Blue diamonds: third-order RF with end conditions.

III. K -ITERATED GAUSSIAN RECURSIVE FILTERS

The latter example highlights that the third-order filter mim-

ics very well the effect of the discrete Gaussian convolution.

Conversely, the output signal of the first-order RF, even with

e.c., is still a poor approximation of s(g). Purser et al. [10]

suggest that applying several times the same RF can improve

the accuracy of the approximation. This fact could be seen

as a consequence of the central limit theorem applied to the

Gaussian convolution. This idea has been discussed and im-

plemented in [3], [6] and [7] where the authors iteratively used

the first-order RF (without e.c.) to solve a three-dimensional

variational data assimilation problem. Here, we are interested

in formalizing such an iterative approach.

A K-iterated n-order Gaussian RF filter computes the output

signal s(K), i.e. the K-iterated approximation of s(g), as

follows:

p
(k)
j = βs

(k−1)
j +

n∑

t=1

αtp
(k)
j−t, j = −∞, . . . ,+∞, (18)

s
(k)
j = βp

(k)
j +

n∑

t=1

αts
(k)
j+t, j = −∞, . . . ,+∞. (19)

The filter iteration counter k goes from 1 to K , where K is

the total number of filter iterations. For K>1, the problem of

triggering the advancing filter at iteration k = 2, . . . , K can

be faced with the same strategy used to generate the (right)

end conditions for a classic RF (K = 1). Assuming indeed

that, at the iteration k:

p
(k)
−n+1 = p

(k)
−n+2 = . . . = p

(k)
0 = 0,

s
(k)
N+1 = s

(k)
N+2 = . . . = s

(k)
N+n = 0,

(20)

and rearranging the equations (12) and (13), it results:

~p
(k)
1 = M~s

(k−1)
1 , (21)

with M as in (17). Similarly, the backing filter, for iterations

k = 2, . . . , K , can be triggered by setting

~s
(k)
N = M~p

(k)
N . (22)
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The smoothing coefficients depend on σ, n and even on K .

The correct setting of the smoothing coefficients is crucial for

the convergence. We remark that, in the Fourier domain, the

Gaussian convolution in (1) becomes

S(g)(ω) = G(ω, σ) · S(0)(ω), (23)

where

S(g)(ω) =
(
F
(
s(g)

))
(ω), S(0)(ω) =

(
F
(
s(0)

))
(ω)

and

G(ω, σ) =
(
F(g)

)
(ω) = exp

(
−ω2σ2

2

)

are the Fourier Transforms of the signals s(g), s(0) and g,

respectively. Rewriting (23) as:

S(g)(ω) =

(
G

(
ω,

σ√
K

))K

· S(0)(ω), (24)

we obtain, in the signal domain, that s(g) can be seen as the

result of K successive Gaussian convolutions with an identical

Gaussian function with a standard deviation:

σK =
σ√
K

.

This argument suggests that σK must replace σ in the expres-

sion of the smoothing coefficients of a K-iterated RF. For

example, the smoothing coefficients α and β of the (one-

iterated) first-order Gaussian RF, in the homogeneous case,

are set as:

α=1+Eσ −
√
Eσ(Eσ + 2), β=

√
Eσ(Eσ + 2)−Eσ.

(25)

with

Eσ =
1

σ2
.

Then, for the K-iterated first-order Gaussian RF, the value of

Eσ must be replaced by:

EσK =
1

σ2
K

=
K

σ2
.

Example 3. To see the behaviour of such a K-iterated

filter, we apply it to a random input signal with support in

{1, 2, . . . , 30}. In Figure 5, the RF output signals for three

different values of the number iterations (K = 12, 25, 50)

are reported. The results show that, despite the fact that the

accuracy on the central entries does not seem to change, the

edge effects reappear when the number of filter iterations

increases. In particular (see Figure 6), the relative errors ej ,

defined as in (9), increase both in the left and right boundary

entries as K increases. Conversely, the convergence to the

Gaussian convolution output signal may be observed by

looking at the central entries of the errors in Figure 6. We

highlight that, in the previous test, the end conditions (21)

and (22) have been used. The fact that the e.c. do not work

as expected, mostly at the edges, can be simply explained as

a consequence of the wrong assumptions in (20).

0 5 10 15 20 25 30
0

0.5

1

1.5

2

first−order RF with e.c. − 12 iterations
first−order RF with e.c. − 25 iterations
first−order RF with e.c. − 50 iterations
Gaussian convolution

Fig. 5. Discrete Gaussian (red circles) versus first-order RF solutions with 12
iterations (dotted blue line), 25 iterations (dashdot green line) and 50 iterations
(solid black line).

0 5 10 15 20 25 30

10
−2

10
−1

10
0

first−order RF (with e.c.) relative error  − 12 iterations
first−order RF (with e.c.) relative error  − 25 iterations
first−order RF (with e.c.) relative error  − 50 iterations

Fig. 6. First-order RF relative errors for 12 iterations (dotted blue line), 25
iterations (dashdot green line) and 50 iterations (solid black line).

Here, we suggest a scheme that allows the use of the K-

iterated first-order Gaussian RF and prevents the edge effect.

Our idea consists in three steps:

(i) extending the given input signal s(0), with support in

{1, 2, . . . , N}, by adding artificial zero entries at the left

and right boundaries. More specifically, we introduce the

extended signal:

s(0),m =
(
0, . . . , 0, s

(0)
1 , . . . , s

(0)
N , 0, . . . , 0

)
, (26)

which is obtained by placing m zeros before s
(0)
1 and m

zeros after s
(0)
N ;

(ii) applying the K-iterated first-order Gaussian RF to s(0),m;

(iii) reducing the output signal s(K),m, by removing its first

and last m entries.

The underlying idea of that scheme is to shift the edge effects

on the artificially added entries. Steps (i)-(iii) are summarized

in the following algorithm. For the sake of simplicity, we

consider the case of the first-order RF. Nevertheless, the same
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algorithm could be easily modified for any K-iterated n-order

RF.

Algorithm 2 Scheme of the K-iterated first-order recursive

filter with end conditions

Input: s(0) , σ, m, K Output: s(K)

1: extend s(0) to s(0),m

2: set s(0) := s(0),m; β, α as in (25); M := 1/(1 + α)

3: for k = 1, 2, . . . ,K % filter loop

4: compute p
(k)
1 := Ms

(k−1)
1 % left end conditions

5: if k = 1 then

6: p
(k)
1 := βs

(k−1)
1

7: end

8: for j = 2, . . . , N % advancing filter

9: p
(k)
j := βs

(k−1)
j + αp

(k)
j−1

10: endfor

11: compute s
(k)
N

:= Mp
(k)
N

% right end conditions

12: for j = N − 1, . . . , 1 % backing filter

13: s
(k)
j := βp

(k)
j + αs

(k)
j+1

14: endfor

15: endfor

16: reduce s(K) as described in step (iii)

In the next section, through some numerical examples, it will

be pointed out how the parameter m has to be set, in order

to obtain a satisfactory accuracy on the computed RF output

signals, even at their boundary entries.

IV. NUMERICAL EXPERIMENTS

In this section, we present two experiments. The aim of

the first test is to prove the effectiveness of Algorithm 2 in

removing the edge effects. In the second test, we show that

a suitable value of m can guarantee a negligible edge error,

regardless of the filter number iterations K and the size N of

the input signal.

A. Convergence at the edges

We consider the random input signal of Example 3.. We

use Algorithm 2 varying both the number of iterations and the

size of s(0),m. More precisely, in Figure 7, we report the output

signals obtained with K = 12 iterations and by extending the

input signal s(0) with m = 1, 3, 6 zeros at each boundary.

Figure 8 shows the results obtained with the same values of

m and increasing the number of iteration to K = 25.

Looking at Figure 7 and Figure 8, we observe that the

edge effects seem to disappear as m increases. Notice that,

comparing the behaviour of the blue curves (m = 1), the

results worsen as K increases. This drawback can be avoided

by suitably increasing the value of m. Figure 9 shows picto-

rially that, taking m = 3σ = 12, the accuracy is preserved

also at the boundaries. Moreover, Figure 10 indicates that the

component-wise convergence holds as K increases.

B. Suitable choice of m

In this test we measure the error ‖s(g) − s(K)‖2, where

s(K) is the output signal obtained by applying the Algorithm
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1.6

1.8
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2.2 first−order RF with e.c. − 12 iterations − m=1
first−order RF with e.c. − 12 iterations − m=3
first−order RF with e.c. − 12 iterations − m=6
Gaussian convolution

Fig. 7. Discrete Gaussian (red circles) versus first-order RF solutions with
12 iterations and m = 1 (dotted blue line), m = 3 (dashdot green line) and
m = 6 (solid black line).
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Fig. 8. Discrete Gaussian (red circles) versus first-order RF solutions with
25 iterations and m = 1 (dotted blue line), m = 3 (dashdot green line) and
m = 6 (solid black line).

2 to the random input signal s(0) of Example 3. varying the

values of m and K . The results summarized in Table I, for

σ = 4, show that the convergence is reached, as K increases,

provided that m ≥ 2σ. For m ≤ σ the convergence is not

achieved due to the edge effects. We also note that increasing

m beyond 3σ does not improve significantly the accuracy.

TABLE I
NORMS ‖s(g) − s(K)‖2 FOR SEVERAL VALUES OF K AND m.

σ = 4, N = 30.

K\m 0.25σ 0.5σ σ 2σ 3σ 6σ

5 9.85e-01 4.70e-01 1.00e-01 1.23e-01 1.42e-01 1.16e-01
15 1.14e+00 5.66e-01 7.75e-02 4.96e-02 6.00e-02 5.73e-02
30 1.19e+00 6.07e-01 8.14e-02 3.41e-02 3.48e-02 3.00e-02
50 1.23e+00 6.18e-01 8.61e-02 2.48e-02 2.49e-02 2.54e-02

100 1.26e+00 6.40e-01 9.09e-02 1.71e-02 1.70e-02 1.70e-02

Table II shows that the above results about convergence and

accuracy hold true also for different values of σ. We remark
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Fig. 9. Discrete Gaussian (red circles) versus first-order RF solutions with
25 iterations (dotted blue line), 100 iterations (dashdot green line) and 200
iterations (solid black line). m is set to 12 and the computed solutions can
not be distinguished.
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Fig. 10. First-order RF relative errors for 25 iterations (dotted blue line),
100 iterations (dashdot green line) and 200 iterations (solid black line).

that, for any fixed value of K , the value m = 3σ represents a

good trade-off between accuracy and efficiency.

TABLE II
NORMS ‖s(g) − s(K)‖2 FOR SEVERAL VALUES OF K AND m.

σ = 6, N = 30.

K\m 0.25σ 0.5σ σ 2σ 3σ 6σ

5 1.02e+00 4.88e-01 1.01e-01 1.13e-001 1.61e-001 1.18e-01
15 1.13e+00 5.63e-01 7.71e-02 4.57e-002 4.98e-002 5.43e-02
30 1.20e+00 6.02e-01 8.31e-02 3.24e-002 3.65e-002 3.48e-02
50 1.23e+00 6.21e-01 8.62e-02 2.31e-002 2.41e-002 2.30e-02

100 1.26e+00 6.42e-01 9.08e-02 1.64e-002 1.74e-002 1.65e-02

The results in Table III prove that the above conclusions do

not depend on the size of the input signal.

V. CONCLUSIONS

In this paper, we have discussed a way to overcome the

edge effect in K-iterated Gaussian RFs, by a suitable choice

TABLE III
NORMS ‖s(g) − s(K)‖2 FOR SEVERAL VALUES OF K AND m.

σ = 4, N = 2000.

K\m 0.25σ 0.5σ σ 2σ 3σ 6σ

5 1.13e+00 5.84e-01 3.07e-01 4.68e-01 2.87e-01 3.47e-01
15 1.20e+00 6.00e-01 1.39e-01 1.33e-01 1.25e-01 1.32e-01
30 1.25e+00 6.25e-01 1.17e-01 8.23e-02 9.08e-02 9.11e-02
50 1.29e+00 6.44e-01 1.03e-01 6.27e-02 5.90e-02 6.48e-02

100 1.32e+00 6.67e-01 1.01e-01 4.28e-02 4.29e-02 4.28e-02

of the end conditions. We have introduced an algorithm

that implements the described approach. We have shown by

means of several numerical experiments the effectiveness of

the proposed K-iterated scheme. Finally, we have discussed

in detail several issues related to the suitable choice of the

parameter of our method.
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Abstract—We propose to use a randomization technique based
on Random Butterfly Transformations (RBT) in the Algebraic
Recursive Multilevel Solver (ARMS) to improve the precondi-
tioning phase in the iterative solution of sparse linear systems.
We integrated the RBT technique into the parallel version of
ARMS (pARMS). The preliminary experimental results on some
matrices from the Davis’ collection show an improvement of the
convergence and accuracy of the results when compared with
existing implementations of the pARMS preconditioner.

I. INTRODUCTION

W ITH the evolution of recent computer architectures, the
growing gap between communication and computation

efficiency makes communication very expensive (at a cost of
one communication we can generally perform thousands of
arithmetical operations). This requires the rethinking of most
of numerical libraries in order to take advantage of current
parallel architectures which are commonly based on multicore
processors [1], possibly with accelerators [2], such as Graphics
Processing Units (GPU) or Intel Xeon Phi.

In this work we are concerned with the solution of linear
systems Ax = b where A is an n × n real matrix (dense or
sparse), b is a real n-vector and x is the n-vector of unknowns.
This operation is at the heart of many applications in high-
performance computing (HPC) and is usually solved using
either direct or iterative methods.

Direct methods [3] usually solve a linear system of equa-
tions Ax = b using factorization techniques depending on
the properties of the original matrix A. For a general system,
we compute an LU factorization of A that decomposes the
input matrix A into the product L × U , where L is a lower
triangular matrix and U is an upper triangular matrix. When
A is positive definite, then we decompose the matrix A into
the product A = L × LT (Cholesky decomposition, which
requires half the number of flops of the LU factorization). In

This work used resources of the National Energy Research Scientific
Computing Center (NERSC), supported by the Office of Science of the U.S.
Department of Energy under Contract No. DE-AC02-05CH11231. Sosonkina
was supported in part by the Air Force Office of Scientific Research under
the AFOSR award FA9550-12-1-0476, by the National Science Foundation
grants NSF/OCI—0941434, 0904782, 1047772, and by the U.S. Department
of Energy, Office of Advanced Scientific Computing Research, through the
Ames Laboratory, operated by Iowa State University under contract No. DE-
AC02-07CH11358.

both cases (LU or Cholesky), the solution is then obtained by
solving successively 2 triangular systems.

Another possibility to solve Ax = b is to use an iterative
method to compute an approximate solution. These methods
involve passing from one iteration to the next one by mod-
ifying one or a few components of an approximate vector
solution at a time. Classical examples of iterative methods are
the Jacobi, Gauss-Seidel, Successive Over-Relaxation (SOR),
or Krylov subspace methods [4].

The Algebraic Recursive Multilevel Solver (ARMS) is one
of the solvers which applies the iterative Krylov subspace
methods in sparse linear systems, it relies on multilevel partial
elimination. The preconditioning separates the entries into two
parts, the first part called fine set which is composed of block
independent set, and the second part called coarse set which
contains the rest of the entries. The coarse set can be used
to built the Schur complement, which allows us to perform a
block LU factorization. The inter-level LU factorization can
be built from the upper level LU factorization and the fine set,
up to the first level.

Parallel ARMS (pARMS) is a distributed-memory imple-
mentation of ARMS, which relies on distributed group inde-
pendent sets. It provides a set of standard preconditioners such
as Additive Schwartz, Schur complement and Block Jacobi,
which allow to run performance tests.

When solving square linear systems Ax = b using Gaussian
elimination (e.g., in LU factorization), we commonly use
partial pivoting to avoid having zero or too-small numbers on
the diagonal. This technique is implemented in current linear
algebra libraries and ensures stability [5]. However, partial
pivoting requires communication (search for pivots, swapping
of rows). For example, on a hybrid CPU/GPU system, the LU
algorithm in the MAGMA library [2] spends more than 20%
of the factorization time in pivoting even for a large random
matrix of size 10, 000 × 10,000 [6].

As an alternative to pivoting, an approach based on ran-
domization called Random Butterfly Transformation (RBT) [7]
was recently revisited. Following the RBT method, A is
transformed into a matrix that would be sufficiently random
to avoid pivoting (with a probability close to 1). RBT is a
random transformation of A which can avoid pivoting and
then can reduce the amount of communication. We can obtain
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satisfying accuracy with an additional computational cost,
which is negligible compared to the cost of factorization. This
method has been successfully applied to dense linear systems
for either general [6] or symmetric indefinite [8] systems, in
the context of direct methods based on matrix factorization.

In this work we want to study the possibility of using RBT
in iterative linear system solvers based on Krylov Subspace
methods, which are widely used in physical and industrial
applications.

This paper is organized as follows. Section II presents
the preconditioned Krylov subspace method (PKSM) and
the parallel Algebraic Recursive Multilevel Solver (pARMS)
for solving sparse linear systems. Section III explains how
randomization through Random Butterfly Transformation can
be integrated into pARMS. For the obtained solver, Section IV
proposes performance and accuracy results. Conclusions are
presented in Section V.

II. PRECONDITIONED KRYLOV METHODS AND THE
PARMS SOLVER

A. Preconditioned Krylov Methods

A preconditioned Krylov subspace method (PKSM) is used
to solve the linear system Ax = b, where A is square non-
symmetric matrix, in general. If M is a preconditioning matrix,
then the right-preconditioned system is may be expressed as:

AM−1y = b, where y = Mx , (1)

which is solved instead of the original system Ax = b. To
solve this system by using iterative methods, first, we compute
the residual r0 = b−Ax0 [9] after initializing x0, then we may
use a right-preconditioned Krylov subspace method to find an
approximate solution from the affine subspace [10]:

xm = x0 + span{r0, AM−1r0, . . . , (AM−1)m−1r0} , (2)

which satisfies certain conditions. For instance, the GMRES
algorithm [4] requires that the residual rm = b − Axm has
a minimal 2-norm. The flexible GMRES is abbreviated as
FGMRES [4]. Its implementation differs from that of GMRES
mainly in storing the preconditioned vectors zj = M−1

j vj
because the relation AZm = Vm+1H̄m is used instead of a
simpler one (AM−1)Vm = Vm+1H̄m from GMRES.

One way to obtain the preconditioning matrix M is to use
an incomplete LU (ILU) factorization. ILU is constructed by
performing an approximate Gaussian Elimination (GE) [11]
on a sparse matrix A and dropping certain nonzero entries
of the factorization according to different dropping strategies.
A dropping strategy that relies on levels of the matrix fill-in
results in a factorization called ILU(K).

The preconditioner ILU(0) is obtained by performing the
LU factorization of A and dropping all fill-in elements gen-
erated during the process. Conversely, if the nonzeros are
dropped according to their numerical value magnitudes, then
the resulting factorization is called ILU with the threshold
or—if combined with the dropping strategy based on the
number of remaining nonzero—with dual threshold (ILUT )

and is performed as follows. In the algorithm ILUT (k, τ),
there are two important rules. (1) If an element is less than
relative tolerance τi (τ × the norm of the ith row), it is
dropped. (2) Keep only the k largest elements in the L and U
parts of the row along with the diagonal element.

In this work, we use a preconditioner called Algebraic
Recursive Multilevel Solver (ARMS) [12], which is based on
a block incomplete LU factorization with different dropping
strategies. This block factorization consists of an approximate
GE process separating the unknowns into two sets; and an
idea of independent or “group independent” set is exploited to
define the separation. Hence, the original linear system Ax = b
is permuted into the form:

(
B F

E C

)
×

(
u

y

)
=

(
f

g

)
, (3)

where the submatrix B corresponds to group-independent
set reorderings, thereby generating a block-diagonal matrix
B [13]. Thus, it is convenient to eliminate the u variable to
obtain a system with only y variable. The coefficient matrix
for the resulting “reduced system” is the Schur complement
S = C − EB−1F [14]. A recursion can now be exploited,
such that dropping is applied to S to limit the fill-ins followed
by the reordering of the resulting reduced system into the
form (3) by using the group-independent set reordering again.
This process is repeated for several levels of recursion until the
Schur-complement system is small enough or until a maximum
number of recursion levels is reached. Then, the last Schur
complement may be solved by a direct or an iterative solver.
Note that the sparsification of the Schur complement may
be undertaken at each level of recursion, to keep down the
preconditioning costs.

In this paper, we are interested in parallelizing the iterative
methods rather than direct methods. There are two reasons can
explicate our choices. First, the direct methods are scale poorly
with problem size, when the problem size augment rapidly, the
iterative methods are the only choice, which can compute the
approximate solution of linear system Ax = b. Second, it is
hard to parallelize the direct methods which need more space
and time to compute, while iterative methods involve passing
from one iteration to the next one by modifying one or a few
components of an approximate vector solution at a time and
it is easy to parallelize.

B. Parallel Implementation of ARMS

Figure 1 outlines distributed linear system solution using
pARMS [15]. First, the initial matrix A is distributed among
the processors, using a graph partitioning method. In Figure 1,
each column of blocks depicts one processor, hence there are
five processors shown. Second, each processor solves its part
of the system in parallel to construct its portion of the global
preconditioner. Then FGMRES solves the preconditioned sys-
tem with a given accuracy.

When considering the parallel implementation, it is impor-
tant to specify how the matrix is distributed and handled in
parallel. In particular, our pARMS implementation partitions
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Fig. 1. Sketch of the distributed linear system solution using pARMS on five processors.

Fig. 2. Per-subdomain view of equation variables-points.

the whole matrix on a single processor using a distributed
site expansion (DSE) technique, which is rather simple yet
effective in constructing well-balanced subdomains with small
interfaces [16]. Although partitioning the entire matrix by a
single processor lacks scalability, we note here that this is done
by the driver routine, which may be adapted to an application
matrix size and format at hand. Given a distributed matrix,
Figure 2 shows the per-subdomain division of variables into
internal, interdomain interface, and external (residing on the
neighboring processors) sets.

We outline now three global preconditioners types
available in pARMS: Block-Jacobi preconditioner (BJ), Schur
complement preconditioner (SCHUR), and Schur-complement
based Restrictive Additive Schwartz preconditioner
(SchurRAS). BJ is the simplest global preconditioner
because it does not take into account the interface information
between neighboring subdomains [17]. SCHUR relates
equations associated with the local and interdomain interface
points [18]. SchurRAS is constructed from the local ARMS
preconditioners in each subdomain using an overlap similar to
a standard RAS preconditioner [19] and acting on the Schur
complement system as shown in [20]. Specifically, for each
of the three preconditioner types, the following algorithms
may be implemented in each subdomain.

BJ preconditioner:
1. Update local residual: ri = (b−Ax)i,
2. Solve: Aiδi = ri,
3. Update local solution: xi = xi + δi.
SCHUR preconditioner:
1. From (3) compute: g′i = gi − EiB

−1
i fi,

2. Solve: Siyi+
∑

j∈Ni
Eijyj = g′i, where Si = Ci−EiB

−1
i F

and Ni is a set of neighboring subdomains,
3. Back substitute: ui with Biui = fi − Eiyi.
SchurRAS preconditioner:
1. Compute local right-hand side g′i.
2. Solve local Schur-complement system extended with rows
for all external variables yi,ext.
3. Back substitute: ui with Biui = fi − Eiyi.

Note that the local solves in step 2 of BJ, SCHUR, and
SchurRAS may be accomplished using incomplete LU or
ARMS procedures, mentioned in section II-A. In this work, we
apply ARMS enhanced with Recursive Butterfly Transforma-
tions (RBT) in step 2 of SCHUR to alleviate the extra work
associated with pivoting that may be required in the Schur-
complement matrix Si due to its poor conditioning.
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III. OVERVIEW OF RANDOM BUTTERFLY
TRANSFORMATIONS AND IMPLEMENTATION

In this section we recall the main definitions related to RBT
and how it can be applied to pARMS.

A. Randomization

Random Butterfly Transformation (RBT) is a randomization
technique initially described by Parker [7] and recently revis-
ited in [6] for general dense systems and [8] for symmetric
indefinite systems. It has also been applied recently to a sparse
direct solver in a preliminary paper [21]. The procedure to
solve Ax = b, where A is a general matrix, using a random
transformation and the LU factorization is summarized in
Algorithm 1. The random matrices U and V are chosen
among a particular class of matrices called recursive butterfly
matrices. A butterfly matrix is a random n× n matrix of the
form

B<n> =
1√
2

[
R0 R1

R0 −R1

]
,

where R0 and R1 are random diagonal n
2 × n

2 matrices. A
recursive butterfly matrix of size n and depth d is defined
recursively as

W<n,d> =




B
<n/2d−1>
1

. . .

B
<n/2d−1>

2d−1


 ·W<n,d−1>

with W<n,1> = B<n> where the B
<n/2d−1>
i are butterflies

of size n/2d−1, and B<n> is a butterfly of size n.
In the original work by Parker, d = log2 n; it is proved

that, given two recursive butterfly matrices U and V , the
matrix UTAV can be factored into LU without pivoting
with probability 1 in exact arithmetic, or with probability
1 − O(2−t) using t-bit floating point numbers. RBT was
extensively studied for dense matrices and it was shown in [6]
that in practice, d = 1 or 2 is enough to obtain a satisfactory
accuracy (in most cases a few steps of iterative refinement can
recover the digits that have been lost). It has been showed
that random butterfly matrices are cheap to store and to
apply (O(nd) and O(dn2) respectively) and they proposed
implementations using the dense linear algebra PLASMA and
MAGMA. As was demonstrated in the related papers, the
preprocessing by RBT can be easily parallelized and provides
good scalability.

Algorithm 1 Random Butterfly Transformation Algorithm
Generate recursive butterfly matrices U and V
Perform randomization to update the matrix A and obtain
the randomized matrix Ar = UTAV
Factorize the randomized matrix with no pivoting [22]
Compute UT b and solve Ary = UT b, then x = V y

B. Integration of RBT into pARMS

We describe in this section how Random Butterfly Trans-
formations can be integrated into pARMS. Our goal is to
find the last level of preconditioning and then replace the
original ILUT factorization by the RBT pre-processing. Note
that RBT usually concerns dense linear systems, while ARMS
addresses sparse linear systems. So we have to convert the
last Schur complement which is a sparse matrix into a dense
format, and after that we can use RBT. Then after randomizing
the last Schur complement A with recursive butterfly matrices
U and V , the dense matrix is factorized using a Lapack-
like [23] routine that performs Gaussian elimination without
pivoting, followed by two triangular solves. Note that RBT
requires the size of the matrix to be a power of 2, which can
be obtained by “augmenting” the matrix A with additional 1’s
on the diagonal.

The pARMS solver manages the parallel part by using
global preconditioning with MPI instructions, while the local
part of the code, more precisely the local preconditioning
phase does not use MPI instructions. Then the parallelism
is entirely managed by pARMS. The local preconditioning
can be based on ilu0, iluk, ilut or arms. The essential part
resides in the last Schur complement, where we implemented
RBT and the preconditioned matrix is then used in FGMRES
in order to solve the linear system.

IV. NUMERICAL EXPERIMENTS

This section describes preliminary results obtained by inte-
grating RBT into the pARMS solver. The experiments have
been carried out using one node (2 twelve-core AMD Mag-
nyCours Opteron 6172 processors running at 2.10GHz) of the
Hopper machine located at NERSC1. In these experiments,
we used matrices from the Davis’ collection [24] to test
the performance of different preconditioners. The first matrix
(Sherman5) is a real non-symmetric matrix of size 3, 312
(nnz = 20,793). Sherman5 arises from a three dimensional
simulation model on a nx × ny × nz grid using a seven-
point finite-difference approximation with nc equations and
unknowns per grid block, where nx is 16, ny is 23, nz is 3, nc

is 3. The second matrix (Raefsky3) is a real non-symmetric
matrix of size 21, 200 (nnz =1,488,768), which arises from a
fluid structure interaction turbulence problem. The third matrix
(Cant) is a real symmetric matrix that comes from a 2D/3D
FEM problem, of size 62,451 (nnz = 2,034,917). For the three
matrices, we study the results obtained when using a global
Schur complement-based preconditioner with the following lo-
cal preconditioners: ilu0, iluk, ilut, arms, or arms_rbt. The
pARMS parameters are chosen for these matrices following
the guidance for the local ARMS preconditioner, as explained
in [12], for example. Certain parameters influence considerably
the size and density of the last Schur Complement, which,
in turn, affects greatly the performance of RBT. Since the
RBT for dense matrices is used in this work, it is desirable
that the last Schur Complement remains dense while being

1http://www.nersc.gov
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relatively small. Hence, parameter values for the number of
ARMS levels and the ARMS independent block size were
chosen such that a small Schur Complement is obtained. In
particular, the former parameter was small (equals two) while
the latter was large (allowing to form the blocks up to the
entire local matrix size). At the same time, the drop tolerance
for the last Schur Complement was kept quite low (0.001) as
well as all the other intermediate-level drop tolerances, so that
there is close to none sparsification of the Schur Complement.

The experiments are performed using 4 to 12 cores, and
we use one MPI process per core and no multi-threading.
In Figure 3, we compare the number of iterations required
for convergence. We observe that, for matrices Sherman5
(fig. 3(a)), Raefsky3 (fig. 3(b)), arms_rbt performs better
than the other local preconditioners. For Cant, arms_rbt
converges in fewer iterations than the other preconditioners
do so when using up to eight cores. This observation suggests
that arms_rbt may be a more versatile preconditioner to use
for obtaining superior convergence. Note that, for different
numbers of subdomains (one per MPI process) in a given
matrix, the obtained parallel preconditioning varies leading to
the differences in the number of iterations to converge. Note
that for these preliminary tests, arms_rbt requires more time
to solve the system since, in our preliminary implementation,
a dense-matrix solver was used to solve the last Schur com-
plement system in pARMS. In the future, we plan to develop
a sparse RBT solver based on a sparse direct solver, such
as SuperLU [25]. Figure 4 represents the residual obtained
with the five local preconditioners. We observe that these
preconditioners provide us with a similar accuracy, arms_rbt
being more accurate for the matrix Raefsky3.

V. CONCLUSION AND FUTURE WORK

We have investigated the feasibility of using RBT random-
ization in the pARMS solver and how RBT may enhance the
iterative convergence. Most of our experiments showed an im-
provement in the number of iterations and accuracy of results.
However, our integration of RBT in pARMS necessitates an
implementation that may adjust the sparsity of the last Schur
complement matrix based on the available memory and on the
performance characteristics of its (direct) solver at hand. As
a future work, we will integrate a sparse RBT direct solver
based on SuperLU, which will also enable us to solve large-
scale sparse linear systems.

REFERENCES

[1] A. Buttari, J. Langou, J. Kurzak, J. Dongarra, A class of parallel tiled
linear algebra algorithms for multicore architectures, Parallel Comput.
35 (1) (2009) 38–53.

[2] S. Tomov, J. Dongarra, M. Baboulin, Towards dense linear algebra
for hybrid GPU accelerated manycore systems, Parallel Computing
36 (5&6) (2010) 232–240.

[3] T. A. Davis, Direct Methods for Sparse Linear Systems (Fundamentals
of Algorithms 2), Society for Industrial and Applied Mathematics,
Philadelphia, PA, USA, 2006.

[4] Y. Saad, Iterative Methods for Sparse Linear Systems, 2nd Edition,
Society for Industrial and Applied Mathematics, Philadelphia, PA, USA,
2003.

[5] N. J. Higham, Accuracy and Stability of Numerical Algorithms, 2nd
Edition, Society for Industrial and Applied Mathematics, Philadelphia,
PA, USA, 2002.

[6] M. Baboulin, J. Dongarra, J. Herrmann, S. Tomov, Accelerating linear
system solutions using randomization techniques, ACM Trans. Math.
Softw. 39 (2) (2013) 8:1–8:13.

[7] D. S. Parker, Random butterfly transformations with applications in
computational linear algebra, Tech. Rep. CSD-950023, University of
California Los Angeles, CA USA (1995).

[8] M. Baboulin, D. Becker, G. Bosilca, A. Danalis, J. Dongarra, An
efficient distributed randomized algorithm for solving large dense sym-
metric indefinite linear systems, Parallel Computing 40 (7) (2014) 213–
223.

[9] M. Arioli, J. Demmel, I. Duff, Solving sparse linear systems with sparse
backward error, SIAM Journal on Matrix Analysis and Applications
10 (2) (1989) 165–190.

[10] B. N. Bond, L. Daniel, Guaranteed stable projection-based model
reduction for indefinite and unstable linear systems, in: Proceedings
of the 2008 IEEE/ACM International Conference on Computer-Aided
Design, ICCAD ’08, IEEE Press, Piscataway, NJ, USA, 2008, pp. 728–
735.

[11] S. Donfack, J. Dongarra, M. Faverge, M. Gates, J. Kurzak, P. Luszczek,
I. Yamazaki, A Survey of Recent Developments in Parallel Implementa-
tions of Gaussian Elimination, Concurrency and Computation: Practice
and Experience (2014) 18.

[12] Y. Saad, B. Suchomel, ARMS: an algebraic recursive multilevel solver
for general sparse linear systems, Numerical Linear Algebra with
Applications 9 (5) (2002) 359–378.

[13] Y. Bai, W. N. Gansterer, R. C. Ward, Block tridiagonalization of
"effectively" sparse symmetric matrices, ACM Trans. Math. Softw.
30 (3) (2004) 326–352.

[14] Z.-H. Cao, Constraint schur complement preconditioners for nonsym-
metric saddle point problems, Appl. Numer. Math. 59 (1) (2009) 151–
169.

[15] Z. Li, Y. Saad, M. Sosonkina, pARMS: a parallel version of the algebraic
recursive multilevel solver, Numerical Linear Algebra with Applications
10 (5-6) (2003) 485–509.

[16] Y. Saad, M. Sosonkina, Non-standard parallel solution strategies for
distributed sparse linear systems, in: P. Z. et al. (Ed.), Parallel Compu-
tation: 4th International ACPC Conference, Vol. 1557 of Lecture Notes
in Computer Science, Springer-Verlag, 1999, pp. 13–27.

[17] B. F. Smith, P. E. Bjørstad, W. D. Gropp, Domain Decomposition:
Parallel Multilevel Methods for Elliptic Partial Differential Equations,
Cambridge University Press, New York, NY, USA, 1996.

[18] Y. Saad, M. Sosonkina, Distributed Schur Complement techniques for
general sparse linear systems, SIAM J. Scientific Computing 21 (1999)
1337–1356.

[19] X.-C. Cai, M. Sarkis, A restricted additive schwarz preconditioner for
general sparse linear systems, SIAM J. Sci. Comput. 21 (2) (1999) 792–
797.

[20] Z. Li, Y. Saad, Schurras: A restricted version of the overlapping schur
complement preconditioner, SIAM J. Sci. Comput. 27 (5) (2005) 1787–
1801.

[21] M. Baboulin, X. S. Li, F.-H. Rouet, Using random butterfly transfor-
mations to avoid pivoting in sparse direct methods, in: Proceedings of
VECPAR 2014, 2014.

[22] M. Baboulin, S. Donfack, J. Dongarra, L. Grigori, A. Rémy, S. Tomov,
A class of communication-avoiding algorithms for solving general
dense linear systems on cpu/gpu parallel machines, in: International
Conference on Computational Science (ICCS 2012), Vol. 9 of Procedia
Computer Science, Elsevier, 2012, pp. 17–26.

[23] E. Andersen, Z. Bai, C. Bischof, J. Demmel, J. Dongarra, A. Greenbaum,
S. Hammarling, A. McKenney, S. Ostrouchev, D. Sorensen, LAPACK
user’s guide, 3rd. Ed. 1999 SIAM, Philadelphia (1999).

[24] T. A. Davis, Y. Hu, The University of Florida Sparse Matrix Collection,
ACM Trans. Math. Softw. 38 (1) (2011) 1–25.

[25] X. S. Li, An overview of SuperLU: Algorithms, implementation, and
user interface, ACM Transactions on Mathematical Software 31 (3)
(2005) 302–325.

MARC BABOULIN ET AL.: USING RANDOM BUTTERFLY TRANSFORMATIONS 653



Sherman5 ilu0 iluk ilut arms arms_rbt

N = 4 38 17 4 10 5

N = 6 36 17 4 10 4

N = 8 36 16 4 12 4

N = 10 37 18 4 13 5

N = 12 37 16 6 16 6

N = 4 N = 6 N = 8 N = 10 N = 12

0

5

10

15

20

25

30

35

40

ilu0

iluk

ilut

arms

arms_rbt

Number of Cores

N
u

m
b

e
r

o
f
It
e

ra
ti
o

n
s

(a) Sherman5

Raefsky ilu0 iluk ilut arms arms_rbt

N = 4 8 3 6 18 4

N = 6 3 2 5 56 3

N = 8 4 3 5 34 3

N = 10 3 2 3 17 3

N = 12 4 3 3 20 3

N = 4 N = 6 N = 8 N = 10 N = 12

0

10

20

30

40

50

60

ilu0

iluk

ilut

arms

arms_rbt

Number of Cores

N
u

m
b

e
r

o
f
It
e

ra
ti
o

n
s

(b) Raefsky3

Cant ilu0 iluk ilut arms arms_rbt

N = 4 5 3 3 4 2

N = 6 5 3 2 6 2

N = 8 5 3 3 6 2

N = 10 5 3 3 6 6

N = 12 5 3 3 6 6

N = 4 N = 6 N = 8 N = 10 N = 12

0

1

2

3

4

5

6

7

ilu0

iluk

ilut

arms

arms_rbt

Number of Cores

N
u

m
b

e
r

o
f
It
e

ra
ti
o

n
s

(c) Cant

Fig. 3. Iterations required for convergence with five choices of local preconditioner.
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Fig. 4. Residual for test problems with five choices of local preconditioner.
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Abstract—The  block  preconditioned  conjugate  gradient

method  for extraction of  eigenfrequencies  and eigenmodes  is

presented for finite element software in structural analysis. The

proposed approach is focused on multi-core desktops and lap-

tops and allows us to effectively analyze large design models,

when classical methods based on the factoring of stiffness ma-

trix, significantly reduce performance by intensive use of disk

memory. The main attention is paid to proper construction of

preconditioning, application of shift technique and creation of

the  block algorithm allowing the improvement  of  computing

stability and multithreaded parallelization.

I. INTRODUCTION

URRENTLY, the vast  majority of methods for deter-
mining the frequency and modes of natural oscillations

in finite element software, usually based on factorization of
stiffness matrix  K or matrix  K� = K  –  σM, where  M is a
mass matrix and σ is a shift.

C

However, if the dimension of the problem becomes large,
the factored matrix does not fit in memory and is written to
disk. Thus on each iteration in Lanczos method or in sub-
space iteration method it  is necessary to read the factored
matrix from a disk twice when performing forward and back
substitutions.  The  performance  of  the  specified  methods
considerably degrades because the task is carried out at an
intensive use of a disk. Especially sharply this problem be-
comes when desktops and laptops with usually small amount
of core memory are used.

It would seem the alternative approach consists in applica-
tion  of  conjugate  gradient  method  or  steepest  descent
method for solution of the generalized algebraic eigenvalue
problem to which the natural vibration problem is reduced
when using the finite element method. The [13] presents sur-
vey of some other  approaches  using preconditioning tech-
nique. However, application of such methods to problems of
structural mechanics usually results in to the slow conver-
gence  of  the iterative  process.  Often there  is  a locking of
convergence of numerical solution owing to a wide scatter-
ing of stiffness in design model, existence of a large number
of close natural vibration frequencies etc. This is confirmed
by the fact that the widely used commercial FEA software
offer a wide selection of iterative solvers for static analysis,

which leads to solving systems of linear algebraic equations.
However for the solution of the generalized algebraic eigen-
value problem as a rule are used the methods based on fac-
torization of a stiffness matrix. The exception is ANSYS in
which the preconditioned conjugate gradient method is ap-
plied for generation of Lanczos vectors. The survey of exist-
ing software packages devoted to solution of algebraic ei-
genvalue problems in technical and scientific applications is
in [10].

In this article, we confine ourselves to consideration of the
methods applying to a class of problems, difficult for numer-
ical realization, – to the large problems of structural mechan-
ics arising when the finite element method is used to model-
ing of tall buildings and constructions. We present the pre-
conditioned conjugate gradient (PCG) method for solution of
partial  generalized  algebraic  eigenvalue  problem –  extrac-
tion of natural vibration frequencies and modes

(1)

where  K is a symmetrical positive definite stiffness matrix,
M is  a  mass  matrix,  λi and  vi is  an  eigenpair,  i ∈ [1, n],
n << N, N is dimension of problem.

For ensuring sustainable convergence of method, we paid
the main attention to designing of an effective precondition-
ing, use of shift technique and creation of a block algorithm
of PCG method. In addition, we used the multithreaded par-
allelization to accelerate computations.

II.  BLOCK PRECONDITIONED CONJUGATE GRADIENT SOLVER

A. Sparse incomplete Cholesky conjugate gradient 

preconditioning

The problems of structural mechanics often demonstrate
the slow convergence due to using of different types of finite
elements,  thin-walled  finite  elements  of  floors,  roofs  and
walls,  considerable scattering of stiffness  etc.  [15].  There-
fore,  it is crucial to construct the effective preconditioning
for accelerating of convergence of the PCG method.

We use an incomplete Cholesky factoring “by value” ap-
proach,  based  on sparse  matrix  technique  [6],  allowing to
keep a small value of drop parameter ψ (ψ ∈ [10-9, 10-20]).
The small  entries  Hij < ψ∙Hii∙Hjj erasing on each  step of
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triangular solution procedure practically does not depend on
number of threads.  The duration of triangular  solution for
considered  class  of  problem  of  structural  mechanics,
requiring  a  preconditioner  of  high  ability  to  improve  of
convergence,  is essentially larger  than duration of  Kv and
other  remaining  procedures.  Therefore,  namely  this
procedure should be accelerated firstly. However, it is a large
problem on SMP multicore computers [6].

Table IX depicts results obtained by non-block sequential
PCG eigenvalue solver presented in [3], [4].

TABLE IX
PROBLEM 1. NAÏVE SEQUENTIAL APPROACH. COMPUTER A (AMD

OPTERON 6276, 64 GB RAM)

np Time  of

K*v

Time  of  B*z

= r → z

Time  of  it-

erations, s

Nos of  it-

erations

PCG with shift correction over each 100 iterations (kmax = 100)
1 326 6107 7601 1144

This method uses naïve algorithms of matrix vector prod-
uct and triangular solution, taking into account only symme-
try of sparse matrices. Besides, the loop unrolling is used in
triangular solution procedure. 

Comparison between Tables VIII and IX show that the ap-
plication of the matrix vector product procedure in the Intel
MKL runs up to 3 times faster. However, the procedure of a
triangular solution of Intel MKL is slower than naïve. This
leads to the fact that the naïve sequential PCG method solves
the problems of this class faster. 

The problem with acceleration of triangular solution pro-
cedure does inefficient the approach based on internal paral-
lelization of leading procedures of PCG method.

III. CONCLUSION

The block conjugate gradient method with shifts in sparse
incomplete  Cholesky  factorization  preconditioning  is  pro-
posed for extraction of lower eigenpairs applying to natural
vibration problems arising due to application of finite ele-
ment method to problems of structural mechanics.

On examples of typical problems of structural mechanics,
it is shown that on achievement of high computing stability
of a method the specific construction of a preconditioning,
introduction of shifts to a preconditioning, and iterations in
the block have a crucial importance.

The comparison with shifted block Lanczos method based
on parallel sparse direct solver PARFES shows that proposed
SBPCG method may be very efficient on computers with re-
stricted amount of core memory, when factorized stiffness
matrix block-by-block is stored on disk. In such a situation,
the proposed SBPCG method in contrast to Lanczos method
runs in core memory.
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Abstract—The Linear Predictor (LP) is a finite impulse re-
sponse adaptive filter using linear prediction to suppress radio
frequency interferences (RFI) in the Auger Engineering Radio
Array (AERA). AERA focus on the electromagnetic part of the
Extensive Air Showers. The electromagnetic part of the shower
produces radio signals in geomagnetic radiation and charge
excess processes. Due to the reflection of the atmosphere AERA
radio stations can observe these signals in the frequency band 30 -
80 MHz. This frequency range is contaminated by narrow-band
and other human-made RFI. To suppress these contaminations
AERA uses two kind of filters: the Median filter and the infinite
impulse response - notch filter, however both of them have
disadvantages. LP is a new approach in real-time signal filtering.
Laboratory and pampas tests show fast adaptation, acceptable
power consumption and very good efficiency of the LP filter.

I. INTRODUCTION

THE radio emission detection of extensive air showers is
widely used in many experiments all over the world [1]

[2]. The experiment, which focus on this task within the Pierre
Auger Observatory (PAO) [3] is the Auger Engineering Radio
Array (AERA) [4].

When ultra-high energy cosmic ray (UHECR) reaches the
Earth’s atmosphere it produces avalanches of secondary par-
ticles, called air showers. The study of the air shower allows
understanding the mass of primary particle, its energy and
incoming direction. These data help to understand emission
mechanisms and help to find sources of the UHECR.

The Earth’s magnetic field can deflect the trajectory of
electrons and positrons generated in the air shower. This
process generates a synchrotron radiation, which can be de-
tected by radio stations [5] [6] [7]. Charged particles are
concentrated in a thin disk in front of the shower. The coherent
emission from this disk is up to 100 MHz. The frequency
band from 30 to 80 MHz was chosen due to the reflection
of the atmosphere. The noise in this frequency range consists
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NCN Grant No. UMO-2013/08/M/ST9/00322

Dariusz Głas is the PhD student with the University of Łódź, Department
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of galactic noise, human made continuous contamiantions and
machine generated transients.

Radio detectors, installed in AERA radio stations have
high angular resolution and their duty cycle is nearly 100%.
Moreover, they are sensitive to the evolution of longitudal air-
showers and the total cost of their instalation and work is
relatively low. Data taken by radio stations are next digitized
by 12bit 200 MHz analog-to-digital converter and processed in
real time by FPGA chip. The triggering depends on a signal
shape, so it requires good-quality data. The filtering of the
signal is crucial.

II. MATHEMATICAL BACKGROUND

The Linear Predictor (LP) is an adaptive finite impulse
response (FIR) filter based on the linear prediction. If the
periodic signal is hidden in data, we can use several data
samples (stages of the filter) to predict how it would look
like in the future [8]. Next, we can subtract the predicted
periodic signal from the original one, to get the clean data.
The graphical presentation of this process is shown on fig. 1.

If the s(i) represents the continuous stream of data samples,
the an are the filter coefficients and e(i) is cleaned signal, we
can describe the LP filter as:

e(i) = s(i)−
p∑

n=1

ans(i−D − n), (1)

where p is the number of used data samples and simultane-
ously number of the coefficients of the LP filter, D is the
delay between data we used for prediction and data we want
to predict. This delay is necessary to minimize the distortion of
the transient signals. It would be discussed later. The predicted
signal ŝ(i) can be described as:

ŝ(i) =

p∑

n=1

ans(i−D − n). (2)

We can find the optimal solution of the coefficients by
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Fig. 1. Graphical illustration of algorithm of the LP filter. Several stages of
data are used to predict how the periodic signal hidden in data will look like
in the future (above the line). Filtered signal (below the line) is received after
subtraction predicted signal form the original one.

Fig. 2. Schematics showing the LP filter data flow in FPGA. After updating
covariance matrix, coefficients can be found by solving a system of linear
equations. Prediction step is just summing the products of the coefficients
and delayed data. This predicted signal is used for subtraction from original
data samples, to get filtered signal.

assuming the Gaussianity and calculating the estimated mean
square error:

E =
1

N

N−1∑

i=0

e2(i) =
1

N

N−1∑

i=0

(s(i)− ŝ(i))2, (3)

where N is number of data samples used for calculation
of the covariance matrix. In our tests we used N = 1024.
The next step in finding the best values of coefficients is the
minimization of the mean square error, by derivating it with
respect to every coefficient and comparing the result to zero:

∂

∂ai
E = 0. (4)

As a result we get the system of p equations:

N−1∑

i=0

s(i−D − n)s(i) =

N−1∑

i=0

p∑

m=1

ams(i− n)s(i−m). (5)

We can rewrite this equation in vectorial form:
#»

r∗ = R #»a , (6)

where #»a is vector of the coefficients and
#»

r∗ is defined as
follows:

r∗(n) =
N−1∑

i=0

s(i−D − n)s(i). (7)

R is the covariance matrix described as:

R(m,n) ≡
N−1∑

i=0

s(i− n)s(i−m). (8)

Fig. 3. Schematics of prediction step. Delayed data are multiplied by proper
coefficients. Products are summed by several steps of accumulation.

Fig. 4. Fragment of fast logic block connections required for the prediction
step.

This matrix is symmetric and diagonal-constant (Toeplitz ma-
trix). The system of linear equations consisting on the Toeplitz
matrix can be solved using Levinson procedure instead of
Gauss-Jordan elimination. The Levinson procedure algorithm
runs in o(n2) time, which is significant improvement in
comparison to Gaussian algorithm, which runs in o(n3).

III. FPGA IMPLEMENTATION

Fig. 2 shows the FPGA data flow of the LP filter. The 1024
ADC samples are used to build the covariance matrix. This
step can be done either in the virtual processor NIOS

R©
or

in fast logic blocks. The creation of the matrix and the (
#»

r∗)
vector in fast logic requires the delay line to get s(i−D−n),
the multiplier to get the partial terms and the accumulator. The
covariance matrix can be created in fast logic blocks in time
of 5 µs, when in the NIOS

R©
it can be done in several tens

of ms. The main reason of this is relatively slow data transfer
to the NIOS

R©
. When virtual processor NIOS

R©
receives the

data, it sends the signal, that it is ready to receive the next data
and the address of this data in DPRAM. This process is very
time consuming. Moreover, the NIOS

R©
processor can work

with maximal frequency only 100 MHz (80 MHz for tests).
The fast logic works with 200MHz clock and can be used in
situations, when time is an important factor.

The calculation of the LP coefficients is the most time
consuming step in the refreshing of the LP filter. It cannot
be done in the fast logic due to a complexity of the task,
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Fig. 5. Stability of the calculated coefficients. Upper plot shows the situation
when the determinant of the covariance matrix is close to zero. After
introducing the fudge factor f coefficients are stabilized slightly (middle graph
f=0.1). For f=1 (bottom plot) the stabilization is the best.

but it can be done in the virtual processor NIOS
R©

. This step
consists in solving the vectorial equation (eq. 6) and highly
depends on the number of coefficients and the method used
for solving. The Levinson method needs 191 ms for solving
the 64x64 covariance matrix, when the Gauss elimination for
the same task requires almost 2 seconds. For solving the
128x128 covariance matrix Levinson procedure needs 760 ms
and Gauss elimination almost 15 seconds.

Results of both methods are the same. After the calculation,
coefficients are transferred from the NIOS

R©
to fast logic

temporary registers one by one, which requires at least p clock
cycles, where p is the number of the coefficients. When all
coefficients are transferred to temporary registers, they are
reloaded in one clock cycle to destination registers. This step
is required to avoid the situation, when some of coefficients
are ”old” and some are ”new”.

The prediction step consists in summing multiplications of
coefficients and delayed data (eq. 2). This step is done in

Fig. 6. Histogram of differences between 12x14 and 12x18 resolutions.
Differences shows only on the LSB and are on the level of 0.01%.

FPGA fast logic. Data are delayed to get s(i − D − n) and
next they are multiplied by an appropriate coefficient. This
product is next added in several steps to get the predicted,
periodical signal, hidden in the original data. Fig. 3 shows
the schema of this process and fig. 4 shows fast logic blocks
connections required for calculations. The prediction step can
work continuously, because it does not require the gap to
update the coefficients. After the prediction we just have to
subtract the predicted, periodic signal from the original one to
get the clean data.

IV. OPTIMIZATION OF THE LP FILTER

The stability of the coefficients in time is shown on the
fig. 5. The instability of the coefficients seen in the first plot
is caused by the specific situation, when determinant of the
covariance matrix is close to zero. To avoid this situations
we introduce the fudge factor (f ) and change the covariance
matrix:

R̃nn = (1 + f) ·Rnn

R̃mn = Rmn for m 6= n

Middle and bottom graphs show the stabilization of the coeffi-
cients for f=0.1 and f=1 respectively. The stabilization is the
best for The next specific parameter is the width of coefficients
data. The algorithm of the LP filter requires multiplications of
coefficients and data from the ADC. The dedicated multiplier
requires the different number of DSP blocks, depending on
data width. Single DSP block can be used if ADC data
width and coefficients width are maximally 9 bits, however
data received from the ADC is 12 bits. This implicates the
multiplier must use at least 2 DSP blocks. Using 2 DSP blocks
allow to multiply 12 bit data with maximally 18 bit coefficient.
The 18 bit accuracy of coefficients is not necessary, so it can
be reduced to 14 bits without special loses in the efficiency.
Differences between those two cases for the filtered signal
are only on the LSB and appear to be on the level of 0.01%
(fig. 6). Moreover, the reduction from 18 to 14 bits reduces
by ~30mW the power consumption. The further reduction of
the coefficients width (to 12 bits) increases differences to the
level of 1%. The reduction of the power consumption is only
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Fig. 7. Original and filtered data with transients and few peaks. LP filter
variants with 32, 48 and 64 stages give almost the same result. Slightly
contaminated data can be filtered using LP filter with 32 stages

Fig. 8. Original and filtered data with transients and many peaks. In this
case the suppression factor is much better in 64-stages variant of the LP filter,
however variant with 48 stages also significantly suppresses the contamination.
It is recommended to use 64 stages for strongly contaminated data.

~10mW, which is negligible. It was decided that width of the
coefficients would be 14 bits.

The length of the filter is an important parameter, which
has significant influence on the efficiency of the LP filter. The
length of the filter is the number of data used for the prediction
and it is the same as the number of coefficients of the filter.

Various lengths of the filter: 64, 48 and 32 have been tested.
The filter with length 128 was decided not to be tested, because
of the long time of the refreshment (almost 0.8 s). Results
of tests are shown on fig. 7 and fig. 8. Fig. 7 shows the
data contaminated only by few narrow RFI. The results of
the filtering for this case are almost the same for 64, 48
and even for 32 stages of the filter. However, when data
are contaminated by many RFI (fig. 8) the filtering using
64 coefficients is more efficient than using 48 stages of the
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Fig. 9. |FFT| of original and filtered data from station LS049, polarization NS for several variants of delay line D. Filtering is the best, when the delay line
D = 1. In rest of cases filtering is on the same, acceptable level.

Fig. 10. Original and filtered data in time domain. Although suppression of the variant of the LP filter with delay-line D = 1 is the best, it distorts signal
too much and has to be rejected. Both variants, with 32 and 128 length of the delay-line move the distortion made by signal appropriately 32 or 128 data
samples away from the signal. In these cases signal remains almost unaffected.
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Fig. 11. |FFT| of original and filtered mono-carrier with 2 minutes drift in frequency from 50.0 MHz to 50.2 MHz. When frequency of the contamination is
the same as in time of calculation coefficients for the LP filter, suppression level is very high. This result is repeated every 2 minutes.

Fig. 12. |FFT| of original and filtered mono-carrier with restrictive FM modulation. The efficiency of the filtering is still very high.

filter. Shorter filters require less FPGA resources, use less
power and can be calculated much faster ( ~2 times faster
for 48 stages and ~4 times faster for 32 stages of the filter).
Simulations show, the LP filter can be used with 32 stages in
situations, where the contamination is not sophisticated. For
very contaminated data we can use the LP filters with 48 or
64 stages.

The delay line D between the data we used for prediction
and data we want to predict was introduced to avoid the
distortion of the signal. We can define the distortion factor
(DF ) to calculate how the filter affects data and the registered
signal:

DF =

16∑

k=−16

(
(xFIR)k − (xADC)k

(xADC)k

)2

(9)

Fig. 9 shows filtered data for three variants of parameter
D. For all values of the D factor the LP filter shows good
efficiency, but filtering is the best when data we want to
predict is located just after data we used for prediction (D=1).
However, this case introduce significant distortion of the signal
(fig. 10 upper left plot) and has to be rejected. Histogram of
distortion factors (fig. 10 bottom right plot) shows explicitly,
that delay-line D=128 distorts signal minimally. D=128 moves
the distortion made by signal 128 data samples away from the

signal region. To keep this safety margin, it was decided to
use delay-line D=128 for all tests.

V. LABORATORY TESTS

All laboratory tests were made using Altera DK-DEV-
5CEA7N development kit with Cyclone V FPGA. The gener-
ated signals were transferred from generators to Texas Instr.
ADS4249EVM Evaluation Module with 2-channel 14-bits 250
MSps ADC. Connection between both modules was provided
using the LVDS data transmission by Altera HSMC-ADC-
BRIDGE (fig. 22).

The long-term stability of the filter was tested by using a
single mono-carrier, which frequency drifted from 50.0 MHz
to 50.2 MHz in 2 minutes. Coefficients of the LP filter had
been calculated and had been loaded to the registers before
this test. These coefficients were not changed during this test.
Fig. 11 shows results of the test in time of several minutes.
We can observe very good suppression when the frequency
goes back to the frequency, which was used for calculation of
LP filter coefficients. If data are contaminated by RFI which
frequency slowly changes in time, coefficients of the LP filter
do not have to be refreshed frequently.

Next test consists on checking the Hi-Fi FM configuration.
The signal was contaminated by 50 MHz carrier with 75 kHz
deviation, with acoustic modulation 15 kHz. This conditions
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Fig. 13. |FFT| of original (ADC) and filtered (FIR) data of two mono-carriers with 2 variants of noise level. Suppression of carriers is on very good level,
even if the amplitude of the noise is greater than the amplitude of carriers.

Fig. 14. Suppression levels of two sine contamination in dependancy of noise
level and several variants of sine amplitudes. Noise level can greatly change
the suppression factor. Contamination with higher amplitude is much more
suppressed than the second one. This effect is not dependant on noise level.

are very restrictive and they should not appear in real condi-
tions in detectors on pampas. Frequency band for Hi-Fi FM
transmissions is 88 - 108 MHz and it is cut-off by already
installed analog filters. The suppression of these restrictive
contamination is very good (fig. 12).

The LP filter was also tested to check the suppression
efficiency. The generated signal was two carriers (27.12 and
57.9 MHz) with noise. Suppression was almost total, when
signals were much stronger than noise, but there was also a
significant suppression when signals and noise were on the
same level (fig. 13).

Several variants of the carriers and noise amplitudes had
been tested. Fig. 14 shows the dependency of the suppression
level on amplitudes of contamination. Higher noise level
reduces efficiency of filtering. We can also observe, that if the
amplitude of one carrier is much higher than the amplitude of
the second carrier, the suppression level of the second carrier
is much lower than the suppression level of the first carrier.

VI. COMPARISON TO THE CURRENTLY USED FILTERS

A. Median filter

AERA uses two kinds of filters to improve the signal to
noise ratio. The first kind is the Median filter. It is based

on the Fast Fourier Transform (FFT) technique. Radio sig-
nals are transferred from the time domain to the frequency
domain by FFT. In the next step, the Median filter suppresses
narrow peaks, which correspond to stationary mono-frequent
contaminations. This filtering does not affect the radio pulses
from cosmic showers. After this step, the cleaned signal is
transformed to the time domain again by using the inversed
FFT. The whole process is shown on fig. 15. The Median
filter has also several disadvantages. Theoretically, the chain
of the FFT and inversed FFT should give same data. However,
due to finite representation of data in the FPGA, this chain
of transformations introduces approximation errors. There are
two possible architectures of the FFT: streaming and variable
streaming. The streaming architecture uses less resources and
is faster than the variable streaming, but the approximation
error is much bigger. In the variable streaming architecture the
error is reduced to the last significant bit. Another problem
is aliasing. When the pulses are located near the converted
data blocks, the reconstructed signal may change. Aliasing
elimination can be done using overlapping neighboring data
blocks, which require over-clocking of the signal processing.
This approach is much more energy and resource consuming.
The Median filter also distorts the signal in the region near
the peak, which is responsible for the trigger. Fig. 16 shows
the distortion factors of the Median filter and the LP filter
for comparison. We can see, that the LP filter distorts the
signal less than the Median filter. Another issue is the power
consumption, which can be on the level of 1W per channel.
The power consumption is an important factor for experiment
powered by solar panels.

B. Notch filter

Notch filter is infinite impulse response (IIR) filter, which
is currently used by AERA. Its power consumption is much
lower than the power consumption of the Median filter, which
is important for the experiment powered by solar panels. Notch
filter is not adaptive and can reject only four arbitrary chosen
frequencies from the signal. After programming in the FPGA,
these frequencies cannot be changed dynamically, because of
potential instability of the filter. These selected frequencies
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Fig. 15. Diagram showing the data flow in Median filter. Input signals are transfered to frequency domain by FFT and after the filtering by Median filter,
cleaned signals are transfered to time domain again using inversed FFT.

Fig. 16. Comparison of distortion factors for Median and LP filters. In most
cases the LP filter distorts the signal less than the Median one.

were found by averaging data from entire array. Fig. 17 shows
the comparison of the Notch and LP filters. The efficiency of
the Notch filter is very high only near rejected frequencies.
Suppression outside the rejected band is much lower. The
current consumption of the IIR and the several variants of the
LP filter is shown on the fig. 18. The variant with 32 stages has
the power consumption compared to the IIR filter. Despites of
their limitations, Median and Notch filters were implemented
and have successfully worked in the AERA radio stations for
several years.

VII. HPS IMPROVEMENTS

The laboratory tests shows high efficiency of the LP filter,
however noise on pampas is much more sophisticated. Besides
of narrow-band mono-carriers tests show additional, non-
stationary RFI. This type of contamination is weakly affected
by the LP filter and strongly decreases filters efficiency.
Currently used Notch filter also cannot suppress this kind of
contamination, because it can only reject fixed frequency RFI.
The main reason of weak suppression by LP filter is probably
too long refreshment time of filter coefficients. In laboratory
tests, coefficients were calculated by virtual processor NIOS

R©
.

This processor can work with maximal frequency 100 MHz,
but for tests this frequency was lowered to 80 MHz (to have
safety margin). Refreshment time of the filter coefficients in
these conditions is 190 ms. The LP filter can suppress RFI,
which are longer than the time of its refreshment (fig. 19

Fig. 17. Comparison of efficiency of LP FIR filter and IIR Notch filter for two
variants of noise level. Suppression factor of the Notch filter is more efficient
than LP filter only in narrow frequency band near the rejected frequency.
Higher noise slightly decreases efficiency of the FIR filter.

Fig. 18. The current consumption calculated for several variants of the LP
filter and for currently used IIR Notch filter. Power consumption for LP filter
with 32 stages is on the same level as for IIR filter.
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Fig. 19. Suppression achieved by LP filter with coefficients calculated in 190 ms by NIOS
R©

for signals much longer (upper plots) and much shorter (bottom
plots) than the refreshment time of the filter. In first case, the suppression is almost total. In second case suppression depends on similarity of data used for
calculation and currently filtered data.

upper graphs). If the RFIs length is shorter than refreshment
time of LP coefficients, the suppression factor depends on the
similarity the signal on which the coefficients were calculated
to signal, which is currently filtered (fig. 19 bottom graphs).
We can define the suppression factor:

SF =

∑
FFToriginal −

∑
FFTfiltered∑

FFToriginal
. (10)

To reduce the non-stationary RFI, coefficients of the LP filter
have to be calculated more frequently. To achieve this we can
use Cyclone V SoC HPS, which contains embedded ARM
processor. This processor can work with maximal frequency
925 MHz. To have the safety margin, all laboratory tests were
made using 800 MHz. Fig. 20 shows the calculation time of the
coefficients for two variants of the LP filter. Refreshment time
can be reduced from 190 ms to several milliseconds. Fig. 21
shows the simulated results of the filtering by this filter for
three different lengths of RFI. The efficiency of the filter is
very high for all tests. Suppression factors for case with 100
ms length RFI is SF=72% and for 50 ms RFI SF=59%. If
the coefficients were calculated during the gap between the
signals, the filter does not suppress the signal. It is seen on
all graphs containing filtered data. In 50 ms and 20 ms RFI
one of peaks is increased. The probable reason is a short gap
between two peaks, so old coefficients were calculated using
the data from the previous peak. Every peak is independent,
so filter may not work properly in this case. If the refreshment
time of LP coefficients is slightly lower than the length of the

Fig. 20. Calculation time for solving by ARM processor system of 32 and
64 linear equations for two variants of LP filter using Levinson algorithm.
Calculation time can be shorten from 190 ms to several ms.

RFI (fig. 21 bottom graphs), suppression is highly dependent
on the moment of starting the calculation of new coefficients.
The best scenario is when the calculation starts just after new
RFI shows. New set of coefficients starts working near the
middle of the peak and can significantly suppress rest of the
peak. If the calculation use data just before the new RFI, next
calculation would be done in the middle of the RFI occur and
starts working at the end or just after the RFI. The suppression
factor for this case is much lower than in longer RFI cases,
but it is still on acceptable level SF=24%.

The communication between the FPGA and ARM processor
is much faster than between the NIOS

R©
and FPGA. The 128

bit bridge between the ARM and FPGA allows sending up
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Fig. 21. Suppression achieved by LP filter with coefficients calculated in 10 ms by ARM processor for signals much longer (upper plots) and slightly longer
(middle and bottom plots) than the refreshment time of the filter. In upper and middle graphs suppression is very high. The filter does not work only when
its coefficients were calculated during the gap between peaks. In bottom graphs suppression strongly depends on the moment of coefficients calculation.

to 10 coefficients in one clock cycle. This means that 64
coefficients can be send in 7 clock cycles and 32 coefficients
in 4 clock cycles. Virtual processor NIOS

R©
allows to send

only one coefficient per clock cycle.

VIII. CONCLUSIONS

The Linear Predictor is a new kind of filter, which can
be used in AERA radio stations. Fast adaptation to new
environment conditions, high efficiency in suppression con-
taminations and reasonable power consumption show it can
succesfully replace currently used Notch and Median filters.
Additionally, the LP filter leaves almost unaffected signal used
for triggering. Using the ARM processor allows to suppress
very short non-stationary RFI, which are not suppressed by
currently used filters. Moreover, the LP filter is very flexible.
The shorter versions of the filter can be implemented in radio

stations, where RFI is relativelly weak. Longer versions can
be used in radio stations, where filtering is crucial.
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Abstract—Differences in simulation results may be observed
from one architecture to another or even inside the same archi-
tecture. Such reproducibility failures are often due to different
rounding errors generated by different orders in the sequence of
arithmetic operations. Reproducibility problems are particularly
noticeable on new computing architectures such as multicore
processors or GPUs (Graphics Processing Units). DSA (Discrete
Stochastic Arithmetic) enables one to estimate rounding error
propagation in simulation programs. In this paper, it is shown
that DSA can be used to estimate which digits in simulation
results may be different from one environment to another because
of rounding errors. A particular implementation of DSA, which
enables numerical validation in hybrid CPU-GPU environments,
is described. The estimation of numerical reproducibility using
DSA is illustrated by a wave propagation code which can be
affected by reproducibility problems when executed on different
architectures.

I. INTRODUCTION

RESULTS of numerical simulations may be different from
one architecture to another, or even inside the same

architecture if they are computed using different compilers
for instance. In sequential or parallel environments, different
orders in the sequence of floating-point operations may lead
to differences in rounding error propagation and therefore to
reproducibility failures. It must be pointed out that the cause
of differences in results may be difficult to identify: rounding
errors or bug? Such differences are particularly noticeable with
new computing architectures such as multicore processors,
GPUs (Graphics Processing Units) and APUs (Accelerated
Processing Units). In high performance numerical simula-
tions, reproducibility problems have been identified in various
domains: energy science [1], climate science [2], atomic or
molecular dynamics [3], [4], fluid dynamics [5]. Various
studies have been carried out on numerical reproducibility
on different architectures. On the one hand, strategies have
been proposed [2], [3], [4], [5] to improve numerical accuracy,
using for instance accurate summations. Other works aim at
forcing the reproducibility of results, either affected by the
same rounding errors [6], [7] or correctly rounded [8], [9],
[10], [11].

DSA (Discrete Stochastic Arithmetic) [12], [13] enables one
to estimate rounding error propagation in simulation programs.
This paper shows that DSA can be used, not to force a code

to be reproducible, but to estimate the number of digits in the
results which may be different from one execution to another
because of rounding errors. The CADNA1 library [14], [15],
[16], which implements DSA, enables the numerical quality
estimation of sequential programs in C or Fortran and of
parallel programs using MPI for communication [17]. This
paper describes a version of CADNA, briefly introduced in
[18], that can be used in hybrid CPU-GPU environments
to estimate rounding errors in CUDA programs. This paper
is organized as follows. In Section 2, differences in results
provided by a wave propagation code executed on several
architectures - CPU, GPU and APU - are pointed out. Section 3
presents the principles of DSA. Section 3 also describes the
CADNA library and presents the particularities of a CADNA
version for CPU-GPU codes. Section 4 shows that the re-
producibility problems observed in wave propagation results
can be explained by rounding error propagation thanks to the
CADNA library. Finally, concluding remarks are presented in
Section 5.

II. REPRODUCIBILITY FAILURES IN A WAVE PROPAGATION
CODE

We consider the three-dimensional acoustic wave equation

1

c2
∂2u

∂t2
−

∑

b∈{x,y,z}

∂2

∂b2
u = 0,

where u is the particle velocity, c is the wave velocity, and t
is the time. This equation, used for instance in oil exploration
[19], is solved with an explicit finite difference scheme of
order 2 in time and p in space (in our case p = 8). We
denote by un

i,j,k (respectively fn
i,j,k) the wave (respectively

source) field in (i, j, k) coordinates and nth time step, al
(l = −p/2, . . . , p/2) the finite difference coefficients, ∆t the
time step and ∆h the spatial step size. Two mathematically
equivalent implementations of the finite difference scheme are
proposed:

un+1
i,j,k = 2un

i,j,k − un−1
i,j,k +

c2∆t2

∆h2
Sn
i,j,k + c2∆t2fn

i,j,k
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where

Sn
i,j,k =

p/2∑

l=−p/2

al
(
un
i+l,j,k + un

i,j+l,k + un
i,j,k+l

)
(1)

or

Sn
i,j,k =

p/2∑

l=−p/2

alu
n
i+l,j,k+

p/2∑

l=−p/2

alu
n
i,j+l,k+

p/2∑

l=−p/2

alu
n
i,j,k+l.

(2)
In order to satisfy the CFL (Courant-Friedrichs-Lewy) nec-
essary stability condition [20], the time step is computed by
taking into account the wave velocity c, the spatial step size
∆h and the spatial order p. Because these two implementations
require the same number of arithmetic operations, they should
lead to similar performance. However it would be interesting
to determine whether they differ in the numerical quality of
their results.

The code is executed for 64×64×64 space steps and 1000
time iterations in IEEE-754 binary32 arithmetic with rounding
to the nearest [21] and the following environments:

• AMD Opteron 6168 CPU with gcc 4.7.2 compiler;
• NVIDIA C2050 GPU (Graphics Processing Unit) with

CUDA (Compute Unified Device Architecture) platform;
• NVIDIA K20c GPU with OpenCL (Open Computing

Language);
• AMD Radeon HD 7970 GPU with OpenCL;
• AMD Trinity APU (Accelerated Processing Unit) with

OpenCL.
Different kinds of reproducibility problems are observed.

The results numerically vary
1) from one execution to another inside a GPU or an APU;

these repeatability problems are due to differences in the
execution order of the threads;

2) from one implementation of the finite difference scheme
to another; the maximal relative difference between
results is of the order of 10−1 to 1 depending on the
architecture, and the mean value of the relative differ-
ence between results is of the order of 10−5 whatever
the architecture;

3) from one architecture to another; again, the maximal
relative difference between results is of the order of 10−1

to 1 and its mean value is 10−5.
Indeed if two sets of results computed in binary32 are

compared, the results at the same space coordinates can have
from 0 to 7 significant digits in common, and the average
number of common significant digits is about 4. We recall
that results computed using binary32 arithmetic precision
can have at most 7 correct significant digits. To illustrate
these reproducibility problems, Table I presents at three space
coordinates (i, j, k), 0 ≤ i, j, k ≤ 63, the results obtained
after 1000 times iterations using the processing units and
languages previously mentioned. These results have different
orders of magnitude. Both implementations of the finite differ-
ence scheme are considered. Considering the example points

presented in Table I, any two results computed at the same
point in the space domain have 3 to 6 common significant
digits.

TABLE I
RESULTS COMPUTED AT THREE DIFFERENT POINTS IN THE SPACE DOMAIN

Point in the space domain
p1: (0, 19, 62) p2: (50, 12, 2) p3: (20, 1, 46)

AMD Opteron CPU with gcc
scheme 1 -1.110479 54.54238 614.1038
scheme 2 -1.110426 54.54199 614.1035

NVIDIA C2050 GPU with CUDA
scheme 1 -1.110204 54.54224 614.1046
scheme 2 -1.109869 54.54244 614.1047

NVIDIA K20c GPU with OpenCL
scheme 1 -1.109953 54.54218 614.1044
scheme 2 -1.111517 54.54185 614.1024

AMD Radeon GPU with OpenCL
scheme 1 -1.109940 54.54317 614.1038
scheme 2 -1.110111 54.54170 614.1044

AMD Trinity APU with OpenCL
scheme 1 -1.110023 54.54169 614.1062
scheme 2 -1.110113 54.54261 614.1049

III. ESTIMATING ROUNDING ERRORS WITH DISCRETE
STOCHASTIC ARITHMETIC (DSA)

A. Principles of DSA

Based on a probabilistic approach, the CESTAC
method [12] allows the estimation of rounding error
propagation which occurs with floating-point arithmetic.
When no overflow occurs, the exact result of any non
exact floating-point arithmetic operation is bounded by two
consecutive floating-point values R− and R+. The basic idea
of the method is to perform each arithmetic operation N
times, randomly rounding each time, with a probability of
0.5, to R− or R+. The computer’s deterministic arithmetic,
therefore, is replaced by a stochastic arithmetic where each
arithmetic operation is performed N times before the next
one is executed, thereby propagating the rounding error
differently each time. The CESTAC method furnishes us with
N samples R1, . . . , RN of the computed result R. The value
of the computed result, R, is the mean value of {Ri}16i6N

and the number of exact significant digits in R, CR, is
estimated as

CR = log10

(√
N
∣∣R
∣∣

στβ

)

with R =
1

N

N∑

i=1

Ri and σ2 =
1

N− 1

N∑

i=1

(
Ri − R

)2
.

τβ is the value of Student’s distribution for N − 1 degrees of
freedom and a probability level 1 − β. In practice N = 3
and β = 0.05. Indeed, it has been shown [22], [23] that
N = 3 is in some reasonable sense the optimal value. The
estimation with N = 3 is more reliable than with N = 2
and increasing the size of the sample does not improve the
quality of the estimation. The probability of overestimating
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the number of exact significant digits of at least 1 is 0.054%
and the probability of underestimating the number of exact
significant digits of at least 1 is 29%. By choosing β = 0.05,
we prefer to guarantee a minimal number of exact significant
digits with a high probability (99.946%), even if we are often
pessimistic by 1 digit. The complete theory can be found
in [12], [23].

The validity of CR is compromised if the two operands in
a multiplication or the divisor in a division are not significant
[23]. It is essential, therefore, that these results with no sig-
nificance are detected and reported, since their subsequent use
may invalidate the method. The need for this dynamic control
of multiplications and divisions has led to the concept of
the computational zero. A computed result is a computational
zero, denoted by @.0, if ∀i, Ri = 0 or CR ≤ 0. This means
that a computational zero is either a mathematical zero or a
number without any significance, i.e. numerical noise.

To establish consistency between the arithmetic opera-
tors and the relational operators, discrete stochastic relations
are defined as follows. Let X = (X1, ..., XN ) and Y =
(Y1, ..., YN ) be two results computed using the CESTAC
method, we have from [24]

X = Y if and only if X − Y = @.0;

X > Y if and only if X > Y and X−Y 6= @.0;

X ≥ Y if and only if X ≥ Y or X−Y = @.0.

Discrete Stochastic Arithmetic (DSA) [12], [13] is the
combination of the CESTAC method, the concept of the
computational zero, and the discrete stochastic relationships.

B. Numerical validation of sequential codes using DSA
The CADNA software [14], [15], [16] is a library which

implements DSA in any code written in C++ or in Fortran
and allows to use new numerical types: the stochastic types.
In practice, classic floating-point variables are replaced by
the corresponding stochastic variables, which are composed of
three floating-point values and an integer to store the accuracy.
The library contains the definition of all arithmetic operations
and order relations for the stochastic types. For instance,
let us consider an arithmetic operation ◦ ∈ {+,−, ∗, /}
between two stochastic variables A and B. This arithmetic
operation is performed three times on the associated floating-
point values Ai ◦ Bi, the rounding mode being randomly set
to rounding towards +∞ or −∞. The control of accuracy
is performed only on variables of stochastic type. Only exact
significant digits of a stochastic variable are printed or “@.0”
for a computational zero. Because all operators are redefined
for stochastic variables, the use of CADNA in a program
requires only a few modifications: essentially changes in the
declarations of variables and in input/output statements. The
CADNA software has been successfully used for the numerical
validation of real-life applications [17], [25], [26], [27], [28].

Attention has been paid to rounding mode setting in terms
of performance, because the rounding mode must be fre-
quently changed. On CPU the rounding mode is determined

by two bits in the Control Word, a 16-bit register in the FPU
(Floating-Point Unit). At the beginning of a program using
CADNA, the rounding mode is arbitrarily set to −∞. Then
the rounding mode is randomly changed using the CADNA
rnd_switch function that switches the rounding mode from
+∞ to −∞, or from −∞ to +∞. To reduce the cost of
rounding mode changes, the rnd_switch function is written
in assembly language and is specific to the processor and the
compiler chosen. The rnd_switch function changes in the FPU
Control Word the two bits associated with the rounding mode.
For performance reasons, a random number generator is not
called at each arithmetic operation. A long random sequence
is generated at the beginning of the program and stored in
an array. Then successive array elements are used cyclically
when random numbers are required.

CADNA can detect numerical instabilities which occur
during the execution of the code. When a numerical instability
is detected, dedicated CADNA counters are incremented. At
the end of the run, the value of these counters together with
appropriate warning messages are printed on standard output.
These warnings are of two types.

1) Warnings related to the self-validation of CADNA.
These include: unstable multiplication where the two
operands are computational zeroes and unstable divi-
sion where the divisor is a computational zero. These
warnings indicate that the validity of CR has been
compromised and the CADNA results cannot be relied
on.

2) Warnings concerning other numerical instabilities. These
instabilities can occur in overloaded mathematical func-
tions or in branching statements involving a computa-
tional zero. A numerical instability is also reported in
the case of a cancellation, i.e. the subtraction of two very
close values which generates a sudden loss of accuracy.

At the end of the run, each type of anomaly together with
their occurrences are printed. If no anomaly has been detected
the computed results are reliable and the accuracy of each has
been correctly estimated up to a certain probability. Otherwise
the messages need to be analysed, the source of the anomaly
identified and, if necessary, the code changed. The user can
specify the instabilities to be detected. One may choose, for
instance, to activate only self-validation, to detect all types of
instabilities or to deactivate the detection of instabilities.

C. Numerical validation of hybrid CPU-GPU codes using
DSA

An asynchronous implementation of the CESTAC method
for the estimation of rounding errors in GPU codes written
in CUDA is proposed in [29]. Unfortunately with such an
implementation of the CESTAC method, the whole code is
executed several times with the random rounding mode and
no instability in arithmetic operations can be detected. We
present here a version of CADNA which implements DSA for
the numerical validation of hybrid CPU-GPU codes written in
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CUDA. This version differs from the sequential version in two
main respects: rounding mode change and instability detection.

On GPU an arithmetic operation can be performed with a
specified rounding mode. For instance a multiplication with
rounding towards +∞ can be executed using the fmul_ru
function and a multiplication with rounding towards −∞
using the fmul_rd function. Therefore a stochastic operation
on GPU implies three floating-point operations randomly
rounded towards +∞ or −∞ using the appropriate arithmetic
function. Unlike on CPU, random numbers are not stored in
a global array on GPU, because it is incompatible with GPU
programming paradigms. Each GPU thread being independent,
it generates random numbers using its own seed and taking
into account its own thread index. On GPU, random numbers
are generated when they are required, i.e. during the stochastic
operations. As a remark, because of the robustness of accuracy
estimation by DSA [22], the quality of the random number
generator is not a critical issue: only boolean values are
required.

On CPU, numerical instabilities that occur during the ex-
ecution are counted. Such a count is not performed on GPU
because it would consume shared memory and require many
atomic operations. On GPU an unsigned char is associated
with each result to store the numerical instabilities that have
affected it. Each bit of this char is associated with a type of
instability. For instance, its last bit is set to 1 if the result
has been affected by at least one unstable multiplication.
Therefore in the CPU-GPU version of CADNA a stochastic
variable is composed of three floating-point variables and four
unsigned char: one for the accuracy, one for the instabilities
and two for padding to respect memory alignment. Instability
detection increases the execution time with CADNA. Can-
cellation detection is particularly costful because it requires
to compare for all additions and subtractions the operands
accuracy with the result accuracy. For performance reasons,
the main instabilities can be detected with the GPU version
of CADNA: the instabilities related to the self-validation of
CADNA (unstable multiplications and unstable divisions) and
the unstable branching statements.

IV. ESTIMATION OF REPRODUCIBILITY IN WAVE
PROPAGATION RESULTS BY MEANS OF DSA

The acoustic wave propagation code has been executed
with the CADNA library on CPU and on GPU. Results
presented in this section have been computed in the following
environments:

• an AMD Opteron 6168 CPU with gcc 4.7.2 compiler;
• an NVIDIA C2050 GPU with CUDA 5.0 platform.
With implementations (1) and (2) of the finite difference

scheme, the number of exact significant digits in the results
computed with CADNA varies from 0 to 7. On CPU its
mean value is 4.06 with both schemes; on GPU it is 3.43
with scheme (1) and 3.49 with scheme (2). These remarks
are consistent with the observations described in Section II.
Numerical instabilities occur during the execution: 272,394

losses of accuracy due to cancellations with scheme (1) and
285,186 with scheme (2). This kind of instability is detected
by the CPU version of CADNA if the subtraction of two close
floating-point numbers leads to a loss of accuracy of at least
4 digits.

Table II presents results obtained on CPU and on GPU at
the same points in the space domain as in Table I. These
results have been computed, on the one hand, using CADNA
and, on the other hand, using IEEE floating-point arithmetic
with rounding to the nearest. With CADNA, only the exact
significant digits, i.e. the digits not affected by rounding errors,
are printed. Results in the first four rows in Table II have
been computed using binary32 arithmetic precision. Results
in the last row have been obtained in binary64 on CPU with
CADNA. Although CADNA prints 11 to 14 exact significant
digits in these three results, only their first 10 digits are
reported in Table II. The number of exact significant digits
estimated by CADNA depends on the point considered in the
space domain. As already mentioned in Section III, accuracy
estimation by DSA is rather pessimistic than optimistic. Be-
cause of the probabilistic aspect of DSA, the number of exact
significant digits estimated by CADNA may slightly differ on
CPU and on GPU. In Table II one can notice that the digits
provided by CADNA in binary32 are in common with those
computed in binary64. Results reported in Table II have been
computed using implementation (1) of the finite difference
scheme. The same digits are provided by CADNA with the
other implementation, except one less digit is given on GPU
for point p1.

TABLE II
RESULTS COMPUTED AT THREE DIFFERENT POINTS IN THE SPACE DOMAIN
WITH AND WITHOUT CADNA USING IMPLEMENTATION (1) OF THE FINITE

DIFFERENCE SCHEME

Point in the space domain
p1: (0, 19, 62) p2: (50, 12, 2) p3: (20, 1, 46)

IEEE CPU -1.110479 54.54238 614.1038
IEEE GPU -1.110204 54.54224 614.1046

CADNA CPU -1.1 54.54 614.104
CADNA GPU -1.11 54.5 614.10

Reference -1.108603879 54.54034021 614.1041156

Figures 1 and 2 present, respectively on CPU and on GPU,
the number of exact significant digits estimated by CADNA
in the results computed with scheme (1) with respect to their
absolute values. Similar results are observed with the other
scheme. The highest results (in absolute value) are affected
by low rounding errors and the highest rounding errors impact
negligible results. Although the same trend can be observed
on CPU and on GPU, there are differences between the
two distributions due to the probabilistic aspect of DSA.
Depending on the point in the space domain, the number of
exact significant digits may be higher on CPU or on GPU.
The average difference between results accuracy on CPU and
on GPU is 0.6 digit. Furthermore because of differences in the
execution order of the threads, the accuracy distribution may
be slightly different from one execution to another on GPU.
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Fig. 1. Number of exact significant digits in the results computed on CPU
with respect to their absolute values.

Fig. 2. Number of exact significant digits in the results computed on GPU
with respect to their absolute values.

Table III presents execution times of the acoustic wave prop-
agation code in the environments mentioned at the beginning
of this section. Because the execution times measured with
implementations (1) and (2) of the finite difference scheme
are similar, only the performance of implementation (1) is
reported in Table III. The code has been run in binary32 both
on CPU and on GPU. CADNA has been used on CPU with
several kinds of instability detection:

• the detection of all kinds of instabilities;
• no detection of instabilities. With this mode, which is

not recommended, the execution time can be considered
the minimum that can be obtained whatever instability
detection chosen;

• the detection of unstable multiplications, unstable di-
visions and unstable branching statements. This mode,
which enables the self-validation of CADNA, is also

available on GPU.
One can notice that the cost of CADNA with instability

detection in multiplications, divisions and branching state-
ments is very close to its cost with no instability detection.
Actually this code cannot generate such instabilities: in all
multiplications at least one operand is a constant, all divisors
are constants and it has no branching statement. The cost
of CADNA with the detection of any kind of instability is
2.6 times higher. This is essentially due to the cancellation
detection which is particularly expensive in terms of execution
time. The cost of CADNA on GPU is about twice lower than
on CPU with the same level of instability detection. This may
be explained by the pipeline flush at each change of rounding
mode on CPU which affects instruction level parallelism.

TABLE III
EXECUTION TIMES WITH AND WITHOUT CADNA ON CPU AND GPU

CPU
execution instability detection execution time (s) ratio

IEEE - 110.8 1
CADNA all instabilities 4349 39.3

no instability 1655 14.9
mul., div., branching 1663 15.0

GPU
execution instability detection execution time (s) ratio

IEEE - 0.80 1
CADNA mul., div., branching 5.73 7.2

V. CONCLUSION

In this paper, we have shown that DSA can provide an
estimation of the reproducibility of numerical programs. By
estimating which digits are affected by rounding errors, DSA
may explain why differences are observed in the results of a
program executed in different environments. Therefore when
the deployment of a code on a parallel architecture generates
differences in the computed results, the presence of a bug
can possibly be discarded. Based on a probabilistic approach,
DSA can provide a trend of the distribution or the evolution
of results accuracy. If results differences are due to different
orders in the sequence of floating-point operations, a similar
trend should be provided by DSA whatever the environment
chosen. But a sequential implementation of DSA is not suffi-
cient and efficient methods must be proposed for the numerical
validation of large scale simulation programs. This paper
has shown the feasibility of numerical validation with DSA
for CPU-GPU programs. Furthermore DSA can be used for
accuracy estimation in distributed memory environments [17].
It has recently been shown how to take advantage of SIMD
units such as AVX (Advanced Vector eXtensions) in programs
using DSA [30]. However, work must still be carried out to
extend efficiently DSA to emerging computing architectures
that are prone to numerical reproducibility failures.
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Abstract—We present the source-to-source TRACO com-
piler allowing for increasing program locality and paralleliz-
ing arbitrarily nested loop sequences in numerical applica-
tions. Algorithms for generation of tiled code and extracting
synchronization-free slices composed of tiles are presented. Par-
allelism of arbitrary nested loops is obtained by creating a kernel
of computations represented in the OpenMP standard to be ex-
ecuted independently on many CPUs. We consider benchmarks,
typical from compute-intensive sequences of algebra operations
or numerical computation from industry and engineering. The
speed-up of programs generated by TRACO are discussed.
Related compilers and techniques are considered. Future work
is outlined.

I. INTRODUCTION

EFFICIENT parallel numerical algorithms for commonly
occurring problems in scientific computing are more

difficult to write than sequential ones. Developers must analyze
their performance, granularity and scalability. Optimizing and
parallelizing compiler research with empirical evaluation is
significant for an efficient usage of widely available multi-core
systems.

Because for many numerical kernels and solvers most
computations are contained in program loop nests, automatic
extraction of parallelism available in loop nests is extremely
important for multi-core processing. However, there is a
lack of automated and completed tools permitting for ex-
posing parallelism in serial programs. The most advanced
approach to improve program locality and parallelization is
based on the Affine Transformation Framework (ATF). Un-
fortunately, this approach can fail to parallelize loop nests
exposing storage-related dependences, and as consequence
potential parallelism is left unexploited in some cases [1].
This paper presents an alternative approach to increasing
program locality and parallelization which is implemented in
the open source tool, TRACO [2], based on calculating the
TRAnsitive ClOsure of dependence graphs. It currently par-
allelizes loop nests being written in the C language.

The purpose of this source-to-source compiler is to automat-
ically convert existing serial numerical applications to parallel
ones to be run on multicore systems and high performance
computers. It produces parallel target code that is semantically
identical with original source code.

II. BACKGROUND

The source-to-source TRACO compiler implements Itera-
tion Space Slicing (ISS) techniques together with the free-
scheduling, variable privatization and parallel reduction tech-
niques. Output code, produced by TRACO, is compilable and
contains OpenMP directives [3]. TRACO is available at the
website http://traco.sourceforge.net.

ISS was introduced by Pugh and Rosser [4]. It takes
dependence information as input to find all statement instances
that must be executed to produce the correct values for the
specified array elements. Dependences available in a loop
nest are described by dependence relations with constraints
presented by means of the Presburger arithmetic that is the
first-order theory of the integers in the language L having 0,
1 as constants, +,- as binary operations, and equality =, order
< and congruences ≡n modulo all integers n ≥1 as binary
relations.

Coarse-grained code is presented with synchronization-free
slices. TRACO uses the dependence analysis [5] proposed by
Pugh and Wonnacott where dependences are represented by
dependence relations. This analysis is implemented in Petit
[6].

Standard operations on relations and sets are used, such as
intersection (∩), union (∪), difference (-), domain (dom R),
range (ran R), relation application (S′= R(S): e′∈S′iff exists e
s.t. e→e′∈R,e∈S), positive transitive closure of relation R, R+
= {[e]→[e′] : e→e′∈ R ∨ ∃ e ′′, e→e′′∈ R ∧ e′′→e′∈ R+},
transitive closure R* = R+ ∪ I. In detail, the description of
these operations is presented in papers [5], [7].

The positive transitive closure for a given relation R, R+,
is defined as follows [7]
R+ = {e → e′ : e → e′ ∈ R ∨ ∃e′′s.t. e → e′′ ∈ R ∧ e′′ →
e′ ∈ R+}.
It describes which vertices e′ in a dependence graph (repre-
sented by relation R) are connected directly or transitively with
vertex e.

Transitive closure, R∗, is defined as follows [8]: R∗ =
R+ ∪ I , where I the identity relation. It describes the same
connections in a dependence graph (represented by R) that R+

does plus connections of each vertex with itself.
To perform operations on sets and relations as well as

calculating transitive closure, TRACO uses the ISL library [9].
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III. ITERATION SPACE SLICING FOR PARALLELISM

EXTRACTION

ISS algorithms, presented in paper [1], allow us to gener-

ate parallel code representing synchronization-free slices. An

(iteration-space) slice is defined as follows.

Definition 1. Given a dependence graph defined by a set

of dependence relations, a slice S is a weakly connected

component of this graph, i.e., a maximal sub-graph such that

for each pair of vertices in the sub-graph there exists a forward

or backward path.

Definition 2. An ultimate dependence source is a source

that is not the destination of another dependence. Given a

dependence relation R, describing all the dependences in a

loop, set, SUDS , including all ultimate dependence sources

can be calculated as domain(R) - range(R).

Definition 3. The representative of a slice is its lexicograph-

ically minimal ultimate source.

An approach to extract synchronization-free slices takes

two steps [1]. First, for each slice, a representative statement

instance is defined (it is the lexicographically minimal state-

ment instance from all the sources of a slice). Next, slices

are reconstructed from their representatives and code scanning

these slices is generated.

Given a dependence relation R, describing all the depen-

dences in a loop, we calculate set of all ultimate dependence

sources of slices , SUDS , as follows

SUDS = domain(R)− range(R). (1)

In order to find elements of SUDS that are representatives of

slices, we build a relation, RUSC , that describes all pairs of

the ultimate dependence sources being transitively connected

in a slice, as follows:

RUSC = {[e] → [e′] : e, e′ ∈ SUDS , e ≺ e′, (R∗(e)∩R∗(e′))}.
(2)

The condition (e ≺ e′) in the constraints of relation RUSC

above means that e is lexicographically smaller than e′. Such

a condition guarantees that the lexicographically smallest

element from e and e′ will always appear in the input tuple of

RUSC (its representative source), i.e., it can never appear in the

output tuple. The intersection (R*(e)∩R*(e′)) in the constraints

of RUSC guarantees that vertices e and e′ are transitively

connected, i.e., they are the sources of the same slice.

Next, set, Srepr, containing representatives of each slice is

found as Srepr = SUDS - range(RUSC). Each element e of

set Srepr is the lexicographically minimal statement instance

of a synchronization-free slice. If e is the representative of

a slice with multiple sources, then the remaining sources of

this slice can be found applying relation (RUSC )* to e, i.e.,

(RUSC )*(e). If a slice has the only source, then (RUSC)*(e)=e.

The elements of a slice represented with e can be found

applying relation R* to the set of sources of this slice:

Sslice = R∗((RUSC)
∗(e)). (3)

To generate code, we insert in the first positions of the tuple

of set Sslice the elements of the tuple of set Srepr (together

with corresponding constraints) and apply the CLooG library

[10] to so extended set Sslice .

To parallelize loop nests which expose a single

synchronization-free slice, time partitioning can be applied.

The algorithm, presented in our paper [11], allows us to

generate time partitions and corresponding fine-grained

parallel code on the basis of the free schedule; all statement

instances of a time partition can be executed in parallel, while

partitions are enumerated sequentially. The free schedule

function is defined as follows.

Definition 4 [12]. The free schedule is the function that

assigns discrete time of execution to each loop statement

instance as soon as its operands are available, that is, it is

mapping σ:LD→ Z such that

σ(p) =





0 if there is no p1 ∈ LD s.t. p1 → p
1 +max(σ(p1), σ(p2), ..., σ(pn));

p, p1, p2, ..., pn ∈ LD;
p1 → p, p2 → p, ..., pn → p,

where p, p1, p2, ..., pn are loop statement instances, LD is

the loop domain, p1 → p, p2 → p, ..., pn → p mean that

the pairs p1 and p, p2 and p, ...,pn and p are dependent,

p represents the dependence destination, while p1, p2, ..., pn
represent the sources of dependences, n is the number of

operands of statement instance p (the number of dependences

whose destination is statement instance p). The free schedule

is the fastest legal schedule [12]. In paper [11] we presented

fine-grained parallelism extraction based on the power k of

relation R.

The idea of the algorithm is the following [11]. Given

relations R1, R2, ..., Rm, representing all dependences in a

loop nest, we first calculate R =
m⋃
i=1

Ri and then Rk, where

Rk = R ◦R ◦ ...R︸ ︷︷ ︸
k

, "◦" is the composition operation. Tech-

niques of calculating the power k of relation R are presented

in the following publications [8], [9], [14] and they are out of

the scope of this paper. Let us only note that given transitive

closure R+, we can easily convert it to the power k of R, Rk,

and vice versa, for details see [9].

Given set UDS comprising all loop nest statement instances

that are ready to execution at time k=0, each vertex, belonging

the set Sk = Rk(UDS) - R+ ◦ Rk(UDS), is connected

in the dependence graph, defined by relation R, with some

vertex(ices) represented by set UDS with a path of length k .

Hence at time k, all the statement instances belonging to the

set Sk can be scheduled for execution and it is guaranteed that

k is as few as possible.

IV. LOOP TILING

Tiling is a very important iteration reordering transformation

for both improving data locality and extracting loop nest

parallelism. TRACO allows users generate parallel tiled code

by means of algorithms based on the transitive closure of a

dependence graph [13].
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First, we form set TILE(II, B) including iterations belonging

to a parametric tile as follows

TILE(II, B) = {[I] | B*II +LB ≤ I ≤ min( B*(II +1)

+ LB -1, UB) AND II ≥ 0}, where vectors LB and UB

include the lower and upper loop index bounds of an original

loop nest, respectively; diagonal matrix B defines the size

of a rectangular original tile; elements of vectors I and II

represent the original loop nest indices and the identifiers of

tiles, respectively; 1 is the vector whose all elements have

value 1.

TILE(II, B) represents a tile of the rectangular shape with

a fixed size defined by the user.

Sets TILE_LT and TILE_GT are the unions of all the tiles

whose identifiers are lexicographically less and greater than

that of TILE(II, B), respectively.

TILE_LT ={[I] | exists II′ s. t. II′ ≺ II AND II, II′ in

II_SET AND I in TILE(II′, B)},

TILE_GT ={[I] | exists II′ s. t. II′ ≻ II AND II, II′ in

II_SET AND I in TILE(II′, B)}.

Set TILE_ITR = TILE - R+( TILE_GT ) does not include

any invalid dependence target.

Set TVLD_LT = ( R+(TILE_ITR) ∩ TILE_LT) -

R+(TILE_GT) includes all the iterations that i) belong to

the tiles whose identifiers are lexicographically less than that

of set TILE_ITR, ii) are the targets of the dependences whose

sources are contained in set TILE_ITR, and iii) are not any

target of a dependence whose source belong to set TILE_GT.

Set TILE_VLD = TILE_ITR ∪ TVLD_LT represents target

tiles.

To generate code, we form set TILE_VLD_EXT by means

of inserting i) into the first positions of the tuple of set

TILE_VLD indices ii1, ii2, ..., iid; ii) into the constraints of

set TILE_VLD the constraints defining tile identifiers II ≥ 0

and B*II+LB ≤ UB.

The resulting code can be produced by means of applying

any code generator to scan elements of set TILE_VLD_EXT

in the lexicographic order, for example, CLooG [10]. TRACO

implements an extended approach allowing for tiling imper-

fectly nested loops also.

All the presented algorithms implemented in the TRACO

compiler are based on the transitive closure of a dependence

relation representing all dependences in a loop nest. Loop nest

tiling and iteration space slicing can be combined in order

to increase program locality and the grain size of parallel

code. For this purpose, we form relation R_TILE that describes

dependences among all tiles but ignores dependences within

each tile as follows.

R_TILE:={[II]->[JJ]: exist I, J s.t. (II, I) in

TILE_VLD_EXT(II) AND (JJ, J) in TILE_VLD_EXTi(JJ)

AND J in R(I)},

where II, JJ are the vectors representing tile identifiers. Such

a relation can be used to extract slices comprising tiles or free-

scheduling in the same way as it is described in Section III

except from instead of relation R relation R_TILE has to be

used.

V. TRACO USAGE FOR THE HYDRO-FRAGMENT CODE

In this section, we present the usage of the TRACO compiler

to optimize the code of the hydrodynamics fragment of the first

kernel of the Livermoore Loops suite (k1) [15].

f o r ( l =1 ; l <= loop ; l ++ ) {
f o r ( k=0 ; k<n ; k++ ) {

x [ k ] = q + y [ k ] ∗ ( r ∗z [ k +10] + t ∗z [ k +11] ) ;
}

}

The following relation describes dependences in this pro-

gram.

R := [n,loop] -> { [l,k,13] -> [l’,k’,13] :( k’ = k and 1 <= l

< l’ <= loop and 0 <= k < n and l < loop and 1 <= loop and

2 <= l’ ) },

where here and further on “13”states for the loop nest state-

ment identifier, defined by the line number of this statement

in the source code.

First of all, we generate parallel synchronization-free code.

For this purpose, we calculate the transitive closure of relation

R, R∗:

R∗ := [n, loop] -> { [l, k, 13] -> [l’, k, 13] : l >= 1 and k

>= 0 and k <= -1 + n and l’ >= 1 + l and l’ <= loop; [l, k,

v] -> [l, k, v] }.

Next, we expose slice representatives. Because RUCS = ⊘,

we have

SREPR =UDS:= {[n, loop] -> [0, i1, 13] : loop >= 17 and

i1 >= 0 and 16i1 <= -1 + n }.

Now, we form set, Sslice, representing slices:

Sslice := [n, loop, c1] -> ] [i0, c1, 13] : c1 >= 0 and c1 <=

-1 + n and i0 <= loop and loop >= 2 and i0 >= 1 },

and insert in the first positions of the tuple of set Sslice the

elements of the tuple of set SREPR(together with correspond-

ing constraints) and apply to so extended set Sslice CLooG to

get the following parallel code.

i f ( n + loop >= 3 && loop >= 1)
#pragma omp p a r a l l e l f o r

f o r ( c1 = 0 ; c1 < n ; c1 += 1)
i f ( c1 >= 0 && loop >= 2 && n >= c1 + 1)

f o r ( c0 = 1 ; c0 <= loop ; c0 += 1)
x [ c1 ]= q+y [ c1 ] ∗ ( r ∗z [ c1 +10]+ t ∗z [ c1 + 1 1 ] ) ;

Below, we demonstrate how tiled code can be generated for

the same example. First, we define a rectangular parametric

tile of the size 16x16 as follows.

TILE:= [ll, kk, n, loop] -> { [l, k, 13] : l >= 1 + 16ll and

l >= 1 and l <= loop and l <= 16 + 16ll and k >= 16kk and

k >= 0 and k <= -1 + n and k <= 15 + 16kk and ll >= 0 and

kk >= 0 and loop >= 1 and n >= 1 }.

Next, we calculate the following sets:

TILE_LT:= [ll, kk, n, loop] -> { [l, k, 13] : l >= 1 + 16ll

and l >= 1 and l <= loop and l <= 16 + 16ll and k >= 0 and

k <= -1 + 16kk and n >= 1 + 16kk and ll >= 0 and loop >=

16ll and kk >= 0 },

TILE_GT:= [ll, kk, n, loop] -> { [l, k, 13] : l >= 1 + 16ll

and l >= 1 and l <= loop and l <= 16 + 16ll and k >= 16 +

16kk and k <= -1 + n and ll >= 0 and loop >= 16ll and kk

>= 0 and n >= 1 + 16kk ,
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TILE_ITR:= [n, loop, ll, kk] -> [l, k, 13] : ll >= 0 and kk

>= 0 and l >= 1 + 16ll and l <= 16 + 16ll and l <= loop and

k >= 16kk and k <= 15 + 16kk and k <= -1 + n },

TVLD_LT = ⊘, TILE_VLD = TILE_ITR,

TILE_VLD_EXT:= [n, loop] -> { [i0, i1, i2, i3, 13] : i0 >=

0 and i1 >= 0 and i2 >= 1 + 16i0 and i2 <= 16 + 16i0 and

i2 <= loop and i3 >= 16i1 and i3 <= 15 + 16i1 and i3 <= -1

+ n }.

Applying CLooG to set TILE_VLD_EXT, we generated the

following tiled code (without parallelism).

f o r ( c0 =0; c0 <= ( loop −1) /16 ; c0 += 1)
f o r ( c1 =0; c1 <= ( n −1) /16 ; c1 += 1)

f o r ( c2 =16∗ c0 +1; c2 <=min ( loop , 1 6∗ c0 + 1 6 ) ; c2 ++)
f o r ( c3 =16∗ c1 ; c3 <=min ( n−1 ,16∗ c1 + 1 5 ) ; c3 ++)

x [ c3 ]= q+y [ c3 ] ∗ ( r ∗z [ c3 +10]+ t ∗z [ c3 + 1 1 ] ) ;

To generate parallel synchronization-free tiled code, we

calculate tile representatives (the lexicographically minimal

tiles of slices) comprised in set TILE_SOUR and a relation

R_TILE that describes dependences among all tiles but ignores

dependences within each tile as follows. Next, the transitive

closure of that relation, R_TILE∗, is calculated, and finally

set, SLICE, representing slices comprising tiles are extracted.

The corresponding sets and relations for the loop nest above

are as follows.

TILE_SOUR:= [n, loop] -> { [ i1, i3, 13] : loop >= 17 and

i1 >= 0 and i3 >= 16i1 and i3 <= 15 + 16i1 and i3 <= -1 +

n }, where “13”is the statement identifier,

R_TILE:= [n, loop] -> { [i0, i1, 13] -> [o0, i1, 13] : i0 >=

0 and i1 >= 0 and 16o0 <= -1 + loop and o0 >= 1 + i0 and

16i1 <= -1 + n and 16i0 <= -2 + loop },

R_TILE∗:= [n, loop] -> { [i0, i1, 13] -> [o0, i1, 13] : i0

>= 0 and i1 >= 0 and 16o0 <= -1 + loop and o0 >= 1 + i0

and 16i1 <= -1 + n and 16i0 <= -2 + loop },

SLICE:= [n, loop, c1] -> { [i0, i1, i2, i3, 13] : loop >= 17

and i2 <= 16 + 16i0 and i2 <= loop and i3 >= 16c1 and i3

>= 0 and i3 <= 15 + 16c1 and i3 <= -1 + n and i3 <= 15 +

16i1 and i3 >= 16i1 and i2 >= 1 and i2 >= 1 + 16i0 }.

Applying CLooG to set SLICE and preprocessing the code

returned by CLooG, we get the following OpenMP C parallel

code, where line 1 represents the OpenMP parallel for

directives pointing out that the for loop in line 2 can be

executed in parallel; line 2 and line 4 include the for loops

enumerating tile identifiers whereas line 5 and line 6 present

the for loops scanning statement instances within a tile whose

identifier is defined by the indices of the loops in lines 2 and

4.

1 . # pragma omp p a r a l l e l f o r
2 . f o r ( c1 = 0 ; c1 <= f l o o r d ( n − 1 , 1 6 ) ; c1 ++)
3 . i f ( l oop >= 17)
4 . f o r ( c0 = 0 ; c0 <= ( loop −1) /16 ; c0 += 1)
5 . f o r ( c2 =16∗ c0 +1; c2 <=min (16∗ c0 +16 , loop ) ; c2 ++)
6 . f o r ( c3 =16∗ c1 ; c3 <=min ( n−1 ,16∗ c1 + 1 5 ) ; c3 ++)
7 . x [ c3 ]= q+y [ c3 ] ∗ ( r ∗z [ c3 +10]+ t ∗z [ c3 + 1 1 ] ) ;

VI. RELATED WORK

Well-known automatic parallelization of numerical algo-

rithms is based on the polyhedral model, which provides

TABLE I
NUMERICAL PROGRAMS

Benchmark Description

advect3d Advection Kernel for Weather Modeling

correl Correlation Computation

dct Discrete Cosinus Transform

doitgen Multi resolution Analysis Kernel

dsyr2k Symmetric rank-2k operations

gemver Vector Multiplication and Matrix Addition

k6 General Linear Recurrence Equations

tce Tensor Contraction Expressions

an abstraction to perform high-level transformations such as

loop-nest optimization and parallelization on affine loop nests.

The polyhedral source to source tools: Pluto [16], POCC and

PTile [17] transform C programs to expose parallelism and

improve data locality simultaneously. The core transformation

framework mainly works by finding affine transformations for

efficient loop nest tiling and fusion, but not limited to those.

The polyhedral model approach includes the following

three steps: i) program analysis aimed at translating high

level codes to their polyhedral representation and to provide

data dependence analysis based on this representation, ii)

program transformation with the aim of improving program

locality and/or parallelization, iii) code generation [18], [19],

[20], [21], [22]. All above three steps are available in the

approach presented in this paper. But there exists the following

difference in step ii): in the polyhedral model “a (sequence

of) program transformation(s) is represented by a set of affine

functions, one for each statement” [23] while the presented

approach does not find and use any affine function. It applies

the transitive closure of a program dependence graph to spe-

cific subspaces of the original loop nest iteration space. At this

point of view the program transformation step is rather within

the Iteration Space Slicing Framework introduced by Pugh

and Rosser [4]: “Iteration Space Slicing takes dependence

information as input to find all statement instances from a

given loop nest which must be executed to produce correct

values for the specified array elements ”. The key step in

Iteration Space Slicing is calculating the transitive closure of

a loop nest dependence graph.

To extract affine transformations, the polyhedral model

assumes that first “time-partition constraints” are to be formed,

then a solution to them has to be found. The “time-partition

constraints” [18], [19], [24] represent the condition that if

one iteration is depend upon the other, then the first must be

assigned to a time that is no earlier than that of the second;

if they are assigned to the same time, then the first has to be

executed after the second. If there exist more than one linearly

independent solutions to the time-partition constraints formed

for a loop nest, then it is possible to derive affine transfor-

mations allowing for loop nest parallelization and program

locality improvement. Otherwise, the polyhedral model fails

to expose parallelism and improve program locality.

Some limitations of affine transformation are considered in

paper [1]. The main drawback of the affine transformation

framework is that there does not always exist two or more
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Fig. 1. Speed-up1 for tiled codes (the green bars) and speed-up2 for parallel
tiled codes (the blue bars) of the studied numerical programs.

independent solutions to the time-partition constraints. For

example, the studied numerical algorithm k6 (General Linear

Recurrence Equations) cannot be tiled or parallelized by

PLUTO or other polyhedral tools because there exists the

only solution to corresponding time-partition constraints. To

extract parallelism, TRACO needs only the transitive closure

of a dependence graph, so it lacks the drawbacks inherent for

affine transformations.

VII. NUMERICAL PROGRAMS

In this section, we present numerical programs chosen for

carrying out experiments (Table I). We consider applications

of numerical algorithms in industry and engineering: advect3d,

tce, and dct; typical programs from compute-intensive se-

quences of algebra operations: correl, doitgen, dsyr2k, gemver,

and k6. Source codes of these numerical programs are avail-

able at the TRACO website [2].

advect3d is the Runga-Kutta advection core from the

NCOMMAS code for mesoscale weather modeling [25]. tce

is a sequence of four nested loops, occurring in Tensor

Contraction Expressions that appear in computational quantum

chemistry problems [26]. Discrete cosinus transform (dct) is

important to numerous applications in science and engineering,

from lossy compression of audio and images to spectral meth-

ods for the numerical solution of partial differential equations.

The reminding benchmarks are linear algebra programs:

gemver is a composition of BLAS operations used for house-

holder bidiagonalization, doitgen is an in-place 3D-2D matrix

product, and symmetric rank-2k operations dsyr2k. General

linear recurrence equations k6 is a kernel from the Livermore

loops [15]. correl creates a correlation matrix and is used also

in data mining [27].

The computations of k6, dsyr2k, advect3d, tce, and gemver

are represented by perfectly nested loops, while doitgen, dct,

and correl are represented by imperfectly nested loops.

VIII. EXPERIMENTS

We have applied TRACO to each of the benchmarks,

presented in Table 1, to generate serial tiled and parallel

synchronization-free tiled code. For the k6 program, TRACO

is able to generate only serial tiled code (for this benchmark,

PLUTO fails to generate tiled and any parallel code).

To run programs, we have used a computer with Intel

i5-4670 3.40 GHz processors (Haswell, 2013), 6MB cache

and 8GB RAM. Table II presents execution time for original

(t_untiled), serial tiled (t_tiled) and parallel tiled (t_par_tiled)

applications (for 4 CPUs) for the different problem size and

tile (block) size as well as the speed up of tiled code, where

speed-up1=t_untiled/t_tiled, speed-up2=t_untiled/t_par_tiled,

speed-up3=t_tiled/t_par_tiled.

Analysing the data in Table II, we may conclude that

serial tiled code for each program, except from advect3d and

dsyr2k, demonstrates positive speed-up (see speed-up1), for

the correl program, speed-up is equal about 5,5. This fact can

be explained by increasing tiled code locality in comparison

with that of untiled code.

Serial tiled code does not increase the locality of the original

advect3d and dsyr2k programs, so the corresponding serial

tiled programs are not faster than the original ones.

All parallel synchronization-free tiled programs expose

positive speed-up (speed-up2 and speed-up3). Two parallel

programs, dct and corcol, demonstrate super linear speed-up2

( for four CPUs, the speed-up of those programs is about 12

and 11, respectively). The reason for super-linear speed-up is

that the working set of a problem is greater than the cache size

when executed sequentially, but can fit nicely in each available

cache when executed in parallel.

The best program speed-ups (speed-up2) are presented in

a graphical way in Figure 1. All parallel tiled programs,

generated by TRACO, are faster than serial tiled code – see

speed-up3.

IX. CONCLUSION

In this paper, we presented applying the transitive clo-

sure of dependence graphs, implemented in TRACO, for

automatic producing both serial and parallel tiled code for

chosen numerical applications. Loop nest computations are

divided into multiple slices which are mapped to processors as

threads. TRACO allows users to achieve significant speed-up

of parallel numerical algorithms on shared memory machines

with multi-core processors. The effectiveness of applying

TRACO is comparable or better than that of other well-known

optimizing compilers.

In the future, we plan to implement in TRACO techniques

allowing for tiled code scalability and tile shapes different

from the rectangular one, first of all parallelepiped tiles that

will allow us to increase parallelism degree of parallel tiled

code.
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Abstract—The paper is devoted to discussion of the minimal
cycles of the so called Kaprekar’s transformations and some
of its generalizations. The considered transformations are the
self-maps of the sets of natural numbers possessing n digits
in their decimal expansions. In the paper there are introduced
several new characteristics of such maps, among others, the
ones connected with the Sharkovsky’s theorem and with the
Erdős-Szekeres theorem concerning the monotonic subsequences.
Because of the size the study is divided into two parts. Part I
includes the considerations of strictly theoretical nature resulting
from the definition of Kaprekar’s transformations. We find here
all the minimal orbits of Kaprekar’s transformations Tn, for
n = 3, ..., 7. Moreover, we define many different generalizations
of the Kaprekar’s transformations and we discuss their minimal
orbits for the selected cases. In Part II (ibidem), which is a
continuation of the current paper, the theoretical discussion
will be supported by the numerical observations. For example,
we notice there that each fixed point, familiar to us, of any
Kaprekar’s transformation generates an infinite sequence of fixed
points of the other Kaprekar’s transformations. The observed
facts concern also several generalizations of the Kaprekar’s
transformations defined in Part I.

I. INTRODUCTION

SUBJECT concerning the form, description and coexistence
of orbits of the given map F : X → X became a

chart-topping object of research after popularization of the
Sharkovsky’s theorem ([1], [8], [9], [10], [23], [27], [28]). We
shall recall it to the Readers.

Let N denote the set of all positive integers. The following
ordering of elements of N is called the Sharkovsky’s ordering
of N:

3, 5, 7, 9, . . . , 2 · 3, 2 · 5, 2 · 7, 2 · 9, . . . ,
22 · 3, 22 · 5, 22 · 7, 22 · 9, . . .

2k · 3, 2k · 5, 2k · 7, 2k · 9, . . . , 24, 23, 22, 2, 1.
(1)

Sharkovsky’s theorem. The following facts hold:
(a) If f : [0, 1] → [0, 1] is a continuous map then there exists

n = n(f) ∈ N ∪ {2∞} ∪ {0} such that the set Per(f)
of periods of all periodic orbits of f is equal to the
set of all m ∈ N located on the right side of n in
the Sharkovsky’s order (if n = 2∞ then, by definition,
Per(f) =

{
2k : k = 0, 1, 2, . . .

}
, whereas, if n = 0 then

Per(f) := N).
(b) If n ∈ N∪{2∞}∪{0} then there exists a continuous map

f : [0, 1] → [0, 1] such that the set Per(f) is equal to the

set of all m ∈ N located on the right side of n in the
Sharkovsky’s order and for two selected cases, n = 2∞

and n = 0, the set Per(f) is equal to the one defined
above.

In the subject-matter referring to the Sharkovsky’s theorem
we know a lot at the moment and many facts have been also till
now discovered, like for example the description of periodic
orbits of triod (see [2]), the generalizations of Sharkovsky’s
theorem for hereditarily decomposable chainable continua
(see [22], [25], [26]) and the new order for periodic orbits
of interval maps (see [5] and references therein). Another
important fact (which we intend to discuss in this study
as well) concerns not only the periods of a given map but
also the so called orbit type. It was at first defined by S.
Baldwin in [3] for maps of an interval (see also [24] and
references therein) and next extended by others (for example
in [4] for the maps of a circle and in [21] for the groups
and the groups of graphs). We will use here the following
definition [1]. If f : X → X , where X ⊂ R has n-elements
(minimal) orbit {x0, f(x0), . . . , f

n−1(x0)}, where fk denotes
the k−times composition of f , then this orbit induces a cyclic
permutation of order n, called the orbit type. More precisely,
if the points of this orbit are indexed in increasing order
x1 < x2 < . . . < xn, then the respective orbit type p is
defined by p(k) = j whenever f(xk) = xj . In other words, if
x0 = xk1 , f(x0) = xk2 , . . ., f (n−1)(x0) = xkn , then the orbit
type p is equal to (k1, k2, . . . , kn). We note that there exists
(n− 1)! orbit types of order n.

We say that the orbit type guarantees a period-3 point if
any continuous function with an orbit of that type possesses
a three-element orbit. Eric Lundberg proved in paper [19] that

lim
n→∞

γn
(n− 1)!

= 1,

where γn denotes the number of orbit types of order n that
guarantees a period-3 point.

Let us emphasize that almost all the above results cannot be
transformed so obviously onto many equally interesting cases
of maps, even so numerically attractive like the self-maps of
the finite sets.

A reason for creating this paper was the information,
surprising for the Authors, about the existence of the so
called Kaprekar constant [16], [17], which appeared to be,
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x

F (x)

F 2(x)

F 3(x)

Fn−1(x)

Fn(x) = x0 = F ν+1(x0)

F (x0)
F 2(x0)

F 3(x0)

F 4(x0)F ν(x0)

Fig. 1. Graphical illustration of a finite set X and a map F : X → X,
where X = {F k(x) : k ∈ N} for some x ∈ X , possessing one nontrivial
and proper orbit

Fig. 2. Graphical illustration of any map F : X → X operating, where X
is a finite set of all indicated circle-points

no more no less, a single element of a single orbit of
some map (we will describe this map in Section 2) onto
the finite set of all natural numbers with four-digit decimal
expansion. Let us notice in this moment that if F : X → X
and X is a finite nonempty set then for every x ∈ X
there exists n ∈ N0 such that n-th F -iteration of x, i.e.
the element Fn(x), belongs to some minimal orbit of F .
This means, by definition, that certain subset of X is of the
form

{
x0 = F ν+1(x0), F (x0), F

2(x0), . . . , F
ν(x0)

}
, where

ν ∈ N0. The above facts are illustrated in Figures 1 and 2.
Let us note that in general case there is no connection

between values n and ν (more precisely, for any n, ν ∈ N,
for the set X composed of elements – circles like in Fig.1,

we construct a map described in Fig.1 proving that there is no
relation between n and ν). However, we should remember that
in the case of some specific maps (and even for the families
of maps) the relation between n and ν may appear!

In case when F is a bijection on X , that is permutation
on X , then every element of set X belongs to some F -orbit
(F -orbit is created by elements of each cycle of permutation
F ). Certainly, if F is not a bijection on X then the situation
is also easy to describe, at least from the theoretical point of
view, namely the set

X :=

cardX⋂

k=0

F k(X)

is a set-theoretical union of all orbits of the map F , and
moreover, F restricted to X is a bijection on X. Set X is
the largest fixed subset of map F , it means if Y ⊂ X and
F (Y ) = Y , then Y ⊂ X. Henceforward we will call such
set as the maxinvariant subset of F . The only problem in this
situation is the actual form of set X? (In Figure 2 the set
X is equal to the union of final single points and all points
located on the indicated ellipses.) Of course equally essential,
although much more difficult in practice, is the description of
all orbits of map F .

In this paper, as the input set X we will take the families
containing numbers 0, 10k−1 − 1 and the natural numbers
possessing k digits in their decimal expansion, that is

X = X(k) = {0} ∪
{
n ∈ N : 10k−1 − 1 ≤ n < 10k

}

for each k ∈ N. This additional "condition" will enable to
reduce determination of the orbits of the so called Kaprekar’s
transformations Tk : X(k) → X(k) – described in the next
section – to solution of some diophantine equations. Although
we have learnt about orbits of many maps Tk, this knowledge
did not help us unfortunately to answer the basic question:
how many orbits do these maps possess in dependence on the
value of parameter k for any k ∈ N? In both parts of our study
we are able to answer this question only for values k ≤ 20.

In Part II of our considerations we will present many
various remarks, facts and conjectures which arose basically
by observing the numerical results concerning the description
of the orbits of maps Tn for n ≤ 20. We will prove, among
others, that the fixed points of these maps generate the infinite
sequences of the fixed points of maps Tan+b, n ∈ N, for some
natural numbers a and b.

Additionally, we have noticed that many from among the
maps investigated by us (including the generalizations of the
Kaprekar’s transformation – we define them in last section
– however, with regard to this paper length, we will present
the appropriate considerations in a separate paper) preserve
the strong Sharkovsky’s order (the Sharkovsky’s order, respec-
tively). It should be understood in the following way.

Definition 1. Map T : X → X , where X is a finite set,
preserves the strong Sharkovsky’s order if the elements of the
set of cardinalities of all orbits of this map can be ordered
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in the sequence k1, k2, . . . , kn, being the sequence of natural
numbers, successive in the sense of order (1).

Definition 2. Map T : X → X , where X is a finite set,
preserves the Sharkovsky’s order if the elements of the set
of cardinalities of all orbits of this map can be ordered in
the sequences k

(r)
1 , k

(r)
2 , . . . , k

(r)
n , r = 1, 2, . . . , s, successive

in the sense of order (1), and the different values of super-
script r correspond with the different "numbers of levels" of
description (1). More precisely, the first level of description
(1) is formed by the numbers

3, 5, 7, 9, 11, . . . ,

the second level of description (1) is made by the numbers

2 · 3, 2 · 5, 2 · 7, 2 · 9, 2 · 11, . . . ,
the third level of description (1) is created by the numbers

4 · 3, 4 · 5, 4 · 7, 4 · 9, 4 · 11, . . . , and so on,

and finally "the last level" of description (1) is formed by the
numbers

. . . , 25, 24, 23, 22, 2, 1.

Reason of these definitions is also worth to recall. So, as it
is easy to prove, for any one-to-one sequence k1, k2, . . . , kn
of natural numbers there exist the sets Xi, i = 1, 2, . . . , n,
(pairwise disjoint and such that cardXi = ki) and the map

T :
n⋃

i=1

Xi →
n⋃

i=1

Xi, for which the sets Xi are the only

minimal orbits.
Moreover, we have investigated the minimal cycles of the

discussed here maps with regard to the Erdős-Szekeres theo-
rem, as well as to the maximal length of monotonic intervals
of the given cycle (see [30]) and, at last, by paying the special
attention to the relatively new but extremely dynamic theory
of "pattern avoiding permutations" (see [6], [20]).

Let us recall here at least few essential definitions and facts.
Let a = {ai}ni=1 be a one-to-one sequence of real numbers.
Each subsequence b of a having the form {al, al+1, ..., al+r}
for some l, r ∈ N0, 1 ≤ l ≤ l+r ≤ n, will be called an interval
of a. A subsequence b of a is said to be a monotonic interval
of a whenever b is an interval of a and, simultaneously, a is
a monotonic sequence. Moreover, we will denote by l(a) := n
the number of elements of a called as the length of a, by d(a)
– the maximal number from among the numbers denoting the
lengths of all decreasing subsequences of a and finally by i(a)
– the maximal number from among the numbers denoting the
lengths of all increasing subsequences of a.

Erdős-Szekeres’ theorem. Let us suppose that a is a finite
one-to-one sequence of real numbers. Then we have

d(a) i(a) ≥ l(a).

The above theorem comes from the joint paper by Erdős
and Szekeres concerning the Ramseys problem [12]. Next,
Wituła et al. in [30] have discussed whether the given one-
to-one sequence a of all numbers 1, 2, ..., n (which means

that a can be identified with the respective permutation on
set {1, 2, ..., n}) contains a monotonic interval b of length 3.
The following fact is, among others, proven there.

Theorem 1. Let a = {ai}3ni=1 be a permutation on
{1, 2, ..., 3n} and let n ≥ 4. If i(a) = n, d(a) = 3, ak = 3n
and al = 1 for some k < l, then a contains a monotonic
interval b of length 3.

In the next section of this paper we will present the defini-
tion of Kaprekar’s transformations Tn and we will formulate
the conditions describing the elements of minimal orbits of
Tn for 4 ≤ n ≤ 7. In fact, it will be only the necessary
conditions, yet they will "reduce" enough the sets of natural
numbers containing the maxinvariant subset of the respective
Kaprekar’s transformation, so that the final calculations will
be possible to make even by hand.

II. KAPREKAR’S TRANSFORMATIONS

In this section we discuss the Kaprekar’s transformations

Tn : {0}∪
{
α : 10n−1 − 1 ≤ α < 10n

}
→

→ {0} ∪
{
α : 10n−1 − 1 ≤ α < 10n

}

for every n ∈ N, defined in the following way. We set Tn(0) =
0 and let α ∈ N be any n-digit number, the decimal expansion
of which is composed of digits 0 ≤ a1 ≤ a2 ≤ . . . ≤ an ≤ 9.
We take

Tn(α) :=

n∑

k=1

(ak − an−k+1)10
k−1 =

= anan−1 . . . a1 − a1a2 . . . an.

The orbits of operator Tn will be called as the Tn-orbits for
every n ∈ N. Moreover, we will call the k-fold composition of
operator Tn, for any k, n ∈ N, as the Tn-composition. Next,
the fixed points of operator Tn, where n ∈ N, will be called
as the Kaprekar’s constants of n-th order.

Let us note that Hindu mathematician Dattathreya Ra-
machandra Kaprekar has started in 1949 in paper [16] the
discussion on the, called now, Kaprekar’s transformations Tn.
The classical Kaprekar’s constant, that is number 6174, was
also announced in this paper. But only in paper [17] Kaprekar
proved that after applying operator T4 at most 7-times every
four-digit number in base 10 leads to the same result, that is
6174 = T4(6174).

Properties of operator T5, acting on the five-digit integers in
bases r < 13, were investigated by Charles W. Trigg [29], the
mathematician well-known mostly for his great involvement in
the issues of recreational mathematics. Next, Klaus E. Eldridge
and Seok Sagong in their paper [11] from 1988 described the
convergence of {T n

3 (x)}∞n=1 for all three-digit numbers x for
any base r ∈ N, r ≥ 2. They obtained, among others, the
following result.

Theorem 2.
a) T n

3 (x) is convergent (in usual sense) to nontrivial con-
stant (also called the Kaprekar’s constant) if and only if
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r is even. The respective Kaprekar’s constant is equal to
the 3-digit number

(
r−2
2 , r − 1, r

2

)
in base r.

b) If r is odd then T3 possesses (except the trivial or-
bit) only one two-element orbit consisting of numbers(
r−3
2 , r − 1, r+1

2

)
and

(
r−1
2 , r − 1, r−1

2

)
in base r.

Papers [7], [15], [18] are also devoted to the discussion on
Kaprekar’s transformations.

We will present now the descriptions of elements of orbits
of maps Tn for values of n equal in turn 5,6,7 and 4. These
facts are partly new and originally presented.

Theorem 3. Every orbit of operator T5 must contain exclu-
sively the numbers of the form ABA × 99, where 0 ≤ B ≤
A ≤ 9.

Proof: For five-digit number n composed only of digits
0 ≤ e ≤ d ≤ c ≤ b ≤ a ≤ 9 we have

T5(n) = (a− e)(104 − 1) + (b− d)(103 − 10) =

= 99× ((a− e)× 101 + (b − d)× 10)

= 99×ABA,

where 0 ≤ B := b− d ≤ A := a− e ≤ 9.

Corollary 1. The orbits of operator T5 can be sought just and
only from among the T5-iteration of the following 54 numbers

101× 99, 111× 99, 202× 99, 212× 99, 222× 99,

303× 99, 313× 99, 323× 99, 333× 99,

...

909× 99, 919× 99, 929× 99, . . . , 999× 99.

Moreover, each T5-orbit must be the subset of the above set
of numbers.

Remark 1. We have T5(99× 111) = T5(99× 999).

Theorem 4. Each orbit of operator T7 must contain only the
numbers of the form

AB(A + C)BA× 99, (2)

where 0 ≤ C ≤ B ≤ A ≤ (A+ C) ≤ 9, or

A(B + 1)(A+ C − 10)BA× 99, (3)

where 1 ≤ C ≤ B ≤ A ≤ 9 < (A+ C) and B ≤ 8.

Proof: Let n be the seven-digit number composed of the
following seven digits

0 ≤ g ≤ f ≤ e ≤ d ≤ c ≤ b ≤ a ≤ 9.

Then we have

T7(n) = (a− g)(106 − 1) + (b− f)(105 − 10)+

+ (c− e)(104 − 102) = 99× ((a− g)× 10101+

+ (b − f)× 1010 + (c− e)× 100) =

=





AB(A+ C)BA × 99, if A+ C ≤ 9,
A(B + 1)(A+ C − 10)BA× 99, if A+ C > 9

and B ≤ 8,

where A := a− g, B := b− f , C := c− e. It is obvious that
we have 0 ≤ C ≤ B ≤ A ≤ 9.

Corollary 2. Orbits of operator T7 can be sought only from
among the T7-compositions on the following numbers (we give
first the numbers defined by formula (2)):

10101× 99, 11111× 99, 11211× 99,

20202× 99, 21212× 99, 21312× 99,

22222× 99, 22322× 99, 22422× 99,

30303× 99, . . . ,

...

90909× 99, . . . , 98989× 99, 999999× 99,

and (it is about 163 numbers described by formula (3)):

99089× 99, 99189× 99, . . . , 99889× 99,

98079× 99, 98179× 99, . . . , 98679× 99,

...

93029× 99, 93129× 99,

92019× 99,

89088× 99, 89188× 99, . . . , 89688× 99,

88078× 99, 88178× 99, . . . , 88578× 99,

...

84038× 99, 84138× 99,

83028× 99,

...

67066× 99, 67166× 99, 67266× 99,

66056× 99, 66156× 99,

65046× 99,

56055× 99.

Theorem 5. Each orbit of operator T6 contains only the
numbers described by the following seven formulae

9×A(A+B)(A +B + C)(A +B)A, (4)

where 0 ≤ C ≤ B ≤ A ≤ A+B + C ≤ 9, or

9×A(A +B + 1)(A+B + C − 10)(A+B)A, (5)

where 0 ≤ C ≤ B ≤ A ≤ A+B ≤ 8 and 10 ≤ A+B+C <
20, or

9× (A+ 1)0(A+B + C − 10)9A, (6)

where 1 ≤ C ≤ B ≤ A ≤ 9 and A+B = 9, or

9× (A+1)(A+B− 9)(A+B+C− 9)(A+B− 10)A, (7)

where 0 ≤ C ≤ B ≤ A ≤ 9 and 10 ≤ A+B ≤ A+B+C ≤
18, or

9× (A+1)(A+B−8)(A+B+C−19)(A+B−10)A, (8)
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where 0 ≤ C ≤ B ≤ A ≤ 9 and A + B + C ≥ 19 (we note
that then A+B ≥ 10) and A+B ≤ 17, or

9× 110(C − 1)89, (9)

where C ≥ 1, or
9× 109989. (10)

Proof: In order to get the presented formulae let us
assume that n is the natural six-digits number composed of
the digits 0 ≤ a6 ≤ a5 . . . ≤ a1 ≤ 9. Then we obtain

T6(n) = 9((a1 − a6)(10
4 + 103 + 102 + 10 + 1)+

+ (a2 − a5)(10
3 + 102 + 10) + (a3 − a4)10

2).

By taking A := a1 − a6, B := a2 − a5, C := a3 − a4 we find

T6(n) = A104+(A+B)103+(A+B+C)102+(A+B)10+A,

where 0 ≤ C ≤ B ≤ A ≤ 9. The only thing which left is to
analyze the value of sums A+B+C and A+B which gives
the thesis of theorem.

Remark 2. Although we have as many as seven different
formulae describing potential numbers belonging to the orbits
of operator T6, their description can be directly generated in
easy way. However, we will omit here this description.

Remark 3. It was numerically proved by the Authors that
operator T6 possesses three fixed points (the Kaprekar’s
constants of sixth order):

0, 549945, 631764

and one 7-element orbit (we give it in a table in Part II of
this paper). The information on an existing 7-element orbit
is omitted in the table presented in the Polish version of
Wikipedia (http://pl.wikipedia.org/wiki/Stala_Kaprekara).

Theorem 6. Orbits of operator T4 contain only the numbers
described by formulae

9×A(A+B)A, (11)

where 0 ≤ B ≤ A ≤ A+B ≤ 9, or

9× (A+ 1)(A+B − 10)A, (12)

where 1 ≤ B ≤ A ≤ 9 and A+B ≥ 10.

Proof: Let n ∈ N be the four-digit number composed of
digits 0 ≤ d ≤ c ≤ b ≤ a ≤ 9. Then we have

T4(n) = (a− d)(103 − 1) + (b − c)(102 − 10) =

= 9×
(
(a− d)(102 + 10 + 1) + (b− c)10

)
=

=

{
9×A(A+B)A, if A+B ≤ 9,
9× (A+ 1)(A+ B − 10)A, if A+B > 9,

where A := a − d, B := b − c. Certainly we have 0 ≤ B ≤
A ≤ 9.

Remark 4. Formulae (11) and (12) describe the following 45
numbers

111× 9, 121× 9,

222× 9, 232× 9, 242× 9,

333× 9, 343× 9, 353× 9, 363× 9,

444× 9, 454× 9, . . . , 484× 9,

555× 9, 565× 9, . . . , 595× 9,

605× 9,

666× 9, 676× 9, 686× 9∗, 696× 9,

706× 9, 716× 9, 726× 9,

777× 9, 787× 9, 797× 9,

807× 9, 817× 9, . . . , 847× 9,

888× 9, 898× 9, 908× 9, . . . , 968× 9, 999× 9.

where by ∗ we have distinguished the Kaprekar’s constant.
Directly calculating (even by hand – if we are extremely
dogged) we can verify that T4 possesses only one orbit

{686× 9 = 6174}.
Let us recall, that this fixed point of T4, i.e. number 6174, is
called the Kaprekar’s constant (of fourth order).

III. FINAL REMARKS

Authors of this paper, apart from the discussed here
Kaprekar’s transformations, have also defined and investigated
the minimal orbits (cycles, respectively) of few generalizations
of these transformations, like for example
— the symmetric Kaprekar’s transformation

Let a1a2 . . . an be the decimal expansion of number
a ∈ N, 10n−1 ≤ a < 10n. Then the n-th symmetric
Kaprekar’s transformation M is defined as

M(a1a2 . . . an) =

n∑

k=1

|ck − bk|10k−1

where (b1, b2, . . . , bn) and (c1, c2, . . . , cn) are the se-
quences, nondecreasing and nonincreasing, respectively,
composed of the digits a1, a2, ..., an. We include to the
set of n-digit numbers also the number zero. Orbits of
operators M for the odd values n ≤ 19, although "quite
easy" to calculate even by hand, surprise yet with their
final form. We will present here only few quantitative
pieces of information.
So, if n = 2k+1, 1 ≤ k ≤ 5, then M possesses only the
fixed points and k-element orbits, for n = 13 operator
M possesses two fixed points, 0 and 65432101. . . 6, four
2-element cycles, eleven 3-element cycles and 827 cycles
of length 6 (sic). For n = 15 the operator M possesses
44 fixed points, 342 different 2-elements orbits and 2678
different 4-elements orbits. For n = 17 the operator
M possesses only 6 fixed points, 32 different 2-element
orbits and 6060 different 4-element orbits. Finally, for
n = 2k the operator M possesses only trivial orbit = {0}
for every k ∈ N.
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— nonoptimal Kaprekar’s transformations
One of the examples of this transformation, called by us
the Q-Kaprekar’s transformation, is defined as

Qn(A) := (an − a2)10
n−1 + (an−1 − a1)10

n−2+

+
∑n−2

k=1 (ak − an−k+1)10
k−1,

where 0 ≤ a1 ≤ a2 ≤ . . . ≤ an ≤ 9 are the all digits
of decimal expansion of number A. We note that, in
contrast to the Kaprekar’s transformation T4, the transfor-
mation Q4 possesses two 2-element orbits: {2187, 6543}
and {3285, 5274} and the trivial fixed point. Next, Q5

possesses the trivial fixed point and the 2-element orbit
{52974, 54963} (in contrast, transformation T5 has four
different orbits). Transformations Q6 and T6 have both
three fixed points and, respectively, the 8-element orbit
and the 7-element orbit. Transformations Q7 and T7

possess both the trivial fixed point and one 8-element
orbit (but of different orbit types).

— general Kaprekar’s transformations
We take that the natural number A, 10n−1 ≤
A < 10n, possesses the following decimal expansion
A = d1d2 . . . dn. Let a1 := max{d1, d2, . . . , dn},
a2 := max{d2, d3, . . . , dn} and in general ak :=
max{dk, dk+1, . . . , dn}, for k = 1, 2, . . . , n. The an-
nounced general Kaprekar’s transformations are defined
by relations

dσ,π(A) :=

n∑

k=1

|dσ(k) − dπ(k)|10n−k,

dweak
σ,π (A) :=

∣∣∣∣∣
n∑

k=1

(dσ(k) − dπ(k))10
n−k

∣∣∣∣∣ ,

and

Df,g(A) :=

n∑

k=1

|df(k) − dg(k)|10n−k,

Dweak
f,g (A) :=

∣∣∣∣∣
n∑

k=1

(df(k) − dg(k))10
n−k

∣∣∣∣∣ ,

Rf (A) :=

n∑

k=1

|ak − af(k)|10n−k,

Rweak
f (A) :=

∣∣∣∣∣
n∑

k=1

(ak − af(k))10
n−k

∣∣∣∣∣ ,

for any permutations σ, π on set {1, 2, . . . , n} and for
any functions f, g : {1, 2, . . . , n} → {1, 2, . . . , n}.
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Abstract—Observations of ultra-high energy neutrinos became
a priority in experimental astroparticle physics. Up to now,
the Pierre Auger Observatory did not find any candidate on
a neutrino event. This imposes competitive limits to the diffuse
flux of ultra-high energy neutrinos in the EeV range and above.

The prototype Front-End boards for Auger-Beyond-2015 with
Cyclone R© V E can test the neural network algorithm in real
pampas conditions in 2015. Showers for muon and tau neutrino
initiating particles on various altitudes, angles and energies were
simulated in CORSIKA and OffLine platforms giving pattern of
ADC traces in Auger water Cherenkov detectors. The 3-layer
12-10-1 neural network was taught in MATLAB by simulated
ADC traces according the Levenberg - Marquardt algorithm.
New sophisticated trigger implemented in Cyclone R© V E FPGAs
with large amount of DSP blocks, embedded memory running
with 120 - 160 MHz sampling may support to discover neutrino
events in the Pierre Auger Observatory.

I. INTRODUCTION

OBSERVATION of ultrahigh energy cosmic rays
(UHECR) of energy 1−100 EeV (1018 − 1020 eV)

has stimulated much experimental as well as theoretical
activity in the field of astro-particle Physics [1]. Although
many mysteries remain to be solved, such as the origin of
the UHECRs, their production mechanism and composition,
we know that it is very difficult to produce these energetic
particles without associated fluxes of ultrahigh energy
neutrinos (UHEνs) [2]. In the "bottom-up" scenarios, protons
and nuclei are accelerated in astrophysical shocks, while
pions are produced by cosmic ray interactions with matter
or radiation at the source [3]. In the "top-down" models,
protons and neutrons are produced from quark and gluon
fragmentation with a production of much more pions
than nucleons [4]. Furthermore, protons and nuclei also
produce pions due to the Greisen-Zatsepin-Kuzmin (GZK)
cutoff [5]. The ultrahigh energy cosmic rays (UHECR) flux
above ∼5×1019 eV is significantly suppressed according
to expectations based on the UHECRs interaction of with

the cosmic microwave background (CMB) radiation [6]. For
primary protons, the photo-pion production is responsible
for the GZK effect, thus UHEνs are produced from decayed
charged pions. However, their fluxes are doubtful [4] and if
the primaries are heavy nuclei, the UHEνs should be strongly
suppressed [7].

Neutrinos can show directly sources of their production
due to no deflection by magnetic fields. Unlike photons they
travel inviolate from the sources carrying an impression of
the production model. UHEνs can be detected with arrays
of detectors at ground level that are currently being used to
measure extensive showers produced by cosmic rays [8]. The
main challenge is an extraction from the background, induced
by regular cosmic rays, showers initiated by neutrinos. Due
to a very small neutrino cross-section for interactions, higher
probability of a detection is at high zenith angles [9] due to
a bigger atmosphere slant depth provides thicker target for
neutrino interactions. Inclined showers starting a development
deeply in the atmosphere can be a signature of neutrino events.

II. TRIGGERS

Each water Cherenkov detector of the surface array has a
10 m2 water surface area and 1.2 m water depth, with three
9-inch photomultiplier tubes (PMTs) looking through optical
coupling material into the water volume, which is contained
in a Tyvek reflective liner. Each PMT provides signals, which
are digitized by 40 MHz 10-bit Analog to Digital Converters
(ADCs).

Triggers are generated for signals above amplitude thresh-
olds. The trigger for the surface detector array is hierarchical.
Two levels of trigger (called T1 and T2) are formed at each
detector. T2 triggers are combined with those from other
detectors and examined for spatial and temporal correlations,
leading to an array trigger (T3). The T3 trigger initiates data
acquisition and storage. Two independent trigger modes are
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Fig. 1. The Front-End Board developed for the Auger-Beyond-2015 upgrade design used also for the ANN algorithm tests.

implemented as T1. The 1st T1 mode is a simple threshold
trigger (TH) which requires the coincidence of the three PMTs
each above 1.75 IpeakV EM . The Vertical Equivalent Muon (VEM)
is a unit used for a calibration corresponding to ∼50 ADC-
units for 40 MHz sampling frequency. This trigger is used
to select large signals that are rather concentrated in time.
The 2nd mode is designated the "Time-over-Threshold" trigger
(ToT) and at least 13 time-bins in 120 ADC bins of a sliding
window of 3 µs are required to be above a threshold of 0.2
IpeakV EM in coincidence in 2 out of 3 PMTs. This trigger is
intended to select sequences of small signals spread in time.
From the point of view of short pulses characteristic for very
inclined "old" showers as well as for relatively short signals
for inclined "young showers the ToT trigger is useless.

FPGAs currently used in the Pierre Auger surface detectors
analyze signal amplitudes in a time domain. Much higher
efficiency can provide spectral triggers based i.e. on Discrete
Cosine Transform [10] [11] [12]. Triggers based on an ar-
tificial neuron networks is an alternative approach focusing
on specific patterns of ADC traces registered in Pierre Auger
water Cherenkov detectors [13].

III. ADC TRACES ANALYSIS

With the SD of the Pierre Auger Observatory we can detect
and identify UHE neutrinos in the EeV range and above [14].
Due to much larger cross-section than neutrinos, the 1st in-
teraction for protons, heavier nuclei and even photons usually

appears shortly after entering the atmosphere. However, neutri-
nos can generate showers initiated deeply into the atmosphere.
Vertical showers initiated by protons or heavy nuclei have
a considerable amount of electromagnetic component at the
ground ("young" shower front). However, at high zenith angles
(θ ≥ 75) (thicker than about three vertical atmospheres),
UHECRs interacting high in the atmosphere generate shower
fronts dominated by muons at ground ("old" shower front),
which generate narrow signals (short ADC traces) spreading
over typically tens of nano-seconds in practically all the
stations of the event. These traces can be recognized with
16-point DCT algorithm as well as with 16-point input AAN.

Calculations show [15] that "young" showers are spread in
time over hundreds of nano-seconds. For the "old" showers
practically only the muonic components survives. It gives
a short bump in the SD. The "young" showers contains
also some electromagnetic component, which enlarge in time
an ADC traces. However, muonic components of "young"
showers is ahead of the electromagnetic one and gives an
early bump. The rising edge of the bump is not so sharp as
for the "old" ones, but the signal next is also relatively fast
attenuated, till the electromagnetic component starts to give its
own contribution. The ANN approach can focus on the early
bump, to select traces potentially generated by neutrinos.

On the other hand, independent simulations of showers
in CORSIKA [16] an next calculation of water Cherenkov
detectors (WCDs) response in OffLine package [17] showed
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TABLE I
DISTANCES FROM THE PLACE OF THE FIRST INTERACTION TO DETECTOR

FOR PROTONS AND MUON NEUTRINOS IN DEPENDENCE OF ZENITH ANGLE.
ALL THE DISTANCES ARE IN g/cm2 . BECAUSE OF THE GEOMETRY NOT

ALL THE DISTANCES ARE AVAILABLE FROM EVERY ANGLE.

500 1000 2000 3000 4000 5000 10000
80◦ p + + +
80◦ ν + + + + +
85◦ p + + + +
85◦ ν + + + + + +
89◦ p + + + + +
89◦ ν + + + + + + +

that for neutrino showers (initiated either by νµ or ντ ) for
relatively big zenith angle (i.e. 70◦) and low altitude (9 km)
(to be treated as "young" showers before a maximum of
development) give relatively short ADC traces and they can
be analyzed also by 16-point pattern engines [13].

IV. CORSIKA AND OFFLINE CALCULATIONS

The main motivation of an ANN implementation as a
shower trigger is a fact that up to now the entire array did not
registered any neutrino-induced event. The probably reasons
are: a) a very low stream of neutrinos and b) amplitudes of
ADC-traces are small and probably are below of threshold of
standard 3-fold coincidence trigger. The main idea was to use
ANN approach as a pattern recognition technique.

The input data for the ANN are simulated traces of protons
and muon neutrinos, which hit the atmosphere in high zenith
angles - 80◦, 85◦ and 89◦, respectively. The chosen energies
of primary particles are 3 × 108, 109, 3 × 109 and 1010

GeV, respectively. The distances from the place of the first
interaction to the detector used for simulations are dependent
of the angle and the type of particle (Table I). We decided not
to simulate protons which are very close to detector, because
the probability that proton will not interact on long way to
detector is very low. Additionally, traces produced by this kind
of interactions may include also electromagnetic part of the
shower. These traces would look completely different than the
rest and may significantly decrease the efficiency of the ANN.

There are 120 different categories. These categories are
used as input by the CORSIKA simulation platform. The
CORSIKA program simulates the cosmic ray shower initiated
by the specific particle. The result of this simulation is
distribution of the position and energies of the particles on
the level of the detector. Simulations are relatively fast. All
of the 120 categories had been simulated in a week. The
simulated cosmic ray showers are the input for the OffLine
package, which provides a response of the water Cherenkov
detector and generates the ADC traces (signal waveforms).
These simulations are very time consuming. As a result we
got simulated traces from the photo-multipliers, as if they were
triggered by standard T1 trigger. We have proven that 16-point
input is sufficient for the ANN pattern recognition [13]. The
next step was to find in the 16-point trace, which corresponds
to triggered events. To clearly see the beginning of the event
we decided that two first points should be on the pedestal level.

Afterwards we subtracted the pedestal level from all used data.
These extracted points we could finally use for training and
testing our neural network.

For a training procedure, we decided to use half of the data
available for the testing procedure. We arrange data, to have
proton and neutrino traces alternately. The proton traces were
treated as negative signals ("0" for the ANN) and the neutrino
traces were treated as positive ones ("1" for the ANN). This
step allowed the ANN to teach faster and get less errors while
training. The testing procedure consists on assigning specific
value to the trace. This value depends on the coefficients of
the trained ANN. If the value is greater than the threshold,
the trace is treated as a neutrino trace, otherwise it is treated
as a proton trace. The efficiency of the neutrino recognition
with specific threshold level can be defined as number of
neutrino traces recognized correctly divided by the number
of all neutrino traces. The proton mistakes level is defined as
number of proton traces treated as neutrino traces divided by
the number of all proton traces.

The testing procedure was divided into two stages. First, we
wanted to find out if we could use the data from the specific
category to distinguish muon neutrinos and protons for all the
angles or all the energies. Simulated data contains only three
different angles: 80◦, 85◦ and 89◦, respectively, but we do not
expect the zenith angle of the particle would be exactly like
them. If the ANN trained on the specific category with angle
85◦ can distinguish neutrinos and protons also for 89◦ and 80◦

with acceptable efficiency, we assumed it could distinguish
protons and neutrinos also for full angle range: 80◦ - 89◦.
The same is for energies. The ANN had been also trained
by the data of the specific energy and then it was tested on
the other values of the chosen parameter. The second step of
the testing procedure consisted on training the ANN by the
randomly taken data from all categories. In this case we used
30% of the whole data for training the ANN. The result from
this step should be better than in previous one, because the
data used for teaching was taken from the wider set of data.

The efficiency of the ANN strongly depends on the data
used for training. The positive and negative signals should be
as different as possible, to increase the distinction of proton
and neutrino traces. Our first results (Fig. 9 continuous line)
shows, that ANN does not work properly. There was no
separation between protons and neutrinos. When we looked
at the data we used for teaching the ANN, we found that
some of the neutrino and proton traces looked very similar
to each other. Moreover the simulated traces produced by
neutrino shower with various distances to the detector, but
with the same energy and angle was diametrically different.
The same effect we observed in the other angles and energies
(Fig. 2) and in the traces produced by protons (Fig. 7). This
effect is directly connected with the electromagnetic (EM)
part of the shower. If the distance to the detector is short,
the EM part of the shower gives second component in the
traces, additional to standard muonic one. At high zenith
angles the proton showers should not have the EM component,
because it should disappear after 2000 - 3000 g/cm2. Old
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Fig. 2. Plots contain averaged neutrino signal waveforms (ADC traces) for various angles, energies and initialization points. The exponents of the traces at
distances 500 and 1000 g/cm2 are different than on the rest of distances. This effect does not depends on the energy and slightly depends on the angle.

neutrino showers looked like old proton neutrino showers,
so we decided to separate the data and focus on recognizing
only the young neutrino showers, where the EM component

was still visible. We also decided to remove proton showers
with visible EM component, because traces they generated
looked similar to traces generated by young neutrino showers.
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Moreover, for this showers the probability to occur on this
angles was low. The data we decided to keep were all neutrino
traces with distances 500 and 1000 g/cm2 and all proton traces
with two maximal distances for each angle. Fig. 5 shows the
average traces for data at 80◦ after the separation. Neutrino
and proton traces have completely different shapes and it
would be easier to recognize the neutrino traces when ANN is
learned and tested on this data. Fig. 6 shows the histogram of
the average exponents of rejected and accepted proton and
neutrino categories. We can observe that the exponents of
the rejected neutrino categories corresponds with exponents
of the accepted proton categories. This was probably the main
reason of low distinction of protons and neutrinos by ANN.
Additionally, average exponents of the accepted proton and
neutrino categories are separated.

V. MATLAB ANALYSIS

On Fig. 8a we can see how the angular efficiency behaves.
In the case, when the ANN was tested on all categories, the
ANN was learned using the specific category with parameters:
angle 85◦, energy 3×1018 eV, distance to detector 2000 g/cm2

Fig. 3. An example of the ANN structure used for an optimization in Neutral
Network Training of the MATLAB toolbox.

Fig. 4. Training performance for the 3-layer network 12-10-1
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Fig. 5. The plot showing the differences between the traces produced by old
proton showers (dashed line) and young neutrino showers (continuous line).

both for protons and neutrinos. The separated case used 80◦,
3×1018 eV and 500 g/cm2 as positive signals (neutrinos) and
80◦, 3×1018 eV and 4000 g/cm2 as negative signals (protons).
For the case, which use all categories for tests, the efficiency
seems to be independent of the angle. The case, which use only
traces produced by young neutrino and old proton showers
("separated" case) shows the efficiency changes slightly, when
we change the angle. On Fig. 8b we can see that in both cases
the efficiency of the ANN is independent of the energy (in the
used energy range). Fig. 9 shows the comparison between both
cases. The ANN tested on non-separated traces has problems
with distinguishing the proton and neutrinos on every level of
the threshold. The effectiveness of finding neutrino traces and
the level of proton mistakes differs only slightly. The second
ANN, tested on the separated traces, can recognize protons

ZBIGNIEW SZADKOWSKI ET AL.: ARTIFICIAL NEURAL NETWORK AS THE FPGA TRIGGER 697



and neutrinos with acceptable efficiency. The proton mistakes
level is much lower than efficiency of finding the neutrino
traces, moreover the efficiency of finding neutrino traces is
higher than in the previous case. Finally, Fig. 10 shows the
difference of the non-separated and separated cases, when the
data taken for training the ANN was taken randomly from
all traces, appropriate for specific case. We can see that, the
distinguishing the proton and neutrino traces increased in both
cases, but the recognition of the neutrinos and protons is much
better when we teach the ANN with the data from separated
traces. In this case the neutrino efficiency to proton mistakes
level ratio is greater than two, when in the other case this ratio
is on the level of 1.3. This ratio is very important, because it
shows if the ANN works or not. The ratio on the level of
one means the ANN does not work, because the neutrino to
proton traces quotient is the same as in the whole data. The
data triggered as neutrino would be processed off-line in next
steps. Lower level of proton mistakes and greater efficiency
of recognizing neutrino traces means that amount of data to
process off-line would be smaller, but neutrino traces would
appear more frequently in it.

VI. FPGA IMPLEMENTATION

A 16-input neuron for 14-bit data and 14-bit coefficients is
shown on Fig. 11. An neuron output drives a neural transfer
function - a tansig, which calculates a layer output from its
net input. It can be implemented as ROM in embedded FPGA
memory. We selected 14-bit input, 14-bit-output tansig imple-
mentation in RAM: a 2-port function with blocked writing left
port to keep a reasonable compromise between a calculation
accuracy and a memory size. The same array of coefficients
is used for two independent neuron transfer functions.

The 12-10-1 network (Fig. 3) offers the best performance
(Fig. 4) with a minimal resource occupancy, however, it
requires 23 neurons. Due to the limited amount of DSP
blocks, we could use this network for a single PMT only. The
Quartus compiler allows a compilation with arbitrarily selected
implementations of the multipliers: either in the DSP blocks or
in logic elements only. An implementation of the multipliers in
the Adaptive Logic Modules (ALMs) is much more resource-
consuming (1247 ALMs instead of 107 ALMs + 8 DSP
blocks). However, such a selection allows the implementation
of a more complicated network, which provides a similar
registered performance (keeps approximately the same speed).
The 3-channel 12-10-1 network needs 36 neurons (1st layer
implemented in the DSP blocks) + 33 neurons implemented
in 41151 ALMs (36.5% of 5CEFA9F31I7).

VII. CONCLUSION

We run CORSIKA simulation for proton, iron, νµ and ντ
primaries. Output data collected on 1450 m (the level of the
Pierre Auger Observatory) was an input for OffLine providing
the ADCs response in the WCDs. Obtained ADC traces were
thus used to teach the 12-10-1 neural network implemented
already in the 5CEFA7F31I7 FPGA on the Cyclone R© V
development kit. This FPGA is smaller version of the chip

�

�

�

�

�

�

��
��

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�	
�

��
�	
�

��
�	
�

��
�	
�

��
�	

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�

�

��
�

�

��
�

�

��
�

�

��
�


�� �	


���������

�������

���������	�
	�������	�����	�	���

��������

�		�
���

��������

����	���


�����

�		�
���


�����

����	���

�

�

�

�

�

�

�

��
��

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�	
�

��
�	
�

��
�	
�

��
�	
�

��
�	

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�

�

��
�

�

��
�

�

��
�

�

��
�


�	 	
�

����	����

���	����

���������	�
	�������	�����	�	���

��������

�		�
���

��������

����	���


�����

�		�
���


�����

����	���

�

�

�

�

�

�

��
��

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�	
�

��
�	
�

��
�	
�

��
�	
�

��
�	

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�

�

��
�

�

��
�

�

��
�

�

��
�


��	�
	

���������

�������

���������	�
	�������	�����	�	���

��������

�		�
���

��������

����	���


�����

�		�
���


�����

����	���

�

�

�

�

�

��

��

��

��
��

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�	
�

��
�	
�

��
�	
�

��
�	
�

��
�	

��
��
�

��
��
�

��
��
�

��
��
�

��
��

��
�

�

��
�

�

��
�

�

��
�

�

��
�


�� �	


�������

������

���������	
��	������	�����

��������

�		�
���


�����

�		�
���

Fig. 6. A histogram of exponents of rejected and accepted traces for protons
and neutrinos. The accepted neutrino traces exponents are separated from
the accepted proton traces exponents. The rejected neutrino traces looks very
similar like traces made by old proton showers. This may cause problems
with ANN training and may increase the level of the proton traces recognized
as neutrino traces by ANN.
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Fig. 7. Plots showing average traces for protons for different distances. As in Fig. 2 the shortest distances have different exponents than the rest.
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Fig. 8. The angular dependency of a neutrino efficiency as a function of a
threshold level for angles (top) and energies (bottom). The continuous lines
denote the data for testing were gathered from all traces. The dashed lines
represent the case with separated traces.

being designed for the Front-End Board for Auger-Beyond-
2015 task.

Preliminary results show that the ANN algorithm can detect
neutrino events currently neglected by the standard Auger
triggers.

The recognition efficiency of the neutrino traces by the ANN
algorithm strongly depends on the differences between the data
used for the ANN training. If we teach the ANN with the
data containing only traces produced by young neutrino and
old proton cosmic air showers we can reach the acceptable
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Fig. 9. The efficiency of the neutrinos recognition and proton mistakes level
in function of threshold level for the non-separated (continuous lines) and
separated traces (dashed lines) used for testing the ANN. The data taken for
training are the same as in the Fig 8.

�

���

���

���

���

���

���

��	

��


���

�

��� ��� ��� ��� ��� ��� ��	 ��
 ���

��������

���������������

���������

	������

���������

	������

Fig. 10. The efficiency of the neutrino traces recognition and proton mistakes
level in function of threshold level for the non-separated (continuous line) and
separated traces (dashed line) used for testing the ANN. The traces used for
training the ANN were randomly taken from all categories of non-separated
or separated traces respectively.

level of recognition. Moreover, we can distinguish protons and
neutrinos, which means the ANN works on very promising
level.
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Fig. 11. An internal structure of an FPGA neuron.
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Abstract—The paper presents the first results from the trigger
based on the Discrete Cosine Transform (DCT) operating in the
new Front-End Boards with Cyclone V FPGA deployed in 8 test
surface detectors in the Pierre Auger Engineering Array.

The patterns of the Analog-to-Digial Converter (ADC) traces
generated by very inclined showers were obtained from the
Auger database and from the CORSIKA simulation package
supported next by OffLine reconstruction Auger platform which
gives a predicted digitized signal profiles. Simulations for many
variants of the initial angle of shower, initialization depth in
the atmosphere, type of particle and its initial energy gave a
boundary of the DCT coefficients used next for the on-line pattern
recognition in the FPGA.

Preliminary results have proven a right approach. We regis-
tered several showers triggered by the DCT for 120 MSps and
160 MSps.

I. INTRODUCTION

THE AIM of the Pierre Auger Observatory [1] is measur-
ing of cosmic rays at the ultra-high energy with suffi-

cient statistics and resolution. 1680 water Cherenkov surface
detectors (SD) are distributed over an area of 3000 km2 for
measuring the charged particles associated with extensive air
showers (EAS) and 24 telescopes with 30 × 30 degrees of
field of view and 12 m2 mirror area each to observe the
fluorescent light produced by charged particles in the EAS
during operation on clear moonless nights. The simultaneous
observation of EAS by the ground array and the fluorescent
light known as a "hybrid" event [2] [3] improves the resolution
of the reconstruction considerably and, thanks to the calori-
metric nature of the fluorescent light emitted, provides energy
measurements virtually independent of hadronic interaction
models. Each SD station is equipped in three 9-inch photo-
multiplier tubes (PMTs) reading out the Cherenkov light
from the 12 m3 of purified water contained in each tank.
Two independent trigger modes are implemented in the SD
to detect, in a complementary way, the electromagnetic and
muonic components of an air-shower [4]. The first mode is
a simple threshold trigger, which requires the coincidence of

the three PMTs each above 1.75 IpeakV EM . This trigger is used
to select large signals that are not necessarily spread in time.
The second mode takes into account that, for other than very
inclined showers or signals from more vertical showers very
close to the shower axis, the arrival of particles and photons at
the detector is dispersed in time, at least 13 bins in 120 time
bins of a sliding window of 3 µs are required to be above a
threshold of 0.2 IpeakV EM in coincidence in two of any 3 PMTs.

Very inclined showers generated by hadrons and starting
their development early in the atmosphere produce a relatively
thin muon pancake (∼1m thickness) on a detection level.
Ultra-relativistic charged particles trespassing the water in a
surface detector generate the Cherenkov light detected next
in photo-multipliers (PMT). A direct light gives a peak with
a very short rise time and fast exponential attenuation. The
DCT trigger allows recognition of ADC traces with specific
shapes The standard trigger requires 3-fold coincidences in a
single time bin. The present sampling frequency in the surface
detectors is 40 MHz. The new Front-End Board developed
for the Auger-Beyond-2015 surface detector upgrade allows
a sampling up to 250 MSps (120 MSps and 160 MSps were
used in tests).

Neutrinos can generate showers starting their development
deeply in the atmosphere, known as "young" [5] [6]. They
contain a significant amount of an electromagnetic component,
usually preceded by a muon bump. Simulations show [7] that
it is often fully separated from the electromagnetic fraction
and the 16-point DCT algorithm can also be used..

A probability of 3-fold coincidences of direct light corre-
sponding to a standard Auger trigger is relatively low. Much
more probable are 2-fold coincidences of a direct light. The
3rd PMT is next hit by reflected light, but with some delay.
By fast sampling (120-160 MSps) this delay gives signal in
the next time bins. The standard T1 trigger ceases giving a
sufficient rate for horizontal and very inclined showers. The
rate drops down below an acceptable level. We had to modify
the T1 trigger to get approximately standard trigger rate.
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Fig. 1. Histogram of exponential factors for traces starting from the maximal
values.
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Fig. 2. Histogram of exponential factors for triggered traces starting from the
maximal values (as in Fig. 1 - red), from the standard T1 threshold = 1.75
VEM (135 ADC-units)(blue) and for non-triggered (black) events.

Cherenkov light generated by very inclined showers cross-
ing the Auger tank can reach the PMT directly without
reflections on Tyvec R© liners (a special material with 95% of
reflectivity). Especially for “old” showers the muonic front is
very flat. This together corresponds to very short direct light
pulse falling on the PMT and in consequence very short rise
time of the PMT response. For vertical or weakly inclined
showers, where the geometry does not allow reaching the
Cherenkov light directly on the PMT, the light pulse is col-
lected from many reflections on the tank walls. Additionally,
showers developing for not so high slant depth are relatively
thick. These give a signal from a PMT as spread in time
and relatively slow increasing. A very short rise time together
with a relatively fast attenuated tail could be a signature of
very inclined showers. We observe numerous very inclined
showers crossing the full array but which “fire” only few
surface detectors. For that showers much more tanks should
have been hit. Muonic front produces PMT signals either too
low for 3-fold coincidences or desynchronized in time. This
may be a reason of “gaps” in the array of activated tanks.

Two-fold coincidences of DCT coefficients allow triggering
signals currently being ignored due to either too high am-
plitude threshold or due to their de-synchronization in time

causing a tank geometry. Three DCT engines implemented into
Cyclone R© V E 5CEFA9F31I7N FPGA used ∼60% of DSP
blocks generate the spectral trigger, when in at least 2 channels
8 DCT coefficients simultaneously are inside the acceptance
lane. Additional veto signal (analyzing the amplitude) controls
a trigger rate to avoid a saturation of a transmission channel.
Both lab and long-term field measurements on the test tank
confirm a high efficiency of the recognition of expected
patterns of ADC traces.

Auger data (40 MSps) show that hadron induced showers
with dominant muon component (investigated in a zenith angle
of 70−90◦) give an early peak with a typical rise time mostly
from 1 to 2 time bins and exponentially attenuated tail. Very
inclined showers with well defined shape can be detected by a
pattern recognition technique, in particular by a spectral trigger
based on the Discrete Cosine Transform [8] [9] [10] [11]. The
DCT trigger cannot be implemented into currently used Front-
End Boards with ACEX R© [12] and Cyclone R© [13] FPGAs due
to a lack of DSP blocks. New Front-End Board with Cyclone R©

V E FPGA successfully passed tests on the field collecting
Auger data even with 160 MHz sampling [9]. The DCT trigger
was tested with 120 and 160 MHz. Scaled to the 1st harmonics
DCT coefficients are independent of the amplitude. They are
determined by the shape only. This causes that the DCT trigger
could also be accidentally generated by very low noise pulses
with the required characteristics. In order to cut this type of
the spurious triggers, the spectral trigger was also supported
by the “veto” amplitude threshold of ∼20 ADC-counts. Pulses
above this threshold are analyzed next with the DCT engines.

Due to noise and other factors which can distort the shape
of the PMT pulse, strict conditions imposed on all coefficients
are too strong. The DCT trigger has been generated if a
subset of DCT coefficients (similar to the Occupancy in the
ToT) has been simultaneously “fired”. Simulations performed
for various artificial level of additional noise (0 - 6 ADC-
counts) showed that even a significant noise contribution does
not violate an efficiency of the DCT trigger. A little bit
higher noise in Cyclone R© V E Front-End in comparison to
a noise level in the previous FEB generations with 40 MHz
sampling should not be a significant factor. The new 160 MHz
sampling Cyclone R© V E Front-End Boards are not equipped
in the anti-aliasing filters. This keeps a flexibility for various
possible sampling frequencies, however, registered shape is
not smoothed and provides even very short one time-bin peaks
(6.25 ns) corresponding to reflections from Tyvec walls. Such
a very precisely reconstruction of timing in the ADC traces
violates in some sense a fundamental assumption on a smooth
exponential attenuation of the tail. We had to introduce some
corrections to take into account also this effect. The CORSIKA
and OffLine simulations do not show that the reflections may
significantly reduce an efficiency of this approach. However,
the Auger simulation/reconstruction packages assume 60 MHz
cut-off Nyquist filter, which in real Cyclone R© V E Front-
End has not been introduced. Thus, the simulations (available
only for the "official" 120 MHz sampling frequency) give
rather hints for higher 160 MSps sampling and real DCT
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Fig. 3. Pulses as a response on a unity jump with an exponential attenuation
with the factors α = 0.048, 0.03, 0.018 and 0.01, respectively.
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Fig. 4. Pulses filtered by the 5-pole Bessel filter with 20 MHz cutoff with
amplitudes: 189, 151, 126 and 108 ADC-units, respectively for 0.048, 0.03,
0.18 and 0.01 exponential factors.

trigger implementation required several step by step optimiza-
tions.

II. CORSIKA AND OFFLINE SIMULATIONS

We simulated the surface detector response on proton in-
duced showers for energy 3 ∗ 1017 eV, 1018 eV, 3 ∗ 1018 eV
and 1019 eV and for angles 80◦, 85◦ and 89◦. The initial
points were selected for 2, 3, 4, 5 and 10 kg/cm2, if the
angle allowed on this geometrical configuration. ADC traces
were collected as triggered (3-fold coincidences in a single
time bin) and non-triggered (the standard T1 trigger condition
not obeyed, traces registered in neighboring detectors). The
standard T1 threshold 1.75 VEM was set in simulations.

Data from standard 40 MHz sampling simulation was used
for an optimization of the condition of the DCT trigger for
120 and 160 MSps. Data for 16-point DCT trigger for 160
and 120 MSps corresponds to 100 and 133 ns of ADC
trace, respectively. These intervals correspond to 4 and 5 time
bins for the standard 40 MSps sampling. As expected proton
induced showers generate ADC traces with rapid jump from a
pedestal level with relative fast exponentially attenuated tails.
We investigated exponential factors of traces in the interval
of 125 ns (5 time-bins) selecting parts of traces starting from
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Fig. 5. Response on an unity jump of Bessel filters with 5,7,and 9 poles,
respectively. The left curves show response on a jump for 0 ns. The right
curves are adjusted to get maximum in the same time bin.

the maximum value (MAX for triggered (Fig. 1) and non-
triggered) and from the standard threshold level (135 ADC-
units for triggered only). According to Fig. 2 we see that
ranges of exponential factors depend on amplitudes of signals.
Traces investigated from the maximum values (variant A)(red
curves on Fig. 2) shows faster attenuation than investigating
from the T1 threshold level (variant B). Non-triggered traces
(with amplitudes lower than T1 threshold level at least in one
channel) show much slower attenuation (variant C). For we get
the following ranges for attenuation factors α in the function
ADC = exp(-α*t), where t in nanoseconds.

• variant A : 0.048 - 0.030 : ∼89-90% of traces
• variant B : 0.048 - 0.010 : ∼83-86% of traces
• variant C : 0.042 - 0.014 : ∼89-91% of traces
The variant B gives the worst estimation, however, it is

not unexpected, as traces may still rise after crossing the T1
threshold. This variant is presented to show the dependence
of the exponential factor on the amplitude of signal.

III. 5-POLE BESSEL FILTER WITH 20 MHZ CUTOFF

According to the Nyquist theorem digitized ADC data
should be filtered by the anti-aliasing filter before their pro-
cessing. For the 40 MSps sampling the cutoff of the filter is 20
MHz. The ACEX R© and Cyclone R© FEBs were equipped in 5-
pole Bessel filters. The Bessel filter provides a maximally flat
group/phase delay (maximally linear phase response), which
preserves the wave shape of filtered signals in the passband.
Higher order of the filter gives steeper frequency characteristic
for stop-band, however it requires more sophisticated filter cir-
cuit with relatively low values of capacitors. The parasitic PCB
capacity became no negligible factor. The transfer function
H(s) for the 5-pole Bessel filter with 20 MHz cutoff is as
follows:

H(s) =
K

(s− p)(s− z1)(s− z∗1)(s− z2)(s− z∗2)
(1)

where K = 3.1336e + 40, p = −0.11642e9, z1 =
−0.07421e9+0.114e9∗j, z2 = −0.10701e9+0.005563e9∗j.
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Let us calculate the response of the Bessel filter on the unity
jump with the exponential attenuation tails with α = 0.048,
0.03, 0.018 and 0.01, respectively. The Laplace transform for
the function x(t) = exp(-α*t) is X(s) 1/(s+α). The factor α
is given for time in nanoseconds. The signal response we get
with the inverse Laplace transform:

y(t) = Y (s)−1 = (H(s) ∗X(s))−1 (2)

Y (t) = (A ∗ sin(z′
Im,1 ∗ t) +B ∗ cos(z′

Im,1 ∗ t) ∗ ez
′
Re,1∗t

+ (C ∗ sin(z′
Im,2 ∗ t) +D ∗ cos(z′

Im,2 ∗ t) ∗ ez
′
Re,2∗t

+ E ∗ ep
′∗t + F ∗ e−α∗t (3)

where: p
′
= p ∗ 10−9 z

′
1,2 = z1,2 ∗ 10−9

TABLE I
COEFFICIENTS FOR EQ. 3 , WHERE TIME GIVEN IN NANOSECONDS

α A B C D E F
0.048 1.1258 1.2349 -10.080 3.4118 -9.7361 5.0893
0.030 1.2354 1.0147 -8.1538 4.0062 -7.7082 2.6873
0.018 1.2697 0.8677 -7.1206 4.1119 -6.7684 1.7888
0.010 1.2778 0.7740 -6.5323 4.1101 -6.2596 1.3754

Fig. 3 shows responses on an unity jump of the input signal
with various exponential attenuation factors. We can see that:

• pulses are delayed on 40 - 50 ns,
• an amplitude of pulses depends on the exponential factor.
A dependence of output signal amplitude on an exponential

factor causes that short pulses have to have higher amplitudes
to be above the threshold level. Fig. 4 shows pulses with tuned
amplitudes to reach at least the T1 threshold level (1.75 VEM
∼85 ADC-units).

Let us notice that for all investigated values of α we
get : α < |zRe,1| < |zRe,2| < |p|. This causes that the
exponential term e−α∗t attenuates slower than other terms in
Eq. 3and practically it only survives for t >∼50 ns (after
a maximum). So, the attenuation (exponential) factor for a
output tail remains the same as in the input signal with rapid
jump and exponential tail.

This means that all estimations of attenuation factors for
ADC traces from the shower simulations remains valid and the
Bessel filter does not affect the attenuation characteristics after
the maximum of pulse. The rise time still depends significantly
on an order of the filter and the cutoff frequency.

IV. BESSEL FILTERS FOR THE SDE UPGRADE

According to golden rules the new Front-End electronics
with the sampling frequency of 120 MHz should be equipped
in the 60 MHz cutoff anti-aliasing filter. Higher order of the
filter provides sharper frequency characteristic in the stop-
band, but it introduces slightly bigger suppression and few
nanoseconds additional delay (Fig. 5).

Fig. 5 shows that 9-pole filter in comparison to 5-pole one:
• introduces bigger delay,
• suppresses stronger the signal,

• provides the same attenuation factor for tails.
5-pole Bessel filter for the upgrade design seems to be enough.
Nevertheless, the test system installed in the Auger Engineer-
ing Array is considered to verify various configurations for
sampling frequencies, data resolutions, trigger conditions etc.
The sampling frequencies determine the cutoff in the anti-
aliasing filters. For 120 MSps the cutoff should equals 60
MHz. On the other hand this cutoff would be too low for
the 160 MSps. The hardware implementation of the Bessel
filter on the PCB is difficult (parasitic capacitors have to
be taken into account, a tolerance of components should
be better than 1%. For resistors it is no problem, however
for capacitors it is. Namely, a dynamic switching of cutoff
frequencies in hardware filters is impossible. A requirement
of wide spectrum of sampling frequencies excludes any fixed
filter to be implemented on the PCB.

For this reason the Front-End has been designed without
internal anti-aliasing filter at all.

V. RISE TIMES OF THE SIGNAL WAVEFORMS

Fig. 5 suggests that a rise time of a unity jump takes at
least 2-3 time-bins (20 - 25 ns) for the 120 MSps. This is
fully confirmed by the CORSIKA + Offline simulations. Fig.
6a shows a contribution of signals waveforms with 1-, 2- and
more time bins, respectively. The contribution of 1-time-bin is
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Fig. 6. A histogram showing a contribution of rise times for 1-,2- and
more time bins for CORSIKA + Offline simulations with 120 MHz sampling
frequency (upper graph) as well as a slope distribution of rising edges of
signal waveforms vs. an amplitudes for 120 MSps (lower graph). Branches
correspond to 1-, 2- and more time bins slopes from a pedestal level to
maximum a maximum value.

704 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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Fig. 7. A histogram showing a contribution of rise times for 1-,2- and
more time bins for real measurements with 120 and 160 MSps (upper graph)
as well as a slope distribution of rising edges of signal waveforms vs. an
amplitudes for 120 MSps (middle graph) and 160 MSps (lower graph).
Branches correspond to 1-, 2- and more time bins slopes from a pedestal
level to a maximum value.

negligible (∼0.4%). Real measurements without anti-aliasing
filters give much bigger 1-time-bin contribution: 13% for 120
MSps and 7.5% for 160 MSps (Fig. 7a).

Fig. 6b and Fig. 7b show slope distributions for simu-
lations and real measurements, respectively, both for 120
MHz sampling frequency. We see that anti-aliasing filter
introduces a significant inclination of the signal rising edges,
which may dramatically affect a timing analysis based on
rising times distributions and important for e.g. splitting of
muon "pancakes" generated in very inclined showers. Charged
muons are deflected in the Earth magnetic field and create two
sub-showers. A precise timing analysis allows a significant
improvement of a geometrical shower reconstruction.
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Fig. 8. Samples of signal waveforms registered with 160 MSps, which
manifest light reflections from the Tyvec R© walls.

Fig. 7c shows that for the 160 MSps a contribution signal
waveforms with 1-time-bin rising edges is still high. It means
a real rise time of many signal from the pedestal level to the
maximal value may be even shorten than an interval of a single
time bin.

Rising times for 160 MSps reach even ∼440 ADC-units/ns,
which is 2-3 times faster than with even 5-pole Bessel filter.
This may suggest that the rising edge is in fact steeper and with
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Fig. 9. A signal waveform for 4 ns pulse from the HP generator for the
sampling frequency 200 MHz.
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Fig. 10. A signal waveform of a real very short pulse registered for 160
MSps.
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Fig. 11. Samples of signal waveforms simulated by the CORSIKA and Offline
packages with 120 MSps, which manifest light reflections from the Tyvec R©

walls.

a faster sampling frequencies we would get still non-negligible
amount of events located on the 1-time-bin branch.

A significant contribution of events with 5-time-bin rising
edge comes from a light reflections from a Tyvec R© walls (see
samples of measured signal waveforms on Fig. 8 and simulated
on Fig. 11). 3-4 time-bins for 160 MSps correspond to 18.75
- 25 ns and to 4 - 5 m of an additional geometrical distance
for a light by n = 1.333 for a pure water.

The Front-End Board with Cyclone R© V E is able to register
even a 1-time-bin very short pulse. Fig. 9 shows a very short
4 ns pulse registered in the lab for a signal provided from
the HP generator. ADC was working with 200 MHz sampling
frequency. A similar pulse (Fig. 10) has been registered in
real conditions for a signal obtained from PMTs of the tested
surface detector. If the Front-End Board had been equipped in
the anti-aliasing filter such pulses would have been strongly
suppressed and probably not registered due to too low ampli-
tude below a detection threshold.

VI. DCT TRIGGER CONFIGURATIONS

16-point DCT algorithm for 120, 160 or 200 MHz sampling
frequencies corresponds to 125, 93.75 or 75 ns, respectively,
of sliding windows. We are interested in signal waveforms
with a jump from a pedestal level to a maximum value and
with the exponentially attenuated tails. As a pattern we can
select 2, 3 or more time bins (Fig. 12) on a pedestal level
following by the jump. DCT coefficients significantly depend
on an amount of initial (pedestal level) time bins (Fig. 13).

The DCT coefficients are scaled to the 1st harmonics. For
the variant of 4 time bins, the DCT[1] is sometimes (for a
particular tail slope α = 0.16667) very close to zero and as
denominator in a scaling arbitrary units (a.u.) gives a huge
value of a fraction (Fig. 14). So, the 4 time-bin variant provides
an almost negligible sensitivity for α 6= 0.16667.

For 160 and 200 MHz sampling frequencies 3 time-bins
variants manifest the same undesirable coefficient characteris-
tics similar to shown on Fig. 13c due to an almost singularity
because of DCT[1]. for final test we select 3 time-bin variant

�

���

���

���

����

� �� �� �� ���

�
�
�
��
�
��
	

	


���������	
���������


�

���

���

���

����

� �� �� �� ���

�
�
�
��
�
��
	

	


���������	
���������


Fig. 12. Shapes of signal waveforms (for 120 MSps) giving the DCT trigger.
The upper graph corresponds to an analysis of a signal waveform, where a
jump appears on the 2nd time-bin, the lower one for the 3rd one.

for 120 MSps and 2 time-bin variants for 160 and 200 MSps,
respectively.

DCT coefficients are preliminary calculated in an external
C program for various α slopes. They are stored in the FPGA
ROM and multiplexed in real time to keep arbitrary selected
DCT rate (∼6 Hz). In order to provide a sufficient calculation
precision with a reasonably resources occupancy the DCT
coefficients for ROM are selected as 12-bit fixed-point data.

For 160 and 200 MSps the DCT[8]/DCT[1] is almost
independent of the tail slopes and are almost zeroed. We
will neglect this coefficients as almost insensitive on signal
waveform shapes.

The AHDL code for the FPGA contains a sigma-delta
algorithm multiplexing several variants of bordering slopes to
keep the stable DCT trigger rate in huge daily temperature
variation [14]. This algorithm has been already successfully
tested in Nov. 2014

VII. CONCLUSIONS

We planned to deploy 7 Front-End Boards in a hexagon of
the surface detectors in the Pierre Auger Engineering Array.
As we see from Fig. 13 and Fig. 14 a configuration with 4
time-bins on a pedestal level is not suitable for a detection. A
scaling fails due to a small DCT[1] coefficient for 15th k index.
The variant with 3 time bins seems to be more appropriate,
although 2 time bin variant also was tested in 2014 and passed
successfully tests on the FEB with Cyclone III.
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Fig. 13. DCT coefficients (for 120 MSps) giving the DCT trigger. The upper
graph corresponds to an analysis of a signal waveform, where a jump appears
on the 2nd time-bin, the middle one for the 3rd one and the lower graph for
the 4th one.
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Fig. 14. DCT coefficients (for 120 MSps) vs. index of the tail slope. For k=15
the DCT[1] is close to zero (as denominator in a scaling) and DCT[k]/DCT[1]
become huge values in comparison the other scaled DCT cofficients.
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Fig. 15. DCT coefficients for 160 and 200 MSps giving the DCT trigger.
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Abstract—Let

f (n) =



1 if n = 1
22n−2

if n ∈ {2, 3, 4, 5}
(
2 + 22n−4

)2n−4

if n ∈ {6, 7, 8, . . .}

We conjecture that if a system

T ⊆ {xi + 1 = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}

has only finitely many solutions in positive integers x1, . . . , xn,
then each such solution (x1, . . . , xn) satisfies x1, . . . , xn 6 f (n). We
prove that the function f cannot be decreased and the conjecture
implies that there is an algorithm which takes as input a
Diophantine equation, returns an integer, and this integer is
greater than the heights of integer (non-negative integer, positive
integer, rational) solutions, if the solution set is finite. We show
that if the conjecture is true, then this can be partially confirmed
by the execution of a brute-force algorithm.

Index Terms—bound for integer solutions, Diophantine equa-
tion, finite-fold Diophantine representation, height of a solution,
integer arithmetic.

IN THIS article, we present a conjecture on integer arith-
metic which implies a positive answer to all versions of

the following open problem:

Problem. Is there an algorithm which takes as input a
Diophantine equation, returns an integer, and this integer
is greater than the heights of integer (non-negative integer,
positive integer, rational) solutions, if the solution set is finite?

The height of a rational number p
q is defined by max(|p|, |q|)

provided p
q is written in lowest terms. The height of a rational

tuple (x1, . . . , xn) is defined as the maximum of n and the
heights of the numbers x1, . . . , xn.

Theorem 1. Only x1 = 1 solves the equation x1 · x1 = x1 in
positive integers. Only x1 = 1 and x2 = 2 solve the system
{x1 · x1 = x1, x1 + 1 = x2} in positive integers. For each in-
teger n > 3, the following system



x1 · x1 = x1
x1 + 1 = x2

∀i ∈ {2, . . . , n − 1} xi · xi = xi+1

has a unique solution in positive integers, namely(
1, 2, 4, 16, 256, . . . , 22n−3

, 22n−2
)
.

Theorem 2. For each positive integer n, the following system



∀i ∈ {1, . . . , n} xi · xi = xi+1
xn+2 + 1 = x1
xn+3 + 1 = xn+2

xn+3 · xn+4 = xn+1

is soluble in positive integers and has only finitely many
integer solutions. Each integer solution (x1, . . . , xn+4) satisfies

|x1|, . . . , |xn+4| 6
(
2 + 22n)2n

. The maximal solution in positive
integers is given by



∀i ∈ {1, . . . , n + 1} xi =
(
2 + 22n)2i−1

xn+2 = 1 + 22n

xn+3 = 22n

xn+4 =
(
1 + 22n − 1)2

n

Proof. The system equivalently expresses that (x1 −2) · xn+4 =

x2n

1 . By this and the polynomial identity

x2n

1 = 22n
+ (x1 − 2) ·

2n − 1∑

k = 0
22n − 1 − k · xk

1

we get that xn+3 = x1 − 2 divides 22n
and xn+4 =

x2n

1
x1 − 2 .

Hence, x1 ∈
[
2 − 22n

, 2 + 22n] ∩ Z, the system has only
finitely many integer solutions, and |x1|, . . . , |xn+4| 6(
2 + 22n)2n

. �

In [10, p. 719], the author proposed the upper bound 22n−1

for positive integer solutions to any system

T ⊆ {xi + x j = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}
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which has only finitely many solutions in positive integers
x1, . . . , xn. The bound 22n−1

is not correct for any n > 8
because the following system



∀i ∈ {1, . . . , k} xi · xi = xi+1
xk+2 + xk+2 = xk+3
xk+2 · xk+2 = xk+3

xk+4 + xk+3 = x1
xk+4 · xk+5 = xk+1

provides a counterexample for any k > 3. In [11, p. 96], the
author proposed the upper bound 22n−1

for modulus of integer
solutions to any system

T ⊆ {xk = 1, xi + x j = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}
which has only finitely many solutions in integers x1, . . . , xn.
The bound 22n−1

is not correct for any n > 9 because the
following system



∀i ∈ {1, . . . , k} xi · xi = xi+1
xk+2 = 1

xk+3 + xk+2 = x1
xk+4 + xk+2 = xk+3
xk+4 · xk+5 = xk+1

provides a counterexample for any k > 4. Let

f (n) =



1 if n = 1

22n−2
if n ∈ {2, 3, 4, 5}

(
2 + 22n−4

)2n−4

if n ∈ {6, 7, 8, . . .}
Conjecture. If a system

T ⊆ {xi + 1 = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}
has only finitely many solutions in positive integers x1, . . . , xn,
then each such solution (x1, . . . , xn) satisfies x1, . . . , xn 6 f (n).

Theorems 1 and 2 imply that the function f cannot be
decreased. Let Rng denote the class of all rings K that
extend Z, and let

En = {xk = 1, xi + x j = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}
Th. Skolem proved that any Diophantine equation can be
algorithmically transformed into an equivalent system of Dio-
phantine equations of degree at most 2, see [6, pp. 2–3]
and [2, pp. 3–4]. The following result strengthens Skolem’s
theorem.

Lemma 1. ([10, p. 720]) Let D(x1, . . . , xp) ∈ Z[x1, . . . , xp].
Assume that deg(D, xi) > 1 for each i ∈ {1, . . . , p}. We can
compute a positive integer n > p and a system T ⊆ En which
satisfies the following two conditions:

Condition 1. If K ∈ Rng ∪ {N, N \ {0}}, then

∀x̃1, . . . , x̃p ∈ K
(
D(x̃1, . . . , x̃p) = 0⇐⇒

∃x̃p+1, . . . , x̃n ∈ K (x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T
)

Condition 2. If K ∈ Rng ∪ {N, N \ {0}}, then for each
x̃1, . . . , x̃p ∈ K with D(x̃1, . . . , x̃p) = 0, there exists a

unique tuple (x̃p+1, . . . , x̃n) ∈ Kn−p such that the tuple
(x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T .

Conditions 1 and 2 imply that for each
K ∈ Rng ∪ {N, N \ {0}}, the equation D(x1, . . . , xp) = 0
and the system T have the same number of solutions in K.

For a positive integer n, let S (n) denote the successor of n.

Lemma 2. Let T be a finite system of equations of the forms:
x = 1, x + y = z, and x · y = z. If the equation x = 1 belongs
to T , then the system T ∪ {x · x = x} \ {x = 1} has the same
solutions in positive integers.

Lemma 3. Let T be a finite system of equations of the forms:
S (x) = y, x + y = z, and x · y = z. If the equation x + y = z
belongs to T and the variables z1, z2, z̃1, z̃2, ṽ, u, t, t̃, v are
new, then the following system

T ∪ {z · x = z1, z · y = z2, S (z1) = z̃1, S (z2) = z̃2, z̃1 · z̃2 = ṽ,

z · z = u, x · y = t, S (t) = t̃, u · t̃ = v, S (v) = ṽ} \ {x + y = z}
has the same solutions in positive integers and a smaller
number of additions.

Proof. According to [5, p. 100], for each positive integers
x, y, z, x + y = z if and only if

S (z · x) · S (z · y) = S ((z · z) · S (x · y))

Indeed, the above equality is equivalent to
(
z2 · x · y + 1

)
+ z · (x + y) =

(
z2 · x · y + 1

)
+ z2

�

Lemmas 1–3 imply the next theorem.

Theorem 3. If we assume the Conjecture and a Diophantine
equation D(x1, . . . , xp) = 0 has only finitely many solutions in
positive integers, then an upper bound for these solutions can
be computed.

Corollary 1. If we assume the Conjecture and a Diophantine
equation D(x1, . . . , xp) = 0 has only finitely many solutions in
non-negative integers, then an upper bound for these solutions
can be computed by applying Theorem 3 to the equation
D(x1 − 1, . . . , xp − 1) = 0.

Corollary 2. If we assume the Conjecture and a Diophantine
equation D(x1, . . . , xp) = 0 has only finitely many integer solu-
tions, then an upper bound for their modulus can be computed
by applying Theorem 3 to the equation

∏

(i1, . . . , ip) ∈ {1, 2}p
D((−1)i1 · (x1 − 1), . . . , (−1)ip · (xp − 1)) = 0

Lemma 4. ([10, p. 720]) If there is a computable upper
bound for the modulus of integer solutions to a Diophantine
equation with a finite number of integer solutions, then there is
a computable upper bound for the heights of rational solutions
to a Diophantine equation with a finite number of rational
solutions.
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Theorem 4. The Conjecture implies that there is a computable
upper bound for the heights of rational solutions to a Diophan-
tine equation with a finite number of rational solutions.

Proof. It follows from Corollary 2 and Lemma 4. �

The Davis-Putnam-Robinson-Matiyasevich theorem states
that every recursively enumerable setM ⊆ Nn has a Diophan-
tine representation, that is

(a1, . . . , an) ∈ M ⇐⇒
∃x1, . . . , xm ∈ N W(a1, . . . , an, x1, . . . , xm) = 0 (R)

for some polynomial W with integer coefficients, see [2].
The polynomial W can be computed, if we know the Turing
machine M such that, for all (a1, . . . , an) ∈ Nn, M halts on
(a1, . . . , an) if and only if (a1, . . . , an) ∈ M, see [2]. The repre-
sentation (R) is said to be finite-fold, if for any a1, . . . , an ∈ N
the equation W(a1, . . . , an, x1, . . . , xm) = 0 has only finitely
many solutions (x1, . . . , xm) ∈ Nm. Yu. Matiyasevich conjec-
tures that each recursively enumerable set M ⊆ Nn has a
finite-fold Diophantine representation, see [1, pp. 341–342],
[3, p. 42], and [4, p. 745]. Matiyasevich’s conjecture implies
a negative answer to the Problem, see [3, p. 42].

Theorem 5. (cf. [10, p. 721]) The Conjecture implies that if a
set M ⊆ N has a finite-fold Diophantine representation, then
M is computable.

Proof. Let a setM ⊆ N has a finite-fold Diophantine represen-
tation. It means that there exists a polynomial W(x, x1, . . . , xm)
with integer coefficients such that

∀b ∈ N
(
b ∈ M ⇐⇒ ∃x1, . . . , xm ∈ N W(b, x1, . . . , xm) = 0

)

and for any b ∈ N the equation W(b, x1, . . . , xm) = 0 has only
finitely many solutions (x1, . . . , xm) ∈ Nm. By Corollary 1,
there is a computable function g : N→ N such that for
each b, x1, . . . , xm ∈ N the equality W(b, x1, . . . , xm) = 0 im-
plies max(x1, . . . , xm) 6 g(b). Hence, we can decide whether
or not a non-negative integer b belongs to M by checking
whether or not the equation W(b, x1, . . . , xm) = 0 has an integer
solution in the box [0, g(b)]m. �

In this paragraph, we follow [9] and we explain why
Matiyasevich’s conjecture although widely known is less
widely accepted. Let us say that a set M ⊆ Nn has a bounded
Diophantine representation, if there exists a polynomial W
with integer coefficients such that

(a1, . . . , an) ∈ M ⇐⇒ ∃x1, . . . , xm ∈ {0, . . . ,max (a1, . . . , an)}
W (a1, . . . , an, x1, . . . , xm) = 0

Of course, any bounded Diophantine representation is
finite-fold and any subset of N with a bounded Diophantine
representation is computable. A simple diagonal argument
shows that there exists a computable subset of N without
any bounded Diophantine representation, see [1, p. 360].
The authors of [1] suggest a possibility (which contradicts
Matiyasevich’s conjecture) that each subset of N which has

a finite-fold Diophantine representation has also a bounded
Diophantine representation, see [1, p. 360].

For a positive integer n, let τ(n) denote the smallest positive
integer b such that for each system

T ⊆ {xi + 1 = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}
with a finite number of solutions in positive integers x1, . . . , xn,
all these solutions belong to [1, b]n. By Theorems 1 and 2,
f (n) 6 τ(n) for every positive integer n. The Conjecture im-
plies that f (n) = τ(n) for every positive integer n.

Theorem 6. (cf. [9, Theorem 4]) If a function
h : N \ {0} → N \ {0} has a finite-fold Diophantine
representation, then there exists a positive integer m
such that h(n) < τ(n) for every integer n > m.

Proof. There exists a polynomial W(x1, x2, x3, . . . , xr) with
integer coefficients such that for each positive integers x1, x2,

(x1, x2) ∈ h⇐⇒
∃x3, . . . , xr ∈ N \ {0} W(x1, x2, x3 − 1, . . . , xr − 1) = 0

and for each positive integers x1, x2 at most finitely
many tuples (x3, . . . , xr) of positive integers satisfy
W(x1, x2, x3 − 1, . . . , xr − 1) = 0. By Lemmas 1–3, there
is an integer s > 3 such that for any positive integers x1, x2,

(x1, x2) ∈ h⇐⇒
∃x3, . . . , xs ∈ N \ {0} Ψ(x1, x2, x3, . . . , xs) (E)

where Ψ(x1, x2, x3, . . . , xs) is a conjunction of formulae of the
forms xi + 1 = xk and xi · x j = xk, the indices i, j, k belong
to {1, . . . , s}, and for each positive integers x1, x2 at most
finitely many tuples (x3, . . . , xs) of positive integers satisfy
Ψ(x1, x2, x3, . . . , xs). Let [·] denote the integer part function,
and let an integer n is greater than m = 2s + 2. Then,

n >
[n
2

]
+

n
2
>
[n
2

]
+ s + 1

and n −
[

n
2

]
− s − 2 > 0. Let Tn denote the following system

with n variables:


all equations occurring in Ψ(x1, x2, x3, . . . , xs)
∀i ∈
{
1, . . . , n −

[
n
2

]
− s − 2

}
ui · ui = ui

t1 · t1 = t1
∀i ∈
{
1, . . . ,

[
n
2

]
− 1
}

ti + 1 = ti+1

t2 · t[ n
2 ] = u

u + 1 = x1 (if n is odd)
t1 · u = x1 (if n is even)

x2 + 1 = y

By the equivalence (E), the system Tn is soluble in positive
integers, 2 ·

[
n
2

]
= u, n = x1, and

h(n) = h(x1) = x2 < x2 + 1 = y

Since Tn has at most finitely many solutions in positive
integers, y 6 τ(n). Hence, h(n) < τ(n). �
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Below is the excerpt from page 135 of the book [7]:

Folklore. If a Diophantine equation has only finitely many
solutions then those solutions are small in ‘height’ when
compared to the parameters of the equation.

This folklore is, however, only widely believed because of
the large amount of experimental evidence which now exists
to support it.

Below is the excerpt from page 12 of the article [8]:

Note that if a Diophantine equation is solvable, then we can
prove it, since we will eventually find a solution by searching
through the countably many possibilities (but we do not know
beforehand how far we have to search). So the really hard
problem is to prove that there are no solutions when this is
the case. A similar problem arises when there are finitely many
solutions and we want to find them all. In this situation one
expects the solutions to be fairly small. So usually it is not
so hard to find all solutions; what is difficult is to show that
there are no others.

That is, mathematicians are intuitively persuaded that solu-
tions are small when there are finitely many of them. It seems
that there is a reason which is common to all the equations.
Such a reason might be the Conjecture whose consequences
we have already presented.

For a positive integer b, let Φ(b) denote the Conjecture
restricted to systems whose all solutions in positive integers
are not greater than b. Obviously,

Φ(1)⇐ Φ(2)⇐ Φ(3)⇐ . . .
and the Conjecture is equivalent to ∀b ∈ N \ {0} Φ(b). The
Conjecture is true for n = 1 and n = 2. Therefore, the sentence
Φ(4) is true. For each positive integer n, there are only finitely
many systems

T ⊆ {xi + 1 = xk, xi · x j = xk : i, j, k ∈ {1, . . . , n}}
Hence, for each positive integer n there exists a positive integer
m such that the Conjecture restricted to systems with at most
n variables is equivalent to the sentence Φ(m).

Theorem 7. The Conjecture is equivalent to the following
conjecture on integer arithmetic: if positive integers x1, . . . , xn

satisfy max(x1, . . . , xn) > f (n), then there exist positive inte-
gers y1, . . . , yn such that

(
max(x1, . . . , xn) < max(y1, . . . , yn)

)
∧

(
∀i, k ∈ {1, . . . , n} (xi + 1 = xk =⇒ yi + 1 = yk)

)
∧

(
∀i, j, k ∈ {1, . . . , n} (xi · x j = xk =⇒ yi · y j = yk)

)

The execution of the following flowchart never terminates.

Start

c := 2

a := 2

Compute positive integers x1, . . . , xn

and primes r1, . . . , rn such that

r1 < . . . < rn and a = rx1
1 . . . r

xn
n

Is f (n) < max(x1, . . . , xn) 6 c?

Print [x1, . . . , xn]

Print c − 1

b := 2

Compute positive integers y1, . . . , ym

and primes q1, . . . , qm such that

q1 < . . . < qm and b = qy1
1 . . . q

ym
m

Is m > n?

Is max(y1, . . . , yn) > c?

Is ∀i, k ∈ {1, . . . , n} (xi + 1 = xk ⇒ yi + 1 = yk)?

Is ∀i, j, k ∈ {1, . . . , n} (xi · x j = xk ⇒ yi · y j = yk)?

Is x1 = . . . = xn = c 6 f (n + 1)?

c := c + 1

a := a + 1

b := b + 1

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

No

Theorem 8. If the Conjecture is true, then the execution of the
flowchart provides an infinite sequence X1, c1, X2, c2, X3, c3, . . .
where {c1, c2, c3, . . .} = N \ {0}, c1 6 c2 6 c3 6 . . . and each Xi

is a tuple of positive integers. Each returned number ci

indicates that the performed computations confirm the sen-
tence Φ(ci). If the Conjecture is false, then the execution
provides a similar finite sequence X1, c1, . . . , Xk, ck on the
output. In this case, for the tuple Xk = (x1, . . . , xn) an appropri-
ate tuple (y1, . . . , yn) does not exist, {c1, . . . , ck} = [1, ck] ∩ N,
c1 6 . . . 6 ck, the sentences Φ(1),Φ(2),Φ(3), . . . ,Φ(ck) are
true, and the sentences Φ(ck + 1),Φ(ck + 2),Φ(ck + 3), . . . are
false.
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Proof. Let pn denote the nth prime number (p1 = 2, p2 = 3,
etc.), and let c stands for any integer greater than 1. The
function f is strictly increasing and there exists the smallest
positive integer n such that c 6 f (n + 1). Hence, if positive
integers x1, . . . , xi satisfy f (i) < max(x1, . . . , xi) 6 c, then i 6 n
and 2 6 px1

1 . . . p
xi
i 6 pc

1 . . . p
c
n . Therefore, if the sentence Φ(c)

is true, then the flowchart algorithm checks all tuples of
positive integers needed to confirm the sentence Φ(c). �

The following MuPAD code implements a simplified
flowchart’s algorithm which checks the following conjunction

(
m > n

)
∧
(
max(y1, . . . , yn) > c

)
∧

(
∀i, k ∈ {1, . . . , n} (xi + 1 = xk =⇒ yi + 1 = yk)

)
∧

(
∀i, j, k ∈ {1, . . . , n} (xi · x j = xk =⇒ yi · y j = yk)

)

instead of four separate conditions.
c:=2:

while TRUE do

a:=2:

repeat

S:=op(ifactor(a)):

n:=(nops(S)-1)/2:

u:=min(S[2*i+1] $i=1..n):

v:=max(S[2*i+1] $i=1..n):

X:=[S[2*i+1] $i=1..n]:

if n=1 then f:=1 end_if:

if n>1 then f:=2ˆ(2ˆ(n-2)) end_if:

if n>5 then f:=(2+2ˆ(2ˆ(n-4)))ˆ(2ˆ(n-4))

end_if:

g:=2ˆ(2ˆ(n-1)):

if n>4 then g:=(2+2ˆ(2ˆ(n-3)))ˆ(2ˆ(n-3))

end_if:

if f<v and v<=c then

print(X):

print(c-1):

b:=2:

repeat

T:=op(ifactor(b)):

m:=(nops(T)-1)/2:

Y:=[T[2*i+1] $i=1..m]:

r:=min(m-n+1,max(Y[i] $i=1..m)-c):

for i from 1 to min(n,m) do

for j from 1 to min(n,m) do

for k from 1 to min(n,m) do

if X[i]+1=X[k] and Y[i]+1<>Y[k] then

r:=0 end_if:

if X[i]*X[j]=X[k] and Y[i]*Y[j]<>Y[k] then

r:=0 end_if:

end_for:

end_for:

end_for:

b:=b+1:

until r>0 end_repeat:

end_if:

a:=a+1:

until c=u and c=v and c<=g end_repeat:

c:=c+1:

end_while:

We attempt to confirm the sentence Φ(256). Since the
execution of the flowchart algorithm (or its any variant)
proceeds slowly, we must confirm the sentence Φ(256) in a
different way. For integers a1, . . . , an, let P(a1, . . . , an) denote
the following system of equations:

{
xi + 1 = xk (if ai + 1 = ak)
xi · x j = xk (if ai · a j = ak)

Lemma 5. For each positive integer n, there exist positive
integers a1, . . . , an such that a1 6 . . . 6 an = τ(n) and the sys-
tem P(a1, . . . , an) has only finitely many solutions in positive
integers. Each such numbers a1, . . . , an satisfy a1 < . . . < an.

Proof. If a1 < . . . < an does not hold, then we remove the first
duplicate and insert an + 1 after an. Since an + 1 > an = τ(n),
we get a contradiction. �

Let F denote the family of all systems P(a1, a2, a3), where
integers a1, a2, a3 satisfy 1 < a1 < a2 < a3.

Theorem 9. The Conjecture is true for n = 3.

Proof. By Lemma 5, there exist positive integers a1, a2, a3
such that a1 < a2 < a3 = τ(3) and the system P(a1, a2, a3) has
only finitely many solutions in positive integers. If a1 = 1, then
a2 = 2 and a3 ∈ {3, 4}. Let a1 > 1. Since a1 < a2 < a3, we get
a1 · a1 < a1 · a2 < a2 · a2. Hence,

card
(
P(a1, a2, a3)∩

{
x1 · x1 = x3, x1 · x2 = x3, x2 · x2 = x3

})
6 1

Each integer a1 satisfies a1 + 1 , a1 · a1. Hence,

card
(
P(a1, a2, a3) ∩

{
x1 + 1 = x2, x1 · x1 = x2

})
6 1

Since a1 < a2 < a3, the equation x1 + 1 = x3 does not belong
to P(a1, a2, a3). By these observations, the following table
shows all solutions in positive integers to any system that
belongs to F .
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∅ {x1·x1=x3} {x1·x2=x3} {x2·x2=x3}
any triple any triple any triple any triple

∅∪ (s, t, u)
(
s, t, s2

)
(s, t, s·t)

(
s, t, t2

)

solves this solves this solves this solves this
system system system system

any triple any triple any triple any triple
{x1+1=x2} ∪ (s, s+1, u)

(
s, s+1, s2

)
(s, s+1, s·(s+1))

(
s, s+1, (s+1)2

)

solves this solves this solves this solves this
system system system system

any triple any triple any triple
{x1·x1=x2} ∪

(
s, s2, u

)
< F

(
s, s2, s3

) (
s, s2, s4

)

solves this solves this solves this
system system system

any triple any triple
{x2+1=x3} ∪ (s, t, t+1)

(
s, s2−1, s2

)
< F < F

solves this solves this
system system

any triple only the triple
{x1+1=x2, (s, s+1, s+2) (2, 3, 4) < F < F
x2+1=x3} ∪ solves this solves this

system system
any triple

{x1·x1=x2,
(
s, s2, s2+1

)
< F < F < F

x2+1=x3} ∪ solves this
system

The table indicates that the system
{
x1 + 1 = x2, x2 + 1 = x3, x1 · x1 = x3

}
=

{
x1 + 1 = x2, x2 + 1 = x3

}
∪
{
x1 · x1 = x3

}

has a unique solution in positive integers, namely (2, 3, 4). The
other presented systems do not belong to F or have infinitely
many solutions in positive integers. �

Corollary 3. Since the Conjecture is true for n ∈ {1, 2, 3}, the
sentence Φ(16) is true.

Theorem 10. The sentence Φ(256) is true.

Proof. By Corollary 3, it suffices to consider quadruples of
positive integers. The next MuPAD code returns 63 quadruples
(ai, bi, ci, di) of positive integers, where ai < bi < ci < di 6 256
and max(ai, bi, ci, di) = di > 16. These quadruples have the
following property: if positive integers a, b, c, d satisfy
a < b < c < d 6 256 and max(a, b, c, d) = d > 16, then there
exists i ∈ {1, . . . , 63} such that P(a, b, c, d) ⊆ P(ai, bi, ci, di).
TEXTWIDTH:=60:

S:={}:

G:=[]:

T:={}:

H:=[]:

for a from 1 to 256 do

for b from 1 to 256 do

for c from 1 to 256 do

Y:=[1,a+1,a*a,a*b]:

for l from 1 to 4 do

X:=sort([a,b,c,Y[l]]):

u:=nops({a,b,c,Y[l]}):

v:=max(a,b,c,Y[l]):

if u=4 and 16<v and v<257 then

M:={}:

for i from 1 to 4 do

for j from i to 4 do

for k from 1 to 4 do

if X[i]+1=X[k] then

M:=M union {[i,k]} end_if:

if X[i]*X[j]=X[k] then

M:=M union {[i,j,k]} end_if:

end_for:

end_for:

end_for:

d:=nops(S union {M})-nops(S):

if d=1 then

S:=S union {M}:

G:=append(G,M):

T:=T union {X}:

H:=append(H,X):

end_if:

end_if:

end_for:

end_for:

end_for:

end_for:

for w from 1 to nops(G) do

for z from 1 to nops(G) do

p:=nops(G[w] minus G[z]):

q:=nops(G[z] minus G[w]):

if p=0 and 0<q then T:=T minus {H[w]}

end_if:

end_for:

end_for:

print(T):

The next table displays the quadruples
[a1, b1, c1, d1], . . . , [a63, b63, c63, d63] and shows that for
each i ∈ {1, . . . , 63} the system P(ai, bi, ci, di) has infinitely
many solutions in positive integers, which completes the
proof by Lemma 5. �
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(1, 2, 3, t) (1, 2, 4, t) (2, 3, 4, t)
[1, 2, 3, 17] [1, 2, 4, 17] [2, 3, 4, 17](

t, t+1, t (t+1) , t(t+1)2
)

(1, 2, t, 2t) (1, t, t+1, t(t+1))
[2, 3, 6, 18] [1, 2, 9, 18] [1, 4, 5, 20](

t, t2, t2+1, t2
(
t2+1
)) (

t, t+1, (t+1)2, t(t+1)2
)

(t, t+1, t+2, (t+1)(t+2))
[2, 4, 5, 20] [2, 3, 9, 18] [3, 4, 5, 20](

1, 2, t, t2
) (

1, t, t+1, (t+1)2
)

(t, t+1, t+2, t(t+1))
[1, 2, 5, 25] [1, 4, 5, 25] [4, 5, 6, 20]

(1, 2, t, t+1)
(
t, t2, t2+1,

(
t2+1
)2) (

1, t, t+1, t2
)

[1, 2, 16, 17] [2, 4, 5, 25] [1, 5, 6, 25](
t, t+1, t+2, (t+2)2

) (
1, t, t2, t2+1

) (
t, t2, t4, t4+1

)

[3, 4, 5, 25] [1, 4, 16, 17] [2, 4, 16, 17]
(t, t+1, t+2, t(t+2))

(
1, t, t2, t3

) (
t, t+1, (t+1)2, (t+1)2+1

)

[4, 5, 6, 24] [1, 3, 9, 27] [3, 4, 16, 17](
t, t+1, t+2, (t+1)2

) (
t, t+1, (t+1)2, (t+1)3

) (
t, t+1, t2, t2+1

)

[4, 5, 6, 25] [2, 3, 9, 27] [4, 5, 16, 17](
t, t+1, t2, t3

) (
t, t+1, t+2, t2

) (
t, t2−1, t2, t

(
t2−1
))

[3, 4, 9, 27] [5, 6, 7, 25] [3, 8, 9, 24](
t, t+1, t2, t(t+1)

) (
t, t2, t3, t5

) (
t, t+1, t(t+1), t2(t+1)2

)

[4, 5, 16, 20] [2, 4, 8, 32] [2, 3, 6, 36](
t, t2−1, t2, t3

)
(t, t+1, t(t+1)−1, t(t+1)) (1, t, t+1, t+2)

[3, 8, 9, 27] [4, 5, 19, 20] [1, 15, 16, 17](
t, t2, t2+1, t3

) (
t, t+1, t2, (t+1)2

)
(t, t+1, t(t+1), t(t+1)+1)

[3, 9, 10, 27] [4, 5, 16, 25] [4, 5, 20, 21](
t, t+1, t2, (t+1)t2

) (
t, t2, t2+1, t

(
t2+1
)) (

t, t2−1, t2, t2+1
)

[3, 4, 9, 36] [3, 9, 10, 30] [4, 15, 16, 17](
t, t2, t4, t5

) (
t, t+1, t(t+1), (t+1)2

) (
1, t, t2−1, t2

)

[2, 4, 16, 32] [4, 5, 20, 25] [1, 5, 24, 25](
t, t+1, t(t+1), t2(t+1)

) (
t, t2, t2+1, t2+2

) (
t, t+1, (t+1)2−1, (t+1)2

)

[3, 4, 12, 36] [4, 16, 17, 18] [4, 5, 24, 25](
t, t+1, t2−1, t2

)
(t, t+1, t+2, t+3)

(
t, t2, t3−1, t3

)

[5, 6, 24, 25] [14, 15, 16, 17] [3, 9, 26, 27](
t, t2, t3, t3+1

) (
t, t2−2, t2−1, t2

) (
t, t2, t3, t6

)

[3, 9, 27, 28] [5, 23, 24, 25] [2, 4, 8, 64](
t, t2−1, t2,

(
t2−1
)2) (

t, t2, t4, t6
) (

t, t2−1, t2,
(
t2−1
)

t2
)

[3, 8, 9, 64] [2, 4, 16, 64] [3, 8, 9, 72](
t2, t3, t4, t6

) (
1, t, t2, t4

) (
t, t+1, (t+1)2, (t+1)4

)

[4, 8, 16, 64] [1, 3, 9, 81] [2, 3, 9, 81](
t, t+1, t2, t4

) (
t, t2−1, t2, t4

) (
t, t2, t2+1, t4

)

[3, 4, 9, 81] [3, 8, 9, 81] [3, 9, 10, 81](
t, t2, t3, t4

) (
t, t2, t4−1, t4

) (
t, t2, t4, t8

)

[3, 9, 27, 81] [3, 9, 80, 81] [2, 4, 16, 256]

Of course, the Conjecture restricted to integers
n ∈ {1, 2, 3, 4} is intuitively obvious and implies Theorem 10.
Formally, the Conjecture remains unproven for n = 4. We
explain why a hypothetical brute-force proof of the Conjecture
for n = 4 is much longer than the proof of Theorem 10. By
Lemma 5, it suffices to consider only the systems P(a, b, c, d),
where positive integers a, b, c, d satisfy a < b < c < d.
Case 1: a = 1. Obviously,

card
({

x1 + 1 = x2

}
∩ P(a, b, c, d)

)
6 1

and
card
({

x3 + 1 = x4

}
∩ P(a, b, c, d)

)
6 1

Since b + 1 < b · b, we get

card
({

x2 + 1 = x3, x2 · x2 = x3

}
∩ P(a, b, c, d)

)
6 1

Since b · b < b · c < c · c, we get

card
({

x2 · x2 = x4, x2 · x3 = x4, x3 · x3 = x4

}
∩ P(a, b, c, d)

)
6 1

The above inequalities allow one to determine (1+1) · (1+1) ·
(2 + 1) · (3 + 1) = 48 systems which need to be solved.
Case 2: a > 1. Obviously,

card
({

x2 + 1 = x3

}
∩ P(a, b, c, d)

)
6 1

Since a + 1 < a · a, we get

card
({

x1 + 1 = x2, x1 · x1 = x2

}
∩ P(a, b, c, d)

)
6 1

Since c + 1 < a · c, we get

card
({

x3 + 1 = x4, x1 · x3 = x4

}
∩ P(a, b, c, d)

)
6 1

Since a · a < a · b < b · b, we get

card
({

x1 · x1 = x3, x1 · x2 = x3, x2 · x2 = x3

}
∩ P(a, b, c, d)

)
6 1

Since a · a < a · b < b · b < b · c < c · c, we get

card
({

x1 · x1 = x4, x1 · x2 = x4, x2 · x2 = x4,

x2 · x3 = x4, x3 · x3 = x4

}
∩ P(a, b, c, d)

)
6 1

The above inequalities allow one to determine (1 + 1) ·
(2 + 1) · (2 + 1) · (3 + 1) · (5 + 1) = 432 systems which need to
be solved.

MuPAD is a computer algebra system whose syntax is
modelled on Pascal. The commercial version of MuPAD is
no longer available as a stand-alone product, but only as
the Symbolic Math Toolbox of MATLAB. Fortunately, the
presented codes can be executed by MuPAD Light, which was
offered for free for research and education until autumn 2005.
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Abstract—An algorithm for extracting  material  shape  and
spatial  information  from  non-uniform  background,  and  for
generating  object  skeletons  for  statistical  two-dimensional
experiments using random walk approach, is presented. This
finds applications in textile analysis and microscopic analysis of
various  materials  like  hairs  and  allows  for  further  precise
determination  of  textile  yarn  dimensions  as  well  as  other
geometrical characteristics like a fractal dimension.

I. INTRODUCTION

EMP  fibers  can  be  used  for  a  variety  of  textile

products,  e.g.  clothing or  home textiles,  but also for

technical purposes in fiber composites. For all applications,

it is important to determine the fiber lengths and diameters

(averaged along with a standard deviation), a task which can

be  handled  by  optical  equipment  and  respective  software

(e.g.  [1,2]).  Another  important  factor,  however,  is  the

identification of the degree of bifurcation, which influences

the spinning process, the fiber-matrix bond strength etc. For

this  property there  is  no  standard  measurement  procedure

available. Our article aims at presenting a novel method to

define the bifurcation of fibers, based on the evaluation of

microscopic fiber  images  based on random walk analysis.

The hemp fibers investigated in our study are pre-treated by

hammer milling or by combing. Afterwards,  the fibers are

separated chemically by alkaline cooking [3].

H

Photographic  images  of  dif erent  magnii cations  were
taken  using  a  digital  optical  microscope  VHX-600D  by
Keyence with an objective VH-Z20R. Captured images were
then processed giving monochromatic representative maps.
Next,  random  walk  statistical  experiments  on  these  maps
were  carried  out.  Subsequent  chapters  describe  all
mentioned steps, before conclusions are i nally provided.

II. IMAGE PROCESSING

The algorithm described here consists of  two denoising

and four extraction steps. In the first step, the image is being

smoothed  using  a  median  filter  [4].  This  step  slightly

reduces fine-grained noise and also improves the efficiency

of filters used in the first extraction step of the algorithm.

The next step is an unsharp masking where it is necessary to

define the proportional  factor  k of  the operation  [5].  This

step can be defined as follows:

A
um

=A
mf

−Gauss ( Amf )
Aum =k⋅Aum+Amf

, (1)

where  Aum is the unsharp masked image,  Amf  is the median

filtered  image,  and  Gauss is  the  Gaussian  filter  [4],  for

which we use the Gaussian filter kernel k = 0.4. The window

size  and  the  standard  deviation  parameter  σ equal  3.  The

parameters were chosen experimentally.

The first extraction step is an algorithm that can be split

into  two  functional  parts:  a  background  sampling,  and  a

background  removal.  The  algorithm  removes  the

background  using  a  special  filter  that  uses  a  background

sample. The filter window is defined as a vector  h={h1,  h2,

h3,  h4}, where  h1 is the average intensity, h2 is the standard

deviation of intensity,  h3 is the maximum intensity, and  h4

the minimum intensity. Contrary to the results of Ref. 6, all

the  values  from  h1 to  h4 are  calculated  from  a  Moore

neighborhood  of  each  pixel.  This  improves  the  filter’s

quality as consecutive neighborhoods partially overlap each

other.

In the first functional part, the algorithm sums Euclidean

distances  from  reference  vector,  created  from  upper  left

corner of the background sample (href), to reference vectors

of  all  the  other  pixels  from  the  sample  (hib).  Next,  the

algorithm calculates  the  reference  pattern  d̄  that  can  be

expressed as follows

d̄=
∑
i= 0

i=M⋅N

d (href ,hib )

s

, (2)

where s is the experimentally chosen value, M is the number

of rows in the background sample, and  N is the number of

columns in the background sample.

There  are  two  options  for  choosing  the  s value.  The

default value is 1/4 MN , which makes d̄ an average of all

the distances, taking into consideration the window size = 3.
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The other option is to divide by an experimentally chosen 

value to either increase or decrease the algorithm’s 

sensitivity. For the pictures presented in this article we chose 

the second option. Thus, it was necessary to divide the sum 

by a number smaller than MN4/1 . This choice increased the 

filter’s sensitivity, since the background in our images was 

far less uniform than in the images in [6]. Once the s value is 

properly chosen, the algorithm will give similarly good 

results for other images provided their background has the 

same texture and the lighting conditions are similar. This 

procedure will be proved in the next section of this paper. 

In the second part of the algorithm, the distance between 

reference vectors, generated for each pixel of the image, is 

compared to the previously calculated reference pattern. The 

filter function is defined as 

 
  d<h,hdif

dh,hdifA

iref

irefdn

0


,       (3) 

where href is the reference vector created from the upper left 

corner of the sampled region, hi is the i-th region of the 

whole image, and Adn is the denoised image. When the 

distance is greater than the reference pattern, we leave the 

processed image untouched, otherwise we remove the 

currently sampled pixel. Eventually any objects in the image 

are separated from the background. 

 

 
 

Fig. 1 Pipeline of the algorithm 

 

The algorithm requires several parameters to be specified in 

order to process input images with expected quality. These 

parameters are: the background sample, the extraction 

threshold, the sensitivity, the median filter size, the unsharp-

masking proportional-factor, the Gaussian filter window size, 

and the Gaussian and high-pass filter window-size. For the 

purpose of this paper, however, we analyzed all the 

parameters and chose to present only those which have the 

greatest impact on image quality. The results comparing 

influence of parameters for the same input image are 

presented in Fig. 2. In Fig. 3 only input images and final 

results needed for random walk experiments are depicted. 

 

a) 

 

b)  

 
c)  

 

d) 

 
e)  

 

f)  

 
 

Fig. 2 A first exemplary set with optimally chosen parameters 

(segmentation threshold = 100, s = 0.06 · width · height): input 

image for processing (a), background sample (b), image separated 

from background (c), second result set for image separated from the 

background with too high sensitivity, the same background sample 

as above (segmentation threshold = 100, s = 0.05 · width · height) 

(d), third set of results for the image separated from the background 

with too low sensitivity, the same background sample as above 

(segmentation threshold = 100, s = 0.07 · width · height) (e), a 

fourth set of results for the image separated from the background 

with bad noise sample (segmentation threshold = 100, s = 0.06 · 
width · height) (f). 

 

As it is seen in the examples, the presented parameters have 

very high impact on the image quality. Although the 

parameter s needs to be chosen experimentally, different 

input images having similar background texture and lighting 

conditions are being processed properly. This proves the 

algorithm’s applicability in microscopic photography and 

industrial photography, where different objects are 

photographed in similar, but not necessarily identical 

conditions. 
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b)  
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d) 

 
e)  

 

f)  

 
Fig. 3 Different examples of input images (a, c, e) and final results 

of monochrome maps needed for random walk experiments (b, d, 

f), respectively 

 

III. RANDOM WALK EXPERIMENTS 

In this chapter the use of the image statistical analysis to 

examine the time series of the displacement of the random 

walker is discussed. Let us consider a uniform two-

dimensional ‘black’ plane. A random walk can be applied 
and a walker is allowed to move randomly (with the same 

probability) up, down, to the left or to the right by a unit 

length in a unit time. This is the Markovian type random 

walk and the direction of the n-th step is chosen at random 

and does not depend on directions of previous ones. Here the 

mean square displacement of the probe )(2
nR  is linearly 

dependent on the number of steps n (time) which is 

proportional to the squared averaged random walk distance: 

.)(2
nnR                              (4) 

Similarly, the pictures under investigation can be examined 

by means of the random walk procedure. At every iteration, a 

random direction is being chosen and then the algorithm 

proceeds one step into the chosen direction. However, the 

position at the n-th step depends on the previous positions 

due to the non-uniformity of the texture. Finally, the mean 

squared displacement is no longer the linear function of n [7-

9], but the following relation appears for large n: 

,)( 22 H
nnR                                 (5)                                               

where H  is the self-similarity coefficient called Hurst 

exponent [7,10]. From Hurst exponent distribution, 

unambiguous information about yarn hairness, and in 

general, information about yarn quality can be obtained. 

Such quantitative evaluations are on demand for textile 

industry. In practice, for a random walk on two-dimensional 

monochromatic pictures the typical result is 2/1H ; 

however, the information obtained for the exponent 

distribution is a unique information of a given picture (Fig. 

4).  Details about this type of analysis, applied for knitted 

fabrics, can be found in [11]. 

a) 

0.20 0.25 0.30 0.35 0.40 0.45 0.50
0

50

100

150

200

250

 

 

C
o

u
n

ts

Hurst exponent  
b)  

0.20 0.25 0.30 0.35 0.40 0.45 0.50
0

50

100

150

200

250

 

 

C
o

u
n

ts

Hurst exponent  
c)  

0.20 0.25 0.30 0.35 0.40 0.45 0.50
0

50

100

150

200

250

 

 

C
o

u
n

ts

Hurst exponent  
 

Fig. 4 Results of random walk experiments (a, b, c) carried out on 

the three monochromatic images from Fig. 3 (b, d, f), respectively 
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IV. CONCLUSIONS

The paper gives an overview of the necessary steps used to

create  reliable  monochromatic  images  from  microscopic

images  by separating  objects  under  examination  from the

background.  This  algorithm  was  applied  on  microscopic

pictures of hemp fibers. Comparison between random walks

performed  on  the  monochromatic  pictures  gives  a

quantitative measure of differences between the hemp fibers,

dependent on the fiber diameters and bifurcations which are

important parameters in fiber manufacturing processes such

as  spinning  or  composite  production.  Thus,  the  image

processing  algorithm  presented  here  is  a  fundamental

requirement in the optical evaluation of fiber quality using

the self-similarity coefficient.
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Abstract—Floating-point additions in concurrent ex-
ecution environment are known to be hazardous, as
the result depends on the order in which operations
are performed. This problem is encountered in data
parallel execution environments such as GPUs, where
reproducibility involving floating-point atomic addition is
challenging. This problem is due to the rounding error or
cancellation that appears for each operation, combined
with the lack of control over execution order. In this
article we propose two solutions to address this problem:
work reassignment and fixed-point accumulation. Work
reassignment consists in enforcing an execution order that
leads to weak reproducibility. Fixed-point accumulation
consists in avoiding rounding errors altogether thanks to
a long accumulator and enables strong reproducibility.

I. INTRODUCTION

Efficient exploitation of modern multicore architec-
tures relies on a hierarchical structuration of compu-
tation as well as execution concurrency. This affects
determinism and numerical reproducibility making soft-
ware development tedious. For example, GPUs man-
age several thousands of concurrent threads thanks to
hardware resources such as warp and block schedulers.
The design complexity of those processors is such
that thread scheduling is mostly unknown and can
be considered unpredictable. A common workaround
is to enforce interaction between tasks using memory
consistency with synchronization mechanisms such as
locks, atomics or barriers.

Atomic operations are designed to perform a read-
modify and write operation in one instruction. For
example, atomicAdd() reads a word at a given address,
adds a number to it, and writes the result back to the
same address. The operation is atomic in the sense that it
is guaranteed to be performed without interference from
other threads. In other words, no other thread can access
this address until the operation is complete. Although
atomic operations can address the problem of memory
consistency, they do not solve the problem of numer-
ical reproducibility when dealing with floating-point

numbers. This is a major issue as non-determinism of
floating-point calculations in parallel programs causes
validation and debugging issues, and may even lead to
deadlocks [1].

The numerical non-reproducibility of floating-point
atomic additions is due to the combination of two
phenomena: rounding-error and the order in which oper-
ations are executed. This problem can be depicted with
the simplified following CUDA kernel which computes
the sum of N floating-point numbers stored in table
i val according to their address i adr in a table res
located in global memory.

__global__ void GlobalSum(float *i_val,
int *i_adr, float *res, int N){

int gid = blockDim.x*blockIdx.x+threadIdx.x;

for(uint i=0; i<N; i+=GridDim.x*blockDim.x)
atomicAdd(&res[i_adr[i+gid]],

i_val[i+gid]);
}

Listing 1. Floating-point atomic accumulation

The problem with this simple code, is that we do
not have any information on the order in which threads
will acquire access to the datum Res. For example, on
a set of N = 216 values with a condition number1 of
108 and a single output address, we measured that out
of over 1000 runs with 1 block of 1024 threads on a
GTX680 we obtain 1000 different results.

One can argue that in the case where there is a single
accumulator, weak reproducibility could be achieved by
replacing atomicadd with standard addition combined
with a reduction algorithm. However this solution does
not hold when some threads are not producing any
value (not executing the atomic addition), or when
there are multiple accumulator, as in the bin counting
or histogram problem as encountered in Nbody [3],

1The condition number characterizes the numerical stability of a
problem [2].
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Real-time simulation [4], accurate reduction scheme [5],
or SQL query [6]. In these applications, floating-point
atomic addition is used to accumulate values while
preserving memory consistency.

In this article, we will use two concepts regarding
numerical reproducibility in the context of data paral-
lelism. Weak numerical reproducibility consists in being
able to reproduce the same result between two execu-
tions when input parameters are identical. Strong numer-
ical reproducibility consists in being able to reproduce
the same results between two executions independently
of the execution parameters or the architecture. Strong
numerical reproducibility can be further subdivided in
two classes of algorithms. Those which are producing
correctly rounded results such as the one based on long
accumulators [7], and others which provide reproducible
results without any guaranty on accuracy [8].

Following these two definitions, we propose two
solutions to address reproducibility involving floating-
point atomics addition in the context of GPU program-
ming by attacking the problem at its two roots. The
first solution, work reassignment, consists in enforcing
an evaluation order by overloading the block index as-
signment. With this solution, results are identical among
runs for identical execution parameters. It is considered
weakly reproducible as the number of threads per block
affects the evaluation scheme and therefore the result.
The second solution, fixed-point accumulation, avoids
the rounding errors that occur during floating-point
addition by using a long accumulator. As the addition
is now exact, thus associative, the result is independent
on the evaluation order or the hardware. In addition, the
result is as accurate as possible as the accumulation is
performed exactly. This solution is considered strongly
reproducible.

The rest of this article is organized as follow. Section
II introduces the necessary background about floating-
point arithmetic and model of execution of GPUs.
Section III presents the first solution we propose, based
on block reordering. Section IV presents the second
solution based on long accumulators. Section V analyses
the theoretical cost of both methods and Section VI
presents performance measurements on Nvidia GPUs.

II. BACKGROUND

A. Floating-point arithmetic

Floating-point (FP) numbers approximate real num-
bers with a significand, an exponent, and a sign. The
IEEE-754 standard, which was revised in 2008, specifies
floating-point formats and operations. In this paper, we
consider the binary32 or single precision format. The
floating-point number system can represent a wide range
of numbers with nearly-constant precision.

Floating-point addition is not associative, due to
the rounding error that occur when adding numbers
with different exponents. It leads to the absorption
of the lower bits of the sum. For example the exact
mathematical result of (1 + 2100 − 2100) is equal to 1
whereas the computed result is either 0 or 1 depending
on the order of operations. Thus, the final accuracy
of a floating-point summation depends on the order
of evaluation. More details can be found in the main
references related to floating-point arithmetic [9], [10].
This problem of numerical reproducibility linked to the
order of floating-point operations, is amplified when
executed in massively parallel environments like GPUs.

B. GPU execution model

In this article we consider CUDA capable Nvidia
GPUs used for the execution of tasks exhibiting data
parallelism. These tasks are divided in threads operating
in SIMT mode and executed by specific hardware. We
must distinguish the software and hardware organization
of threads. From the developer point of view, threads are
divided into three hierarchical levels: a grid of blocks
of threads. The same code, or kernel, is executed by
multiple threads running in parallel on different data.
Threads are grouped in set of block size elements in
order to make so-called blocks. Blocks are packed in set
of grid size elements in order to make a so-called grid.
Threads in a block and blocks of a grid are uniquely
identified by their coordinates in the blocks and the grid.
In this model, threads in a block and the blocks of a grid
are virtually launched in parallel, which implies that no
assumption shall be made regarding the execution order.

In CUDA terminology, GPU hardware consists of
CUDA cores organized hierarchically. These CUDA
cores are grouped in streaming multiprocessors (SMs).
The number of SMs varies depending on the architec-
ture of the GPU and the CUDA compute capability.
An additional and transparent level of grouping is
introduced at the hardware level: the warp. These warps,
corresponding to 32 threads, are created, managed,
launched and executed by SIMT units. Multiprocessors
share the instruction fetch, decoding and control logic
across all the threads in a warp, so they run in lock-
step [11].

Blocks are dispatched among the available multi-
processor by the block schedulers. This step consists in
launching a new block with a unique identifier accord-
ing to available resources. The number of concurrent
blocks depends on the number and version of SMs
and the resources such as registers and shared memory
required by the executed kernel. This step impacts
determinism as no assumption can be made on how
indexes are generated and is subject to variations from
one run to another [12].

2
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Traditional thread synchronization primitives used
in concurrent programming such as mutexes, barriers,
and semaphores are limited on GPU to intra-block
synchronizations. Atomic operations provide basic sup-
port for inter-block communication. Atomic instructions
were first introduced on Nvidia hardware with compute
capability 1.1, and atomic addition operating on 32-
bit floating-point values in global and shared memory
were introduced with compute capability 2.0. Atomic
floating-point operations are necessary, first to provide
the substrate for high performance floating-point opera-
tions, and second, to preserve the memory consistency
necessary to deal with thousands of threads in flight.

The variety and performance of synchronization
primitives available on GPUs have continuously in-
creased over the years. This has lead to numerous
works that have been focusing on efficient inter-block
synchronization. For example, in [13] Volkov et al.
propose a global software synchronization method that
does not use atomic operations to accelerate dense
linear-algebra constructs. In [14], [15], Xiao and Feng
propose a mechanism for inter-block communication via
global memory. In [16], Stuart and Owens are evaluat-
ing various implementations of barriers, mutexes and
semaphores applied to Nvidia’s GPU. Collange et al.
use long accumulators to enable reproducible floating-
point reductions [7]. However, none of those works have
addressed the problem of reproducible atomic floating-
point addition.

III. ENFORCING EXECUTION ORDER

As discussed in the introduction, atomic operations
enforce memory consistency, but not execution order.
This means that atomic additions ensure that all data
will be considered, but do not guarantee the order
of operations. This is problematic for floating-point
addition. The first solution we propose is to enforce an
execution order for atomic addition, similarly to what
can be achieved using a reduction algorithm. Threads
and blocks are spawned and scheduled by hardware,
following unspecified and implementation-specific poli-
cies. Thus, no assumption can be made on their real
execution order. Therefore, we cannot rely on CUDA
thread and block identifiers used at software level. Such
solution would leads to an inefficient execution scheme
and most likely to a deadlock situation [15].

The proposed solution uses two key concepts. The
first one is based on a new software assignment of the
block index, in order to guarantee a fine control over
blocks effectively executed by the hardware. The second
concept is based on atomic locks in order to ensure
uniqueness of accesses at block level. We extend the
solution proposed in [17] in order to control the order
of execution. The lock used is similar to a fetch-and-add

mutex algorithm in which the block index corresponds
to the token acquired by a block.

A. Block re-ordering

Block synchronization is challenging, as the CUDA
programming model does not support it. The only safe
solution consists on splitting kernels into subkernels, as
a kernel launches involves an implicit synchronization
barrier. Alternatively, resident kernel techniques take ad-
vantage of the fact that once launched, a block continue
its execution until completion, freeing resources only
at the end. For example, the block barrier proposed
by Feng in [14] is working only when the number of
launched blocks is less than the number of blocks that
could be executed concurrently on the hardware. In case
this assumption is not met, deadlocks may occur. For
example, consider a GPU and a kernel such that only
8 blocks can run concurrently. If the kernel is launched
on more than 9 blocks, then at least 1 block will not be
scheduled. In that case running blocks will be waiting
on the barrier for every block to complete, which will
never happen as resources taken by those running block
will never be released for others to complete.

In our case, we want to ensure that blocks are exe-
cuted in a reproducible manner. This requires defining
an execution order, which corresponds to a statically
known order. This order can be, for example, the one
corresponding to their block index. Besides requiring
a known order, we need to prevent deadlock situation,
which involves restrictions on the real scheduling of
blocks.

The proposed solution consists in overriding the
index generated by the block scheduler. This can be
done by using a global variable oBlkId set to 0 at kernel
launched which will be queried by one thread of each
block at the beginning of the execution. The resulting
index is stored in a shared variable sBlkIdx accessible
by every thread of the block they belong to, and can be
used as the new block index. An overview of the code
is given in listing 2.

// Shared BlockIdx within a block
__shared__ uint sBlkIdx;

// Reindexing Block
struct BlkIdx{

// New ordered index for BlockIdx
uint *oBlkId;

BlkIdx(void){
cudaMalloc((void**) &oBlkId, sizeof(uint));
cudaMemset(oBlkId, 0, sizeof(uint));

}

˜BlkIdx(void){
cudaFree( ordBlockId );

}

3
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__device__ uint get_ordered_blockId(){
if (threadIdx.x == 0)

sBlkIdx = atomicInc(oBlkId, gridDim.x-1);

__syncthreads();
return sBlockIdx;

}
};

Listing 2. Block reindexing

Thanks to this new block index, we can ensure
a known execution order for block, which will be
deadlock-free. With this technique, we chain together
running blocks following a well-defined order. There-
fore the overhead is solely concentrated in the access
to the global index sBlockIdx. We now have to set
a floating-point atomic addition which is reproducible
within each block, which we will describe next.

B. Atomic completion

Threads of blocks are scheduled as set of 32 consec-
utive threads, or warps. Again, as we do not have any
control over the execution order of threads, we need
to make sure that threads of a given block are always
scheduled in a similar fashion when they are atomically
accessing the destination address.

A solution is to encapsulate the atomic addition
within a fetch-and-add mutex (FA) algorithm similarly
to the one described in listing 3. With this solution,
each thread of a given block is waiting for its turn on a
variable shared at block level. These results ultimately
to a serialization of each atomic addition at both thread-
level and block-level as there are launched in an order
corresponding to their global identifier. This solution is
simple and provides strong numerical reproducibility.
However accesses cannot happen concurrently and will
perform poorly. We should mention that a syncthreads
barrier is required at the end of the outer loop to ensure
that no warp will go faster than any other warp with
lower thread identifier.

struct Lock{
uint *g_lock;

Lock(void){
cudaMalloc( (void**) &g_lock, sizeof(uint));
cudaMemset( g_lock, 0, sizeof(uint));

}

˜Lock(void){
cudaFree( g_lock );

}

__device__ void acquire_lock(int goalval){
if (threadIdx.x == 0)

while(atomicAdd(g_lock, 0) != goalval);
__syncthreads();

}

__device__ void release_lock(){

__syncthreads();
if (threadIdx.x == 0){

(*g_lock) = ((*g_lock)+1)%(gridDim.x);
}

}
};

Listing 3. Fetch-and-Add mutex

To improve performance of the previous solution,
we can relax the constraint on the execution order in
order to allow the atomic additions within a block to
be replaced by simple additions executed in parallel.
This results in a reduction scheme that only depends
on the block size and is therefore considered as weakly
reproducible. This solution requires 6 steps as described
in listings 4. First, floating-point atomic data and ad-
dresses are stored in parallel in two tables located in
shared memory. Then, both tables are sorted using the
corresponding destination address as sorting key. In our
implementation we used a bitonic sort as it preserve the
order in case of equality. Once data are sorted according
to their address, we perform a segmented sum for data
with identical address. Then additions to the destination
adresses are done in parallel for each different addresses
within a block. We should mention that the number
of additions is bounded by the number of threads per
block. Those additions do not require atomic operations
as atomic access is guaranteed with a FA lock on the
new block identifier.

__device__ void ordered_concurrent_ AtomicAdd(
float *dest, float val, Lock &lock){

int tidx = threadIdx.x;
// 1: Store in shared mem
s_adr[tidx] = dest;
s_val[tidx] = val;
__syncthreads();

// 2: Sort Element
bitonicSort( s_adr, s_val);

// 3: Segmented Sum
segmented_sum_per_block(s_adr, s_val);

// 4: Aquire the lock in order
lock.acquire_lock(sBlockIdx);

// 5: Final write in
if (threadIdx.x < blockDim.x-1){
if (s_adr[tidx] != s_adr[tidx+1]){

*(s_adr[tidx]) += s_val[tidx];
}

}else{
// For the last thread !
*(s_adr[tidx]) += s_val[tidx];

}
// 6: Release the lock
lock.release_lock();

}

Listing 4. Second solution: Serialization of atomic access at block
level

4
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IV. MAKING ADDITION ASSOCIATIVE

To achieve numerical reproducibility of atomic ad-
dition, we have seen in section III a solution based on
enforcing an execution order. This section describes an
alternative solution that consists in avoiding rounding
errors to compute the correctly-rounded result.

To enforce strong reproducibility, we replace
floating-point additions by fixed-point additions, which
are associative. To avoid losing any precision com-
pared to the floating-point format, we use a fixed-
point accumulator that covers the whole range of values
representable in the considered floating-point format.
For instance, an accumulator with 127 integral bits
and 127 fractional bits covers the range of single-
precision floating-point. Such counter is known as a
long accumulator or superaccumulator [18].

While the use of such a wide accumulator may
seem extremely costly at first sight, three considerations
make its performance actually attractive in the context
of atomic operations:

• First, the average complexity of adding one
floating-point value to a superaccumulator does
not depend on the width of the superaccumu-
lator [7]. Assuming the accumulator is repre-
sented as a vector of machine words (32-bit
in the single-precision case), an accumulation
generally only affects two words in the vector.
Although carries may need to be propagated,
the probability that a carry propagates across
multiple words quickly gets negligible assum-
ing low-order digits follow a uniform distribu-
tion [19].

• Second, updates to individual words of the
superaccumulator can happen in any order with-
out bearing any impact on the result, as long as
all carries are detected and eventually propa-
gated (including carries that occur during carry
propagation). This enable regular integer atomic
operations to update each part of the accumu-
lator independently, without the need to imple-
ment any locking or coarser-grain transactions.
Carries are detected a posteriori from the older
value returned by the atomic operation and the
value that was accumulated. Carries that occur
are iteratively propagated to the higher-order
words of the superaccumulator. Atomic opera-
tions from other threads may modify the super-
accumulator during carry propagation; however,
it bears no impact on the final result as all carry
are eventually propagated in an arbitrary order.

• Third, this solution only requires hardware sup-
port for atomic integer addition, and does not

need support for atomic floating-point addi-
tion. Therefore, the long accumulator allows
to design reproducible atomic addition for any
floating-point representation format (e.i. half,
single or double precision of the IEEE-754
standard). By contrast, current GPUs only sup-
port floating-point atomic operations on single-
precision data. The only difference lies in the
size of the long accumulator.

We propose a thread-safe generalization of the long
accumulation algorithm [20]. This accumulation algo-
rithm is illustrated on Figure 1. The exponent and
mantissa are extracted from the input number. High-
order bits eh of the exponent are used to select the
words that are affected in the superaccumulator. Lower-
order bits el select a cutoff point to split the mantissa
into (at most) two parts, mh and ml, whose weights
are aligned with the words of the superaccumulators.
This has the effect of shifting the mantissa to align
it with the superaccumulator words. Words mh and
ml are independently accumulated atomically to their
respective accumulator words. Carries are detected and
propagated using independent atomic operations.

Fig. 1. Accumulation of a floating-point number to a superaccumu-
lator.

V. COST

In this section we details the memory and operation
cost of the two proposed solutions.

A. Work reassignment

The solution based on enforcing an execution order
requires one integer for the global index, one for the
lock and one integer in shared memory for each block
to store the shared index. In addition to these elements
it requires a table of N integers and N floating-point
numbers in shared memory per block to store temporary
values, with N corresponding to the number of threads
per block.

In terms of computational overhead, this solution
first requires to get a new block index at the beginning of
the kernel. This involves one atomic instruction. Then,
the kernel is left unmodified except when floating-point
atomic additions need to be performed. In that case,
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each atomic addition is replaced by a write of both the
address and the value to shared memory, plus a bitonic
sort and a segmented sum per block over N elements
achieved in O(log(N)).

Then, threads of each block are waiting for their turn
by spinning over the lock index. Once this condition
is met, threads with the last address to be written
send their write to global memory along the normal
store path. As mentioned before these writes do not
require atomic addition and can be done in parallel with
an increased probability that global memory accesses
are coalesced as data are sorted according to their
destination addresses. For these reasons, this solution
will perform well when many threads of the same block
attempt to atomically add a value to the same location.

B. Fixed-point accumulation

The fixed-point accumulator solution adds overhead
in storage, computation, memory transfers and adds an
extra rounding step. The most obvious cost of a long
accumulator is its memory overhead. An accumulator
able to represent exactly every single-precision floating-
point value requires 280 bits of storage, as opposed
to 32 bits using a floating-point accumulator. Likewise,
a double-precision long accumulator needs about 2100
bits. Fortunately, long accumulators often contain sparse
data: when accumulating numbers of the same order of
magnitude, only a small part of the accumulator will be
accessed, while the remaining part stays null. The hot
parts can fit inside caches and benefit from fast cached
atomic operations, while the cold part will remain in
the large, off-chip memory.

Adding a floating-point value to a long accumulator
also requires extra computations. The algorithm de-
scribed in section IV extracts the exponent and mantissa
of the floating-point number, then splits the mantissa
by scaling and rounding it twice. However, binning
algorithms are memory intensive and their performance
is usually not limited by computations. This means the
computational of long accumulation may be hidden by
the memory access delays.

In terms of memory accesses, fixed-point accumu-
lation requires two atomic operations per number in the
common case, while a floating-point accumulation will
only need one atomic add on platforms that support it
in hardware. On the other hand, conflicts are reduced
as atomic accesses span a larger memory area.

Finally, the fixed-point result has to be rounded to
floating-point at the end of the accumulation. Rounding
involves finding the first significant bit, then scanning
the rest of the accumulator to compute the round,
guard and sticky bits, that are necessary for IEEE-
754 compliant rounding. The rounding phase can be

performed in parallel between accumulators as they
have no dependencies.

VI. RESULTS

We tested both methods on a GTX480, a GTX560
and a GTX680 architectures with characteristics de-
scribed in Table I. We made comparisons for a number
of output addresses ranging from 1 (which corresponds
to an accumulation) to 16384 different addresses ran-
domly generated. Each thread was responsible for the
accumulation of one floating-point value at a given
address in global memory. Each kernel was launched
with 100 blocks of 512 threads.

We compared the proposed methods against the
unordered solution which consists in atomically adding
the generated data at a given address as described in
listing 1. For comparison purposes, we also included the
fully sequential solution (block and warp sequential).
Both block and warp sequential and block sequential
methods relies on enforcing an execution order whereas
superaccumulators avoid rounding errors altogether.

Figure 2(a), 2(b) and 2(c) describes the execution
time on the GTX480, GTX560 and GTX680 respec-
tively. One can observe that the execution time of the
unordered solution quickly decreases as the number
of output addresses increases. This is due to reduced
contention : as the atomic accesses are spread across
a wider range of accesses, the probability of conflicts
decreases and the global performance improves. On
the other hand, both sequential methods exhibit an
execution time that is almost insensitive to the number
of output addresses. The solution based on the long
accumulator has an execution cost that decreases on the
GTX480 and GTX560 and quickly increases after 64
to 128 different addresses. The decrease is due to con-
current accesses that can happen simultaneously as the
number of different accumulators increases. However
after a certain bound, the overhead of the accumulator
do not compensate the gain obtained by the increase in
concurrent accesses.

On the GTX 680, the unordered algorithm is always
best according to figure 2(c), which is consistent with
the fact that atomic operations were improved on this
architecture compared to previous generations. Atomic
performance is less sensitive to conflicts. The long
accumulator also benefits from the improving atomic
performance.

On GTX480 and GTX560, one can notice that the
block sequential solution can even be faster than the un-
ordered solution for small numbers of output addresses.
This is because the small number of atomic access
compensates the overhead of the segmented summation
and sorting. By contrast, for the unordered solution

6
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almost every atomic access generated by each thread
is conflicting on the output address, leaving no room
for concurrent execution.

Out of these results, we can observe that enforcing
strong numerical reproducibility is between 1.3 and 21
times more expensive than the unordered summation,
whereas weak numerical reproducibility corresponds to
0.4 to 10 times the execution time of the unordered
summation.

We should mention that the solution based on en-
forcing execution order uses block-wide synchroniza-
tion barriers. This implies that atomics using the weakly
reproducible solution need to be invoked from uniform
control-flow regions. Every thread has to execute the
instruction FPatomicAdd, otherwise the behavior is un-
specified.

VII. CONCLUSION

Atomic operations are very helpful in data parallel
programming to enforce memory consistency. However
when dealing with floating point values, this concur-
rency can lead to high variability, even when input data
and execution parameters are identical. This behavior,
due to rounding errors combined with the lack of
control over execution order, is problematic as it causes
validation and debugging issues, as well as producing
hard-to-diagnose bugs in distributed environments.

In this article we propose two solutions to tackle this
problem, each one addressing one source of the prob-
lem. We have described a first solution that enforces an
execution order at block level thanks to new block syn-
chronization primitive. We have shown that this solution
is competitive in terms of performance (0.4-10 times)
with the traditional hardware-based solution which is
not reproducible. However, numerical reproducibility is
ensured only for similar execution parameters as this
solution depends on the number of threads per block
and is therefore considered weakly reproducible.

We have proposed another solution based on a
very long accumulator, which eliminates every rounding
error and makes floating-point addition associative. This
solution avoids the need to enforce an execution order
and provides strong numerical reproducibility. It pro-
vides a correctly-rounded result with optimal accuracy.
We have shown that this solution is between 1.3 and 21
times more expensive than the unordered solution. On
the other hand, this solution does not require hardware
support for floating-point atomic addition and can be
applied to any floating-point representation format.
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TABLE I.
DESCRIPTION OF NVIDIA GPU’ S OF DIFFERENT GENERATIONS .

GPU Arch. CUDA
Cap.

#MP/
GPC

#MP CUDA
Core
 /MP

Warp.
Scheduler

/MP

GPU
Clock
(Mhz)

Memory
Clock
(Mnz)

GTX 480 GF100 2.0 4 15 32 2 1401 1848

GTX 560 GF114 2.1 4 7 48 2 1620 2004

GTX 680 K10 3.0 3 8 192 4 1059 3004

728 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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cal and engineering systems closely integrated with their typ-
ically  networked  environment.  Modern  airplanes,  automo-
biles, or medical devices are practically networks of comput-
ers.  Sensors,  robots,  and  intelligent  devices  are  abundant.
Human life depends on them. Cyber-physical systems trans-
form how people interact  with the physical world just like
the Internet  transformed how people  interact  with one an-
other.
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Abstract—Cyberphysical systems, with their interdependence
between physical behaviour and digital control, need insights
from frequency domain control engineering, state space control
engineering and discrete formal systems theory for their proper
description. Neglecting any of these, results in descriptions that
omit essential details. Hybrid Event-B is a formalism that enables
all the relevant detail to be assimilated. A case study based on
yaw control for the KURT e-vehicle is used as a testbed to explore
the effective interaction between the various needed disciplines in
exploring a specific design issue, the formalisation of yaw control
discretization, using Hybrid Event-B.

I. INTRODUCTION

TODAY, the low cost, small size, low energy consumption
and wide availability of digital processors, together with

the ready availability of a wide variety of stadardised control
components, makes the embedding of computing components
and digital control into what was previously purely analogue
equipment, ubiquitous. This has now given rise to the bur-
geoning field of cyberphysical systems, in which computing
systems are intimately connected to equipment that acts in the
physical space. Increasingly, the impact of such systems is
safety critical, and in such cases, the techniques by which the
systems are developed demand scrutiny — at least in those
spheres where it is recognised that safety and dependability
(more precisely, their potential lack) merit certification pro-
cesses that have to be successfully passed before systems can
be deployed in the field. In reality, what is required to be
certified often lags well behind what is attempted and shown
to be feasible technically.

An essential element of many such certification processes
is a verifiable audit trail of mathematical models of the
system and of their relevant properties. Ideally, all models and
properties should be verifiably consistent with one another, and
demonstrably possess the properties needed for safe operation.
In the case of cyberphysical systems this ideal is challenging,
for the following reasons.

Traditionally, control design is done in the frequency
domain [1], [2], [3]. This readily yields the quantities needed
by the engineer, using a mixture of rigorous results and design
heuristics. Although the rigorous results often do not hold
with mathematical precision in reality (e.g. needed bandwidth
assumptions), the degree of inexactitude is not harmful in
practice. A major element of this approach is the use of
simulation to judge the suitability of a design, using tools like
Modelica [4].

Traditionally, computing systems, which proceed by dis-
crete steps, are modelled and analysed within a discrete state
space — there is no notion of frequency domain for an arbi-
trarily constructed discrete space. Since there is an enormous
variety in the aspects of behaviour that can be modelled by
the discrete steps of a computing system, correspondingly,
depending on what the elements of the state space represent,
we find an enormous variety of approaches to the formalisation
of computing systems [5].

Following on from this observation, traditionally, for-
malisms for computing systems (e.g. the many surveyed in [5])
do not engage with continuous mathematics at all. To address
this shortcoming in the context of cyberphysical systems, two
different approaches are seen. In the first, the formalism does
not engage with continuous mathematics, stays essentially
discrete, and incorporates facts concerning continuous aspects
of the modelled system as inputs or axioms. In the second,
special purpose formalisms are designed to include continuous
phenomena in suitable ways alongside the discrete ones.

More recently, a more rigorous approach to control has
emerged within ‘mathematical control theory’ [6], [7], [8], that
emphasises the state based approach to control. This perspec-
tive is able to relate more directly to the state based perspective
of computing formalisms in a way that the frequency domain
perspective (although equivalent to it via transform theory)
would struggle to do. Moreover, the rigour of the proofs in
mathematical control theory typically matches much better
with the style of argument in computing formalisms, both
being ultimately grounded in set theory. Then again, much of
the useful engineering information that is evident and easily
manipulated in the frequency domain, and is inferred smoothly
from simulation, can become greatly obscured in the state
based approach. Thus there is a conflict between the usual
approaches to the various disciplines that contribute to the
cyberphysical systems agenda.

In this paper we examine a case study that hosts an
encounter (we hesitate to say collision) between the various
approaches and issues mentioned. Although it is a simplified
case study, it is not a toy, in that it is drawn directly from
a genuine system, the KURT e-vehicle from Altreonic. We
specifically look at yaw control and its stability in KURT.
We embed the abridged development in the Hybrid Event-B
(HEB) formalism [9], [10], and focus on the formal description
and properties of the discretization step from a high level
continuous design to a lower level time triggered discrete one.
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Fig. 1. KURT simulation: Modelica yaw rate control configuration.

From a rigorous point of view, discretization steps intro-
duce copious amounts of low level detailed technical complex-
ity. In order to keep the account within reasonable bounds, we
do take some shortcuts in the development, commenting on
the pros and cons as we go.

The rest of this paper is as follows. In Section II we
overview KURT, and describe a Modelica simulation that was
used to validate a number of design parameters for yaw control.
In Section III we overview the HEB formalism, stressing the
aspects that are most important for us. Section IV reformulates
yaw control in HEB, and Section V examines the stability of
the model in a state space based way. Section VI discusses
the issues raised by going from a continuous to a discretized
formulation in a formal manner. Section VII concludes.

II. YAW CONTROL IN THE KURT E-VEHICLE

The KURT e-Vehicle is an innovative vehicle concept
based on a modular, scalable and fault tolerant architecture.
The propulsion system of KURT utilises four independently
controlled in-wheel motors and employs a differential steering
technique combined with a drive-by-wire architecture. In its
simplest form such a steering technique entails steering the
vehicle by creating a difference in linear velocity between the
left and right side of the vehicle. Such approaches are often
utilised in unmanned robotic platforms as well as heavy earth
moving machinery. In the absence of a mechanical steering
mechanism, such as articulated steering, these vehicles are
often referred to as skid-steer vehicles. The advantages of
utilising a 4-wheel drive differential steered concept includes
minimising the mechanical complexity of the steering mecha-
nism as well as increased manoeuvrability. However, reducing
mechanical complexity demands a more intelligent propulsion
control system which in turn will be deployed on an embedded
target platform. The employed steering control strategy will
therefore do well by minimising implementation complexity
specifically with regards to aspects such as required processing
power and number of sensors. To this end a control strategy
has been devised for the KURT e-Vehicle whereby the effective
yaw rate of the vehicle is utilised as the control parameter.

According to the kinematic relations [11] of a differential
steered vehicle, yaw rate is related to linear velocity and instan-

Fig. 2. KURT simulation: left, vehicle linear velocity (m/s) vs. simulation
Time (s); right, vehicle turning radius (m) vs. simulation time (s).

Fig. 3. KURT simulation: left, vehicle trajectory in Y vs. X axis (m); right,
vehicle yaw rate response (rad/s) vs. simulation time (s).

taneous turning radius, and can be relatively easily measured
with inexpensive MEMS based sensors. The added benefit
of yaw rate control is related to safety, more specifically,
with regards to maintaining stability of the combined vehicle
and driver centre of gravity (COG) when executing turning
manoeuvres. In a drive-by-wire, and specifically a steer-by-
wire system, there is not necessarily provision for a feedback
mechanism which serves to cause the driver to limit the turning
radius when executing a turn in accordance with the linear
velocity of the vehicle. Simply put, if a turn is taken too sharply
at too high speed the vehicle can topple over. Therefore, by
controlling the yaw rate of the vehicle when executing a
turn, the effective turning radius can be controlled. This in
turn permits preventing the centrifugal force component from
getting large enough to cause the vehicle to overturn.

A basic propulsion and steering control strategy is as
follows: the throttle command issued by the user is interpreted
as a thrust request which is translated into a torque command
and is applied equally to all four wheels; a steering command
issued by the user is translated into a yaw rate request which
serves as the set point to a closed loop PID controller. The
output of the PID controller is added to the torque command
of the wheels on one side and subtracted on the opposite side.
The side to which it is added or subtracted depends on whether
the steering request is to the left or to the right. When steering
to the left the output of the PID controller will be subtracted
from the torque command of the wheels on the left and added
to the torque commands of the wheels on the right. When
steering to the right the situation will be reversed.

In order to simulate the proposed control strategy, a dy-
namic model of a skid-steer vehicle was created in Modelica
[4]. For the purposes of this investigation, the model does
not include complex tyre and surface interactions, but rather
models the wheels as point masses, on which the propulsion,
rolling resistance and friction forces act.1 The vehicle is
represented with a simple H-shaped geometry with a single
point mass located equidistant from the rear and front wheel

1Tyre and surface interactions result in friction forces (and are even
necessary to control the vehicle properly).
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representing the combined vehicle and payload mass. It is also
the yaw rate of this mass that is measured and utilised in the
steering control loop. The PID steering controller was designed
by applying the Cohen-Coon tuning method [12], [13], [14].
A typical yaw control simulation setup is depicted in Fig. 1.

The kurt_chassis1 component from Fig. 1 resembles the
dynamic model of the skid-steer vehicle. The model receives
four inputs namely the thrust applied to the left rear and front
wheel masses as well the thrust applied to the right rear and
front wheel masses. The model provides three outputs of which
the yaw rate is of primary concern. The step input source
element step2 simulates a thrust request issued by the user.
The steering PID controller is implemented by pID1 of which
the output is subtracted from the output of step2 by add1 and
added to the output of step2 by add2. The output of add1 is
applied equally to the left wheel masses whereas the output of
add2 is applied equally to the right wheel masses. The purpose
of step1 is to simulate a steering request issued by the user in
the form of a yaw rate request. The output of step1 serves as
the set point to the closed loop controller with the yaw rate
output of the kurt_chassis1 being the measured variable. The
simulation setup therefore represents a steering request to turn
left. The simulation sequence commences by issuing a constant
thrust request (thr = 15N) for a duration of 4 seconds during
which no steering request is present (yrr = 0rad/s). At t = 4
seconds the thrust command is removed (thr= 0N) and at t = 5
seconds a constant steering request is issued (yrr = 0.3rad/s).
The simulation continues to run until t = 40 seconds.

The vehicle is therefore expected to accelerate from t = 0 to
t = 4 seconds after which it will decelerate. From t = 5 seconds
onwards the vehicle is expected to turn to the left. According
to the kinematic relations the turning radius of the vehicle
is expected to decrease proportionally to the linear velocity
provided that the yaw rate is held constant. Figs. 2 and 3
depict the results obtained from the simulation run. The RHS
of Fig. 3 shows the step response of the measured yaw rate.
From the results it is seen that the controller is sufficiently
capable of maintaining a constant yaw rate with acceptable
overshoot (4%) and settling time (0.1 seconds). From Fig. 2
it is seen that the turning radius decreases in proportion to
the linear velocity in accordance with the kinematic relations.
Fig. 3 also shows the trajectory of the four wheel masses. The
trajectory indicates the vehicle follows a spiral path as the
linear velocity and the turning radius decreases. Correlating
the trajectory with the turning radius it is observed that the rear
wheels progressively digress from the trajectory of the front
wheels as the turning radius decreases. From t = 32 seconds
onwards the vehicle starts to rotate around its own centre of
mass resulting in near zero turning radius.

III. AN OUTLINE OF HYBRID EVENT-B

In this section we outline HEB, relating it to the more
familiar Event-B [15]. The bulk of the material refers to a
single machine. However, our models involve three machines:
for the user, for KURT’s behaviour, and for the control system,
so we include what we need for multiple machines below.

A. Single Hybrid Event-B Machines

In Fig. 4 we see a schematic HEB machine. It starts with
declarations of time and of a clock. Time is a first class citizen

in that all variables are functions of time (which is read-only),
explicitly or implicitly. Clocks are assumed to increase like
time, but may be set during mode events. Variables are of two
kinds. There are mode variables (like u) which take their values
in discrete sets and change their values via discontinuous
assignment in mode events. There are also pliant variables
(such as x,y), declared in the PLIANT clause, which typically
take their values in topologically dense sets (normally R) and
which are allowed to change continuously, such change being
specified via pliant events.

Next are the invariants. These resemble invariants in dis-
crete Event-B, in that the types of the variables are asserted
to be the sets from which the variables’ values at any given
moment of time are drawn. More complex invariants are
similarly predicates that are required to hold at all moments
of time during a run.

Then, the events. The INITIALISATION has a guard that
synchronises time with the start of any run, while all other
variables are assigned their initial values as usual.

Mode events are analogues of events in discrete Event-
B. They can assign all machine variables (except time). The
schematic MoEv of Fig. 4, has parameters i?, l,o!, (input, local,
and an output), and a guard grd. It also has the after-value
assignment specified by the before-after predicate BApred,
which can specify the after-values of all variables (except time,
inputs and locals).

Pliant events are new to HEB. They specify the continuous
evolution of the pliant variables over an interval of time. Fig. 4
has a schematic pliant event PliEv. There are two guards:
iv, for specifying enabling conditions on the pliant variables,
clocks, and time; and grd, for specifying enabling conditions
on the mode variables.

The body of a pliant event contains three parameters
i?, l,o!, (again, input, local, and output) which are functions
of time, defined over the duration of the pliant event. The
behaviour of the event is defined by the COMPLY and SOLVE
clauses. The SOLVE clause contains direct assignments, e.g. of
y and output o! (to time dependent functions); and differential
equations, e.g. specifying x via an ODE (with D as the time
derivative).

The COMPLY clause can be used to express any additional
constraints that are required to hold during the pliant event
via the before-during-and-after predicate BDApred. Typically,
constraints on the permitted ranges of the pliant variables,
can be placed here. The COMPLY clause can also be used
to specify properties at an abstract level, e.g. stating safety
properties for the event without going into detail.

Briefly, the semantics of a HEB machine consists of a set
of system traces, each of which is a collection of functions of
time, expressing the value of each machine variable over the
duration of a system run.

Time is modeled as an interval T of the reals. A run starts
at some initial moment of time, t0 say, and lasts either for a
finite time, or indefinitely. The duration of the run, T , breaks
up into a succession of left-closed right-open subintervals:
T = [t0 . . . t1), [t1 . . . t2), [t2 . . . t3), . . .. Mode events (with their
discontinuous updates) take place at the isolated times cor-
responding to the common endpoints of these subintervals ti,
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MACHINE HyEvBMch
TIME t
CLOCK clk
PLIANT x,y
VARIABLES u
INVARIANTS

x,y,u ∈ R,R,N
EVENTS

INITIALISATION
STATUS ordinary
WHEN

t = 0
THEN

clk,x,y,u := 1,x0,y0,u0

END
. . . . . .

. . . . . .
MoEv

STATUS ordinary
ANY i?, l,o!
WHERE

grd(x,y,u, i?, l, t,clk)
THEN

x,y,u,clk,o! : |
BApred(x,y,u, i?, l,o!,
t,clk,x′,y′,u′,clk′)

END
. . . . . .

. . . . . .
PliEv

STATUS pliant
INIT iv(x,y, t,clk)
WHERE grd(u)
ANY i?, l,o!
COMPLY

BDApred(x,y,u,
i?, l,o!, t,clk)

SOLVE
D x =

φ(x,y,u, i?, l,o!, t,clk)
y,o! :=

E(x,u, i?, l, t,clk)
END

END

Fig. 4. A schematic Hybrid Event-B machine.

and in between, the mode variables are constant, and the pliant
events stipulate continuous change in the pliant variables.

We insist that on every subinterval [ti . . . ti+1) the behaviour
is governed by a well posed initial value problem Dxs =
φ(xs . . .) (where xs is a relevant tuple of pliant variables).
Within this interval, we seek the earliest time ti+1 at which
a mode event becomes enabled, and this time becomes the
preemption point beyond which the solution to the ODE
system is abandoned, and the next solution is sought after the
completion of the mode event.

In this manner, assuming that the INITIALISATION event
has achieved a suitable initial assignment to variables, a system
run is well formed, and thus belongs to the semantics of the
machine, provided that at runtime:

(1) Every enabled mode event is feasible, i.e. has an after-
state, and on its completion enables a pliant event (but
does not enable any mode event).2

(2) Every enabled pliant event is feasible, i.e. has a time-
indexed family of after-states, and EITHER:

(i) During the run of the pliant event a mode event be-
comes enabled. It preempts the pliant event, defining
its end. ORELSE

(ii) During the run of the pliant event it becomes infea-
sible: finite termination. ORELSE

(iii) The pliant event continues indefinitely: nontermina-
tion.

Thus, in a well formed run mode events alternate with pliant
events. The last event (if there is one) is a pliant event (whose
duration may be finite or infinite). In reality, there are several
semantic issues that we have glossed over in the framework
just sketched. We refer to [9] for a more detailed presentation
(and to [10] for the extension to multiple machines). The
presentation just given is quite close to the modern formulation
of hybrid systems. See e.g. [16], [17] — or [18] to get a
perspective stretching further back.

If, from Fig. 4, we erase time, clocks, pliant variables and
pliant events, we arrive at a skeleton (conventional) Event-B

2If a mode event has an input, the semantics assumes that its value only
arrives at a time strictly later than the previous mode event, ensuring part of
(2) automatically.

machine. This simple erasure process illustrates (in reverse)
the way that HEB has been designed as a clean extension of
the original Event-B framework. The only difference of note
is that, now —at least according to the (conventional) way
that Event-B is interpreted in the physical world— (the mode)
events (left behind by the erasure) execute lazily, i.e. not at the
instant they become enabled (which is, of course, the moment
of execution of the previous event).

B. Multiple Hybrid Event-B Machines

The principal objective in modelling complex systems in
the B-Method is to start with small simple descriptions and
to refine to richer, more detailed ones. This means that, at
the highest levels of abstraction, the modelling must abstract
away from concurrency. By contrast, at lower levels of ab-
straction, the events describing detailed individual behaviours
of components become visible. In a purely discrete event
framework, like conventional Event-B, there can be some
leeway in deciding whether to hold all these low level events
in a single machine or in multiple machines — because all
events execute instantaneously, isolated from one another in
time (in the usual interpretation).

In HEB the issue is more pressing. Because of the in-
clusion of continuous behaviour, all components are always
executing some event. Thus an integrated representation risks
hitting the combinatorial explosion of needing to represent
each possible combination of concurrent activities within a
separate event, and so there is a much stronger incentive to put
each (relatively) independent component into its own machine,
synchronised appropriately. Put another way, there is a very
strong incentive to not abstract away from concurrency.

The same impulse is reinforced when we wish to construct
systems out of components, e.g. a plant and a controller. There,
it is also convenient to conceive the pieces separately and
combine them appropriatelty. The key concept in achieving
this is the INTERFACE. This is a syntactic contruct (adapted
from the idea in [19]) that includes the declarations of a set
of variables, the invariants that involve them, and also their
initialisations. A community of machines may have access
to the variables declared in an interface if each machine
CONNECTS to the interface. All events in the machines must
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PROJECT Kurt_Prj
INTERACES

YawCtrl_IF
MACHINES

KurtUser_Mch
Kurt_Mch

YawCtrl_Mch
END

INTERFACE YawCtrl_IF
SEES Kurt_Ctx
TIME t
PLIANT

yrr,yrm,stc,
yreP,yreI,yreD,
thr, tal, tar

INVARIANTS
yrr,yrm,stc ∈ R,R,R
yreD,yreP,yreI ∈ R,R,R
thr, tal, tar ∈ R,R,R

INITIALISATION
WHEN

t = 0
THEN

yrr,yrm,stc := 0,0,0
yreP,yreI,yreD := 0,0,0
thr, tal, tar := 0,0,0

END
END

CONTEXT Kurt_Ctx
. . . . . .

AXIOMS
. . . . . .

END

MACHINE KurtUser_Mch
CONNECTS YawCtrl_IF
EVENTS

SteerKurt
STATUS pliant
BEGIN

thr(t) := Θ(4− t)
yrr(t) := Θ(t −5)

END
END

MACHINE Kurt_Mch
CONNECTS YawCtrl_IF
EVENTS

KurtBehaves
STATUS pliant
SOLVE
D yrm(t) := CKstc(t)

END
END

MACHINE YawCtrl_Mch
CONNECTS YawCtrl_IF
EVENTS

YawControl
STATUS pliant
SOLVE

yreP(t) := yrr(t)−yrm(t)
yreD(t) := D yreP(t)
D yreI(t) := yreP(t)
stc(t) :=

KP[yreP(t)+yreI(t)/TI +TD yreD(t)]
tal(t) := thr(t)− stc(t)
tar(t) := thr(t)+ stc(t)

END
END

Fig. 5. A Hybrid Event-B system for yaw control.

preserve all of the invariants in the interface, of course. An
important point is that all invariants involving the interface’s
variables must be in the interface.

Multi-machine HEB systems need more than what we have
just described, namely (at least) synchronisation and instanti-
ation mechanisms. These, and other issues, are discussed in
[10]. What we have mentioned will suffice for this paper.

IV. A HYBRID EVENT-B MODEL OF YAW CONTROL

In this section we take the model discussed in Section II
and re-express it as a Hybrid Event-B PROJECT. The project
itself appears in Fig. 5, where its overall structure is defined in
the PROJECT Kurt_Prj file. This indicates the pieces that the
system is constructed from. These consist of the INTERFACE
YawCtrl_IF and the MACHINEs KurtUser_Mch, Kurt_Mch
and YawCtrl_Mch.

The interface SEES the CONTEXT Kurt_Ctx which con-
tains the definitions of all the constants and static mathematics
that the project will need, and more importantly, it is also the
home of any AXIOMS (concerning these static elements) that
we may rely on for verification. The interface then names the
(pliant) variables shared by the machines that connect to it, lists
their invariants, and defines their intialisations. Table 1 lists the
variables, and describes how they relate to the elements of the
KURT simulation model in Fig. 1.

The three machines KurtUser_Mch, Kurt_Mch and
YawCtrl_Mch are formal definitions of the three actors in the
dynamics.

The KurtUser_Mch machine describes the behaviour of
the user who drives KURT. The machine CONNECTS to the
YawCtrl_IF interface, to access needed variables, and it has
a single pliant event SteerKurt. This applies a constant thrust
from time 0 to time 4 thr(t) := Θ(4− t), and a constant yaw
request from time 5 onwards yrr(t) := Θ(t−5), where Θ is the
Heaviside step function. This is consistent with the description
in Section II.

Machine Kurt_Mch describes the intrinsic behaviour of the
KURT e-vehicle. It also CONNECTS to YawCtrl_IF. In this
simple model it is assumed that KURT will emit a measured
yaw rate yrm whose derivative is proportional to the difference
of the thrusts applied to left and right wheel sets tar(t)−tal(t),
and which is thus (via a positive constant CK) proportional to
the differential thrust stc(t) (see Fig. 1):

d

dt
yrm(t) = CK stc(t) (3)

Machine Kurt_Mch expresses this in HEB notation.

Machine YawCtrl_Mch describes the controller that turns
the user’s steering commands into thrust commands to KURT’s
wheels. Of course it CONNECTS to YawCtrl_IF. At its heart
is the PID controller in Fig. 1 which calculates the differential
steering thrust command stc(t) from the value, integral and
derivative of the yaw rate error yer(t):

stc(t) = KP

[
yre(t)+

1

TI

Z t

0
yre(s)ds+TD

d

dt
yre(t)

]
(4)

The formalism of HEB does not permit us to write this directly
since (aside from implicit constraints in the COMPLY clause),
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it allows direct assignment and differential equations only,
in the SOLVE clause. The formulation in the YawCtrl_Mch
machine unwinds (4) into an acceptable form. Thus, separate
variables are introduced for the proportional, integral and
derivative of yre(t): yreP(t),yreI(t),yreD(t) (variable yre(t)
itself is not an element of the Kurt project). On this basis,
equation (4) turns into the following lines of the SOLVE clause
of the YawControl pliant event:

yreP(t) := yrr(t)− yrm(t) (5)

yreD(t) := DyreP(t) (6)

DyreI(t) := yreP(t) (7)

stc(t) := KP[yreP(t)+ yreI(t)/TI +TD yreD(t)] (8)

The remaining assignments in the SOLVE clause of the
YawControl event, quite faithfully mirror the relevant functions
and connections of the yaw control model in Fig. 1, when the
interpretation is mediated via the information in Table 1.

V. FORMAL PROPERTIES OF YAW CONTROL

Some properties can be easily checked from the text of
Fig. 5. For instance, each of the variables of the YawCtrl_IF
interface appears exactly once in the left hand side of any of the
assignments or ODEs in any of the pliant events in the project.
Since all these pliant events run concurrently, this property is
a prerequisite for consistency.

The next obvious thing is the observation that all of the
assignments and equations of the Kurt project are linear. This
means that an analytic solution to the system’s behaviour is
within reach, which we examine now.

A. Stability Analysis of the Simulation

Given that there are step functions in the system inputs thr
and yrr at t = 4 and t = 5, the behaviour splits naturally into
three intervals: [0 . . .4), [4 . . .5), [5 . . .∞).

During [0 . . .4) the vehicle accelerates from 0: thus thr =
15 = tal = tar, and all other variables remain at 0. During
[4 . . .5), the thrust is switched off thr = 0 = tal = tar. So all
variable values are 0. (In the simulation of Section II the

Table 1: Variables Used in the Yaw Control Models

Variable Meaning

yrr Yaw Rate Request (output of step1)

yrm Yaw Rate Measured (output of Kurt)
yre Yaw Rate Error, i.e. yre = yrr− yrm

(output of feedback2)
yreD Time Derivative of Yaw Rate Error

(derivative of output of feedback2)
yreP Proportional Steering Yaw Rate Error,

i.e. yreP = yre (output of feedback2)
yreI Time Integral of Yaw Rate Error

(integral of output of feedback2)

stc (Differential) Steering Thrust Command
(output of pID1)

thr Thrust Request (output of step2)

tal Thrust Applied Left (output of add1)
tar Thrust Applied Right (output of add2)

vehicle begins to slow, although this depends on frictional
forces not included in our formal model.)

Turning starts at t = 5, and we must solve the system
of equations in the Kurt project. The KurtBehaves event in
the KurtMch machine implies that yrm(t) is the time integral
of CKstc(t) up to a constant of integration LP. This can be
substituted into the right hand side of (5) which then yields
yreP(t). Differentiating this, in turn yields yreD(t) via (6).
Integrating it instead, yields yreI(t) via (7), up to another
constant of integration LI . Substituting these relationships into
(8) yields the integral equation:

stc(t) = KP(0.3−LP)−CKKP

Z t

5
stc(s)ds

+
KP

TI

[
(0.3−LP)(t − 5)−LI −CK

Z t

5

Z s

5
stc(u)duds

]

−CKKPTD stc(t) (9)

Differentiating this twice yields the homogeneous ODE:
(

TD +
1

CKKP

)
d2

dt2
stc(t)+

d

dt
stc(t)+

1

TI

stc(t) = 0 (10)

The only solutions of (10) are exponential. Putting in the ansatz
stc(t) = Reλt and integrating twice yields candidates for the
integral terms in the RHS of (9). Since (9) must be an identity,
equating coefficients of eλt and of the linear terms allows LP,
LI and R to be determined from initial conditions. And with
stc(t) determined, we can easily calculate the behaviour of all
the other system variables if we wish.

For mechanical stability, we need the real part of either
value of λ to be negative. This yields two constraints on the
family of constants in the Kurt system, each being of the
form expr > 0. However, up to positive constant factors and an
additional factor of TI , one expr is the reciprocal of the other.
Therefore, the two cannot be consistent unless TI > 0, whence
we get:

TI > 0 and TD +
1

CKKP

> 0 (11)

We can add these as AXIOMS to the context Kurt_Cxt:

AXIOMS

TI > 0

TD + 1/(CK KP)> 0

With axioms like these included in the project, new invariants
become provable. Specifically, because yreP(t) in [5 . . .∞) is
bounded by a negative exponential displaced by a constant, its
maximum is finite, so that we can add:

INVARIANTS

yreP(t)≤ yrePMAX

to the interface YawCtrl_IF , where yrePMAX can be calculated
explicitly.

B. More General Stability Analysis

The above analysis accurately reflected —though from a
formal vantage point— the kind of evaluation that can be
achieved by a simulation based approach, such as we had
in Section II. In this section, we extend the formal analysis
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to the case of a more arbitrary yaw rate request input yrr(t),
provided it stays within specified bounds. We illustrate thereby
the greater reach of a more symbolically based approach, in
cases where the calculational challenges remain tractable.

With a relatively arbitrary yrr(t), we can redo the derivation
of the previous section. We arrive at an analogue of (10) in
which the LHS is as before and the RHS is modified:

. . . =
1

CK

(
TD

d3

dt3
yrr(t)+

d2

dt2
yrr(t)+

1

TI

d

dt
yrr(t)

)

≡ inh(t) (12)

We see that the inhomogeneous term inh(t) depends solely on
the derivatives of yrr(t).

Introducing the vector stc(t) = [stcP(t) stcD(t) ]T where
stcP(t)≡ stc(t) and stcD(t) is the time derivative of stcP(t),
we can write the second order ODE (12) as a first order system:

d

dt
stc(t) = A stc(t)+b(t) (13)

where:

A =

[
0 1

−H/TI −H

]
and b(t) =

[
0

H inh(t)

]
(14)

and H =CKKP/(1+CKKPTD), (the latter being the reciprocal
of the constant appearing in (11)).

The form of (13) is standard (see, e.g. [20], [21], [22]
and many other places), so the system can be integrated by
applying a routine procedure. For t ≥ 5 we have:

stc(t) = eA(t−5) stc(5)+

Z t

5
eA(t−s) b(s)ds (15)

Since b(t) consists solely of derivatives of yrr(t), we
can integrate by parts repeatedly. To do so we introduce the
notation yrr(t) = [0 yrr(t) ]T, and we observe that:

Z t

5
eA(t−s) dk

dsk
yrr(s)ds =

[
eA(t−s)∑

k−1

j=0
Ak− j−1 d j

ds j
yrr(s)

]t

5

+Ak

Z t

5
eA(t−s) yrr(s)ds (16)

So as not to have to deal with a large collection of boundary
terms coming from (16), we now hypothesise a turning episode
in which yrr(t) starts at zero (for t = 5), smoothly increases and
then smoothly decreases back to zero (for t > 9 say). Dropping
the boundary terms, we get, in the t > 9 region:

stc(t) = eA(t−5) stc(5) +

1

CK

(
1

TI

A+A2 +TD A3

)
Z t

5
eA(t−s) yrr(s)ds (17)

A result like (17) allows us to estimate in a symbolic man-
ner the steering thrust command required for turning episodes
corresponding to yrr(t)’s that behave in ways characterised
by some generic pattern. For example we may be able to
confirm that for the class of turning episodes considered,

the magnitude of the steering command will not breach the
physical boundaries engineered into the system.3

If this strategy is pursued, then the properties assumed
for yrr(t) can be introduced axiomatically in the interface
YawCtrl_IF. Technically, constants would be introduced in
YawCtrl_IF, e.g. a constant YRR naming a function of time,
which would be endowed with the properties required to be
assumed for yrr(t), expressed via axioms. Then the behaviour
of yrr(t) would be set equal to YRR in machine KurtUser_Mch.

The properties concerning yrr(t) derivable from this basis
could be dealt with in various ways. For persistent properties,
the most natural approach would be to recast them as invariants
of the system. Properties not of this kind cold be expressed as
THEOREMS in the syntax. Both kinds would then need to be
proved.

C. On Mechanical Verification

The previous two sections gave examples of what could be
addressed within a formal development framework capable of
treating continuous behaviour as first class citizen. But writing
a desirable property is one thing, and mechanically discharging
a proof of it is another. While proper mechanical support for
HEB is, as yet, an aspiration, achieving the power to do the
kind of mathematics indicated in a reasonable time would
require the import of the capabilities of existing tools like
Mathematica [23]. Such an approach is entirely practical, and
would provide a good level of additional assurance, beyond
what can be achieved by explorations of system behaviour via
simulation.

For applications requiring an even higher level of assur-
ance, the user would have to program the rules and tactics
for the relevant portion of mathematics directly, so that the
details of the derivation could be exposed to scrutiny, in con-
trast to tools like Mathematica, where the internal reasoning
algorithms are commercial secrets. The capability to approach
the verification task in both ways is part of the planned tool
support for HEB.

VI. DISCRETIZING HYBRID EVENT-B YAW CONTROL

A major issue in turning a conceptual design into a reality
in today’s engineering environment, is going from the original
continuous control model to a discretized control model. This
is because, with today’s components, analogue control is
prohibitively expensive when compared to its discrete counter-
part. (There are, of course, many other reasons for preferring
discrete control which are well known, such as the flexibility
of software, and the lack of drift in digital components.)

In some approaches, the design is initiated directly in the
discrete sphere, bypassing the continuous world altogether.
However, that forces the problem of deciding the sampling
frequency, to be confronted immediately. The advantage of
starting in the continuous world is that this issue is postponed
in favour of engagement with the primary design challenges,
which are most clearly viewed in the continuous world. This
is what we do here, starting with the continuous model, and
then contemplating the discretized version.

3A more realistic simulation of KURT than shown in Section II includes
limiters to do just that.
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PROJECT KurtD_Prj
REFINES –??– Kurt_Prj
INTERACES

YawCtrlD_IF
MACHINES

KurtUserD_Mch

KurtD_Mch
YawCtrlD_Mch

END

INTERFACE YawCtrlD_IF
REFINES –??– YawCtrl_IF
SEES KurtD_Ctx
TIME t
PLIANT

yrrD,yrmD,
stcD,stc

pr
D ,

yrePD,yreP
pr
D ,

yreID,yreDD,
thrD, talD, tarD

INVARIANTS
yrrD,yrmD ∈ R,R
stcD,stc

pr
D ∈ R,R

yrePD,yreP
pr
D ∈ R,R

yreID,yreDD ∈ R,R
thrD, talD, tarD ∈ R,R,R
thrD = thr
yrrD = yrr

|yrmD −yrm|< Byrm

|stcD − stc|< Bstc

|stcpr
D − stc|< Bstc

|yrePD −yreP|< ByreP

|yreP
pr
D −yreP|< ByreP

|yreID −yreI|< ByreI

|yreDD −yreD| < ByreD

|talD − tal|< Btal

|tarD − tar|< Btar

. . . . . .

. . . . . .
INITIALISATION

WHEN
t = 0

THEN
yrrD,yrmD := 0,0
stcD,stc

pr
D := 0,0

yrePD,yreP
pr
D := 0,0

yreID,yreDD := 0,0
thrD, talD, tarD := 0,0,0

END
END

CONTEXT KurtD_Ctx
EXTENDS Kurt_Ctx
. . . . . .

AXIOMS
N T = 1
. . . . . .

END

MACHINE KurtUserD_Mch
REFINES KurtUser_Mch
CONNECTS YawCtrlD_IF
EVENTS

SteerKurt
REFINES SteerKurt
STATUS pliant
BEGIN

thrD(t) := Θ(4− t)
yrrD(t) := Θ(t −5)

END
END

MACHINE KurtD_Mch
REFINES –??– Kurt_Mch
CONNECTS YawCtrlD_IF
EVENTS

KurtBehavesPli
REFINES KurtBehaves

STATUS pliant
COMPLY skip

END
KurtBehavesMo

STATUS ordinary
WHEN (∃n ∈ N• t = nT )
THEN

yrmD := yrmD +CKT stcD

END
END

MACHINE YawCtrlD_Mch
REFINES –??– YawCtrl_Mch
CONNECTS YawCtrlD_IF
EVENTS

YawControlPli
REFINES YawControl
STATUS pliant
COMPLY skip

END
YawControlMo

STATUS ordinary
WHEN (∃n ∈ N• t = nT )
THEN

yrePD := yrrD −yrmD

yreP
pr
D := yrePD

yreID := yreID +TyrePD

yreDD := (yrePD −yreP
pr
D )/T

stcD := “KP[yrePD+yreID/TI +TD yreDD]”
stc

pr
D := stcD

talD := thrD − stcD

tarD := thrD + stcD

END
END

Fig. 6. A discretized Hybrid Event-B system for yaw control.

A. Continuous and Discretized Systems

From a formal development standpoint, the most desirable
relationship between a system model and its more idealised
predecessor, is a refinement. Typically, a refinement enriches
a more idealised model with detail taking it ‘closer to imple-
mentation’. The enriched model is proved consistent with its
predecessor (normally, via a formal simulation relation). Done
properly, a refinement has the potential to preserve valuable
properties established earlier, in the new model. Unfortunately,
in the context of the discretization issue, this strategy, applied
naively, fails. The reasons are as follows.

A continuous description of a system contains an ‘infinite’
amount of information: i.e. the values of all system variables
over a continuum of times. Any implementable sampling
method will unavoidably ‘forget’ all but a tiny fraction of this
information, i.e. all but the sampled values themselves. If the
system response to the environment depends on the informa-
tion it has about the system’s behaviour, it is more or less
inevitable that, in principle, the quality of a sampled system’s
response will be inferior compared with the continuous case.
Thus the discretization process is not an enrichment of the

continuous model but an impoverishment, and refinement, as a
technique, struggles to cope with it, since the impoverishment
degrades the information available for the consistency proof
rather than enhancing it.

Still, the news is not all bad. Typically, the interaction
between the system and the environment/plant is two way
(closed loop). If, overall, both the continuous and discrete
versions of the combined system are stable (with suitable
choices of parameters etc.), then a reaction in the discretized
system that is in some way undesirably increased compared
to what it would be in the continuous system under similar
circumstances, can be compensated for by the environment of
the discretized system, which can increase suitably its input
to the system to steer overall behaviour towards the desired
regime. Doing this successfully depends on a number of things:
good understanding of both system and environment; the
deviations spoken of being moderate in magnitude; the overall
system (in both the continuous and discrete versions) being
stable; suitable choices of parameters being made.4 See [16]

4Suitable parameter choice is heavily dependent on insight from the
frequency domain. We return to this point below.
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for a relevant technical discussion. However, if the interaction
between the system and the environment is one way (open
loop), it is much easier to see less acceptable devations.

B. The Discretized Model

In Fig. 6 there is a discretized version of the previous
continuous yaw control model. Each syntactic construct is
replaced by its discretized counterpart; e.g. Kurt_Prj is re-
placed by KurtD_Prj which REFINES –??– it. The question
marks qualifying the REFINES claim refer to a certain level of
ignorance concerning the precision of the relationship between
the continuous and discretized versions that we must endure,
and that affects many components of the two models. We
discuss this point in detail in Section VI-D.

In this exercise, for simplicity, we keep all the model
constants (such as CK ,KP etc.) the same.5 In addition, there is
a further constant T , which represents the sampling period. For
simplicity, T is axiomatized to be 1/N’th of a unit of time, so
that the external stimuli to the system can remain the same as
in the continuous model (and both, moreover, are open loop).

Variables varD are the discretized counterparts of their
earlier predecessors var, sampled and updated every T time
units. Now, the semantics of Hybrid Event-B imposes a specific
interpretation on the assignments that occur in mode events,
e.g. varD := expr(varD). When such an assignment is executed
at a time kT say, the LHS of the assignment denotes the
new value varD(kT ), which we write as varD,k. However,
the RHS is evaluated using the limiting value of varD just
before kT . If we assume that varD does not change during
any sampling interval, then the RHS is in fact expr(varD,k−1),
so the assignment implements the difference equation varD,k =
expr(varD,k−1). We return to this point below.

In order to implement simple approximations to derivatives
and integrals (done via backward differences and accumulated
sums, respectively), preceding values of some variables need to
be recorded: var

pr
D . (As with the model constants, the literature

contains many approaches that tackle these issues in more
sophisticated ways; see e.g. [24], [25], [26].)

We discuss the machines, one by one. The simplest
is KurtUserD_Mch. This genuinely REFINES the earlier
KurtUser_Mch machine in a manner which is easy to see.
Namely, the original and discretized variables thr and yrr
vs. thrD and yrrD have identical behaviours in the sole (pliant)
event of the two machines SteerKurt. This is formalised via
the equalities thrD = thr and yrrD = yrr in the invariants of
the interface.

Next we have KurtD_Mch. This has both a pliant event
KurtBehavesPli and a mode event KurtBehavesMo. The pliant
event (continuously) skips. This models the zero order hold
that characterises a simple sampling scheme. The pliant event
REFINES –??– the KurtBehaves event of Kurt_Mch. The mode
event models the periodic updates to yrmD at the sampling
times, obtained by replacing the differential equation of the
KurtBehaves event with a discretized approximation of the
corresponding integral equation via yrmD := yrmD+CKT stcD.
This is to be interpreted as discussed above, which means that

5In many discretization approaches, model constants are adjusted, in order
to better approximate the continuous model.

the assignment represents the difference equation yrmD,k =
yrmD,k−1 +CKT stcD,k−1.

Then we have YawCtrlD_Mch. The conventions al-
ready described hold here too. Thus there is a pliant
event YawControlPli that skips while it REFINES –??–
the YawControl event of YawCtrl_Mch, and a mode event
YawControlMo that models the periodic updates to the
discretized counterparts of all the variables modified by
YawControl. At this point a subtlety needs to be pointed out.

In a pliant event, there is no difference between the
(parallel) direct assignments x,y := y,z and x,y := z,z because
of the equality semantics of direct (instantaneous) assignment.
However, when the two assignments are naively discretized,
they turn into xD,yD := yD,zD and xD,yD := zD,zD respectively,
which are to be interpreted as we discussed above. The first
of these corresponds to the difference equation xD,k,yD,k =
zD,k−2,zD,k−1, because the LHS and RHS of such assignments
refer to values one sampling period apart, as noted above.
Thus a chain of n dependent equalities in a pliant event
—which in the pliant event relate values at the same time
point— can generate an n’th order difference equation upon
discretization. This can have detrimental effects on the quality
of the approximation and on its stability due to the use of
older and older values — as is discussed extensively within
numerical analysis, e.g. [27], [28].

In order to minimise the impact of this, we can back
substitute to make use of values that are as fresh as possible.6

Note that every different choice of scheme for doing the
back substitutions results in a discretization scheme that is
correspondingly different, amounting to a different design
decision regarding what discretization means.

We can go further, designing the difference equations that
we wish to use for the discretization a priori, and indepen-
dently of the ‘obvious’ discretizations of the continuous model,
and then work back to derive the discrete assignments that
would implement them.

In the context of these remarks, the main impact on the
YawCtrlD_Mch machine is to alter the detailed expressions
that occur on the RHS of the assignments of the mode event.
The assignment that is of most interest is the assignment for
stcD, where the feedback from the control strategy is most felt.
Its RHS is enclosed in heavy quotes to allude to this.

C. Discretized Stability Analysis

Let k ∈ N index the number of 1/N’ths of a time unit
elapsed since t = 5. We address the discretization of stcD in
more detail. In the light of all the possibilities just discussed,
we proceed as follows.

Looking at the assignments for yrmD and yrePD that
appear in Fig. 6 and dropping the inhomogeneous terms, it
is not difficult to derive the difference equation yrePk+1 =
−CKT ∑k

r=0 stcD,r. Deriving the analogous expression for yreID

involves a double summation. Dealing with these directly in the
assignment for stcD is certainly inconvenient. However, if we
take second differences of the stcD assignment, the summations

6This amounts to using the xD,yD := zD,zD form in the earlier example.
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cancel, and we obtain:

stcD,k+3 − 2stcD,k+2 + stcD,k+1 =

−CKKP[TD(stcD,k+2 − 2stcD,k+1 + stcD,k)

+T (stcD,k+2 − stcD,k+1)+T2stcD,k+2/TI ] (18)

which is much more amenable to analysis. Inserting the ansatz
stcD,k = RW k into (18) yields:

D(W ) ≡ W 3 +CKKP[T
2/TI +T +TD − 2/CKKP]W

2

+CKKP[1/CKKP − 2TD−T ]W +CKKPTD = 0 (19)

This is a cubic equation for W . For stability in the system as
a whole, we need |W |< 1 for all the solutions of D(W ) = 0.
Standard resources for cubics such as e.g. [29], [30], show the
technical burden of trying to analyse this directly.

We observe that because of the sign of the W 3 term in (19),
if all the roots of D(W ) = 0 are real and of modulus < 1, then
(1) D(+1)> 0, (2) D(−1)< 0, and if D′ is the derivative of D,
then (3) the roots r± of D′(W ) = 0 satisfy −1< r− < r+ <+1,
(4) D(r−)> 0, (5) D(r+)< 0. Since D′(W ) = 0 is a quadratic it
is a lot easier to handle. (We note that the constraints cited can
be related to the Sturm technique for finding regions containing
real roots of an arbitrary polynomial [31].)

Although the general form of the coefficients of (19)
makes it cumbersome to test for the conditions (1)-(5) in full
generality, we note that we are predominantly interested in
the region T → 0. If any necessary conditions do not hold
in the limit of vanishing sampling interval, then they cannot
be of interest for any engineering purpose. The T → 0 limit
simplifies the coefficients considerably.

Beyond this, we can rely on the physical properties of the
system to simplify the case analysis further. From the Cohen-
Coon tuning analysis of Section II, it emerges that TD ≈ 10T
and TI ≈ 4TD. As well, the kinematics of the problem mean
that CK is positive, and it also follows that KP is positive. So
all the constants in our problem space are positive.

All of these observations make the corresponding tests
relatively straightforward to carry out. Tests (1) and (2) are
straightforward evaluations. The former yields a triviality while
the latter yields the constraint:

1 >CKKPTD (20)

which turns out to be necessary for the small T limit to be
feasible. Constraint (3) gives rise to a number of further con-
ditions. However, in the small T limit, they are all subsumed
by the stronger condition (20).

The expressions for the roots r± of D′(W ) = 0 are the stan-
dard formulae for a quadratic, and turn out to be expressions
in the combination CKKPTD. Accordingly, it is easiest to use
(20) to substitute numerical values for CKKPTD and thence
to check conditions (4) and (5). It turns out that values of
CKKPTD around approximately 0.5 permit (4) and (5) to be
satisfied in the small T limit. We thus conclude that there is
a stable regime in the small T region, and hence furthermore,
that there is a still larger region of stability when a pair of
roots of D(W ) = 0 fuses and bifurcates into a pair of complex
roots (which will be close to the real axis for some range of
values of the parameters).

We concede that the above analysis was somewhat ad hoc.
More significantly, it was purposely confined entirely within
the state space formulation of the problem. This is important to
the extent that the HEB approach is lodged in the state space
domain for reasons which were explained in the Introduction.

By contrast, most discretizations of continuous designs in
engineering practice take place within the frequency domain.
As mentioned previously, there are various approaches de-
scribed in the literature cited earlier. Happily, one of them coin-
cides with what we derived: the discrete equivalence approach.
In that approach, a zero order hold is introduced into the model
at the right point, standard z-transform elements are introduced
for the PID components, and a transfer function is calculated
by combining all of these. The poles of the transfer function
give the characteristic frequencies of the system, which are
checked for stability. It turns out that the denominator of the
transfer function (which is a rational function in the z plane),
coincides exactly with (19) aside from the change of variable.

In the conventional approach to discretization, stability is
analysed using the Jury test [32], [26], [8], which is applied in
the z domain. This generates a sequence of tests, all of which
have to be passed to deduce stability (which is the property
|z|< 1 for the characteristic frequencies). Happily once more,
the first few of these coincide with the first few of the ad hoc
tests we did above. All of this shows not only the desirability,
but the feasibility of greater cooperation between the two
formulations of control within the formal HEB approach.

D. Relating the Continuous and Discretized Models

The cornerstone of any formal development technique like
(Hybrid) Event-B is the idea of relating successive models via a
formal refinement relation, which relates a more abstract model
to a more concrete one. In practice this is always a simulation
relation, which amounts to the statement: IF the invariants hold
at a given moment THEN they hold after any update (mode
or pliant) of the concrete variables — for a suitable choice
of update of the abstract variables. Thus, suitably initialised,
the implicational structure can be cascaded inductively into
a statement that holds true at all times. Evidently, for the
described approach to have force, the invariants mentioned
must express a desired relationship between the two families
of variables that is also expected to hold at all times.

Establishing this, when viewing discretization as an in-
stance of refinement, proves to be very demanding in all but the
simplest cases. A trivial case of discretization treated this way
occurs in [9] — no technical difficulties occur there. From our
own development, an equally trivial case of refinement occurs
between machines KurtUser_Mch and KurtUserD_Mch, since
in the INVARIANTS section of the YawCtrlD_IF interface
we find the joint invariants thrD = thr and yrrD = yrr, which
express the equality of the relevant pairs of variables. Since
the original and discretized variables are defined to behave in
exactly the same way in their respective machines, establishing
the required properties is indeed trivial, and KurtUserD_Mch
is a genuine refinement of KurtUser_Mch.

For the other machines in the model, the situation is a lot
less clear cut. The detailed behaviour of the continuous and
discretized variables in each corresponding pair is known a lot
less precisely. In particular, there is a significant lack of detail
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compared with what is stated regarding thr and yrr and their
counterparts. A number of points arise concerning this.

Firstly, given a linear and third order discretization scheme,
with sufficient additional effort an analytic solution could in
principle be obtained for the various variables involved, at
least in the form of summations over powers of the roots. The
effort involved would be considerable, yet the perspicacity of
the solution obtained would not be a given. With a relatively
opaque formulation of the solution, its relationship with the
analytic solution to the continuous system (which we did
not pursue to its conclusion either) would also not be clear.
This would lead to further technical difficulties in formulating
relevant joint invariants for corresponding pairs of variables. It
is not evident that they would enjoy the same level of precision
that we were able to indicate for thr and yrr.

Secondly, the effort expended in achieving the goals in-
dicated (if actually expended) would only apply for the sin-
gle pair of abstract and concrete system trajectories given
by the specific driving inputs specified by thr and yrr in
KurtUser_Mch and its counterpart. They would not necessarily
apply for any other inputs. But, for dependability, we would
want a generic result that applied to a whole family of
trajectories that was large enough to include all that could be
expected to arise in practice. For that, much more generic and
powerful results would be needed. And this mismatch between
what typical formal techniques routinely demand, and what the
analysis of control systems can routinely supply, rapidly grows
greater the more complex the application system becomes.

Based on these observations, the relationships that we have
quoted in the YawCtrlD_IF interface between continuous and
discretized versions of our variables (excepting thr and yrr)
is approximate equality. Some justification for this lies in the
fact that we were able to show that both systems were stable
(for suitably chosen static parameters).

For us, approximate equality meant |varD − var| < Bvar,
for corresponding variable pairs and constants Bvar. When
the stability properties are sufficiently strong, such results
can become provable in principle; see e.g. [16]. Still, it is
not unquestionably the case that these results can be related
directly to problem domain quantities, because of their reliance
on existential properties.

The claim that |var− varD|< Bvar can serve as a suitable
joint invariant depends crucially on knowing that the dynamics
is such that the difference between continuous and discretized
versions of variables always strictly decreases, i.e. that we
always have behaviour consistent with asymptotic stability,
regardless of the behaviour of any external input. However,
in Section VI-A, we acknowledged the possibility of impov-
erished information from sampling allowing the discrepancy
between variables to grow, even if temporarily. In such cases,
the arguments in [16] will not hold.

In cases like that, it is often not too hard to prove
local properties, i.e. properties concerning a single sampling
interval, that assert not-too-bad divergence. The downside of
such properties though, is that they do not cascade inductively
into statements that hold at all times.

A variation on the refinement technique that is focused on
such local properties is retrenchment [33], [34], [35], [36].

It provides a formal framework in which such local proper-
ties can be expressed, and additionally, related to properties
controlled by refinement (see particularly [35]). A judicious
combination of refinement and retrenchment could prove to
be the best approach to the technical difficulties mentioned.

Of course, we are not the first authors to discuss the
challenges posed by discretization. As well as standard discrete
control references such as [32], [26], [25], [37], [8], there are
more specialised treatments aimed at specific aspects, e.g. [38],
[39], [40], [41]. Frequently they focus on a frequency domain
approach or on statistical properties. It is probably fair to say
though, that there is no detailed treatment that is an ideal match
to the needs of a formal approach to control systems design
and development.

VII. CONCLUSIONS

In the preceding sections, we took a simplified though
non-trivial version of the yaw control problem for the KURT
e-vehicle, and used it as a testbed for complementing and
strengthening the assurance obtainable via conventional en-
gineering approaches, by using a formal modelling and re-
finement approach to the development. The vehicle for the
latter was the Hybrid Event-B formalism [9], [10], a formalism
designed to capture hybrid system behaviour in way that is
compatible with established formal development approaches
from the computing sphere, and with state based approaches
from the control sphere.

One immediate consequence of this is the evident tension
between the state based perspective of formal approaches
(which need to deal with arbitrarily structured state spaces) and
the frequency domain based perspective of conventional engi-
neering design. The frequency domain approaches, typically
based on Laplace transforms and z-transforms, turn functional
properties into algebraic ones — the latter are usually much
easier to manipulate in practice, and thus are strongly favoured
in practical engineering. The simplification of the design pro-
cess coming from the use of algebraic techniques is amplified
by the use of specific stimuli (such as response to step function
inputs), and of simulation, as preferred techniques to gauge
the appropriateness of a design. Of course, to quote a familiar
truism, simulation can only show the presence of faults, not
their absence, so enhancing the development methodology with
formal techniques which potentially have broader coverage is
a worthwhile aim.

Doing this seriously though, quickly invites back the
technical obstacles that the algebraic and simulation based
approaches strove to avoid. We rapidly saw this in our ex-
amination of the discretization of PID control in the KURT
e-vehicle application — the technical difficulties inherent in
moving from a relatively perspicuous continuous design to a
suitable discretized version quickly proliferated.

These observations readily propose a series of topics that
it would be very worthwhile to develop more fully in order to
increase the utility of a combined approach.

[I] A closer cooperation is needed between, on the one
hand, the state space methods typical in state based control
and formal approaches, and on the other hand, the frequency
domain based approaches so widely used in conventional en-
gineering. Normally, discussions take place exclusively within
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one domain or the other, but a greater interaction could
improve the feasibility of a combined approach. For this, and
depending on the specific goals of a given analysis, more
contact points would be identified between state space and
frequency methods, such that the solution to a state space
question could be derived in the frequency domain. However,
it has to be appreciated that only certain questions translate
well between the two domains.

[II] With issues such as discretization, it is clearly im-
practical to tackle each development from first principles in
a practical methodology. A family of suitable generic results
is needed that can be applied in a wide variety of contexts to
inform the formal strand of the development. Similar remarks
apply to other aspects of the development methodology —
we could mention topics such as sensitivity and robustness,
besides stability, which we concentrated on.

[III] To facilitate the efficient incorporation of the relevant
kinds of formal derivation (done by hand in an ad hoc manner
in this paper) additional special purpose syntactic support
could be provided within the Hybrid Event-B formalism,
especially in the context of mechanised tool support.

Besides these issues concerned with the technical interac-
tion between different approaches, lies the application level
scope of the formal modelling and refinement. We confined
our attention to stability in an ideal environment, thereby
neglecting many things. In reality, friction and sensitivity to
external influences in the equipment affect the behaviour of
the system. If these are not modelled properly, then the rigour
of a formal refinement becomes spurious. Likewise statistical
fluctuations in both the equipment and the environment of
operation impacts the behaviour, and needs to be taken into
account.

The traditional engineering approach to such questions is
again via the frequency domain. It is assumed that influences
such as these are each characterised by a suitable frequency do-
main response profile, often determined experimentally where
needed. With a characterisation of that kind to hand, the con-
troller can be designed to filter out stimuli that are undesired,
and to respond appropriately to those that are important. With
such a bandwidth limited frequency domain controller design,
the Nyquist theorem and engineering heuristics give a good
guide to the sampling frequency needed for a dependable dis-
cretization. However, this kind of frequency domain derivation
is rather far from the state space approaches that could be
directly placed in a formal development framework. All of
these topics provide fertile territory for further work, to be
pursued in other publications.
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Abstract—Reactive programs often control safety-critical sys-
tems, thus it is essential to verify their safety requirements.
ESTEREL is a synchronous programming language for developing
control-dominated reactive systems, and XEVE is a verification
environment that analyzes circuit descriptions generated from
ESTEREL programs. However, a circuit generated by the ES-
TEREL compiler from non-pure ESTEREL program often displays
behaviors which may violate safety properties even when the
source program does not. We introduce an automatic abstraction
process for ESTEREL programs developed to tackle this problem.
When the process is applied to a program augmented with
observers to monitor the program’s behavior, it results in a
pure program that preserves the behavior of the source program,
replacing value-carrying objects with pure signals. We have built
a prototype tool that implements the abstraction and used it to
purify control programs and robotic systems.

Index Terms—Verification, Abstraction, Reactive Systems,
ESTEREL.

I. INTRODUCTION

Reactive systems are computer systems that continuously
react to their environment at a speed determined by the en-
vironment. Most industrial real-time systems are reactive [3].
ESTEREL1 is an imperative concurrent language for the de-
velopment of industrial-strength reactive systems, which is
especially well-suited for control-dominated reactive systems
such as real-time process control systems, embedded systems,
communication protocols, peripheral drivers, human-machine
interfaces, and others [4]. ESTEREL belongs to the family
of synchronous languages— languages that are based on the
synchrony hypothesis, which states that a program instanta-
neously reacts to its input. Control is assumed to takes no
time and thus output is broadcast right when the input arrives.
The notion of simultaneity is captured by the concept of
event, which is a set of simultaneous occurrence of (possibly
valued) signals [3]. ESTEREL offers significant advantages
over traditional languages used in industrial settings [5], such
as verification (due to the precise mathematical semantics and

This work has been partially supported by GIF (grant No. 1131-9.6/2011).
The paper is based on the master’s thesis of the first author. For the thesis
and the prototype tool see [1]. This paper extends a very short paper we have
published in [2].

1We refer to ESTEREL v5.92, which we use for teach-
ing. The toolset and the documentation are available at
http://www-sop.inria.fr/esterel.org/filesv5_92/.

the existence of verification tools and techniques), reduction
of testing (automatic verification covers safety requirements),
high-level abstraction, and better code structuring. A full
definition of the language, as of version 5.91, can be found
in [4].

ESTEREL programs communicate with their environment by
means of signals and sensors. Signals can be used both for
input and output, and may convey values; sensors can only
be input and always convey values. A signal can be either
present or absent; no such concept exists for sensors. A signal
that carries values is called a valued signal, and a signal that
does not convey values is called a pure signal.

Reactive systems are often used to control safety-critical
systems. Hence they require rigorous design methods, and
formal verification must be considered [3]. A complete, consis-
tent and precise specification is constructed, often employing
formal language to avoid ambiguity. While this process is very
potent in detecting errors already at the formal specification
development phase [6], there still is a risk that there would
be inconsistencies between the formal specification and the
eventual product. Even while the specification is formally
verified, the product itself may still be erroneous, and we want
to verify that the program satisfies its safety properties.

Verification by observers [7] is an approach to verify code.
Observers are program modules monitoring the program, test-
ing that a property is satisfied and broadcasting specific signals
when the property is violated. The observers are composed in
parallel to the original program, and the resulting program is
compiled using an ESTEREL compiler into a finite automaton.
The properties of the automaton are verified using tools such as
the X ESTEREL VERIFICATION ENVIRONMENT (XEVE) [7],
reducing the verification problem to reachability problem in
finite automata – finding if there exists an execution trace from
the initial state to a state emitting one or more of those special
observer signals.

The XEVE verification environment requires the program to
be compiled into Berkeley Logic Interchange Format (BLIF),
a logic-level hardware hierarchical circuit description in a
textual form; however, ESTEREL compiler, as of version
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5.912, can either compile pure ESTEREL programs into BLIF
files without changing their semantics, or, using the -soft
option, abstract the data and compile only the control aspect
into BLIF [9]. Pure ESTEREL programs only handle pure
signals, i.e., they involve no valued signals, types, constants,
functions, procedures, tasks, or variables [9]. In this work
we collectively refer to valued signals, sensors, and variables
as valued objects. The problem is that XEVE may fail to
verify properly circuits generated from observed programs in
which data is involved in the control when using the -soft
option. The reason is that the abstraction might add behaviors
not displayed by the original program, possibly including
behaviors in which observer signals are emitted. Based on the
false observation, the user might reject a program which is
actually correct. For example, consider the following program:
module SpuriousError

output Error;
var v := 1 : integer in

if (v <> 1) then
emit Error

end if;
pause

end var
end module

This program declares a variable v and initializes it to 1. It is
obvious that the signal Error is never emitted because the
condition tested by the if statement is never fulfilled. We
can compile this program into a BLIF file using the -soft
option, yet XEVE suggests that Error is possibly emitted,
probably since the role of the data in the control flow is ignored
and every transition dependent on run-time values is always
enabled.

Many control schemes, however, receive numerical inputs,
conduct numerical calculations, and emit numerical outputs.
Example for such schemes are signal processors and closed-
loop feedback controllers. We purify such programs to allow
automatic verification of their properties. This is a transforma-
tion of ESTEREL programs handling valued objects into pure
ESTEREL programs. It abstracts an unbound, concrete system
that handles data by replacing objects that take values from
theoretically-infinite domains with pure signals to receive a
finite system. The abstraction preserves the external observable
behavior of the original program, i.e. there is a correspondence
in terms of inputs, outputs, and timings between the two
programs. The difference between the two programs is that
the abstract program uses pure signals where the original one
employs valued signals, sensors, and variables.

Our approach is largely based on predicate abstraction [10].
Predicate abstraction is an automatic mapping of an un-
bounded system (the concrete system) to a finite system (the
abstract system). An abstract system is defined by a concrete
system and a finite set of predicates. Its states correspond to
truth assignments to these predicates. The predicates define the
abstraction function, which maps the states of the concrete
system to the states of the abstract system. A state of the

2 We chose to focus on ESTEREL v5 since it is free, suitable for teaching,
and can be verified using the free XEVE tool which is part of the ESTEREL
v5_92 distribution, whereas ESTEREL v7 [8] is commercial. XEVE is used
in the industry [7].

abstract system is reachable if it is an abstraction of a reachable
concrete state. A user who wants to prove certain invariants
supplies them as part of the predicate set. If the predicates
stating the invariants are true in all reachable abstract states,
then it means that the invariants hold in any reachable state
of the concrete system. Applying this idea to ESTEREL, we
automatically derive predicates about current and previous
values of valued objects, of the form “the value of object x
is in the range I”. Each such predicate is translated to a pure
signal. We can say that a state of the concrete system where
such predicate is held is abstracted to a state of the purified
program where the corresponding signal is present.

Usually, abstraction-based proof techniques are sound but
not complete, since the abstraction is done such that every
property proven to be satisfied by the abstract system has
a concrete version which holds on the concrete system, yet
the other way around is unnecessarily true [10]. However,
verification using our abstraction technique is both sound and
complete, since the abstract program adds no new behaviors
to those displayed by the concrete program; in particular every
pure signal is emitted by the observer-augmented concrete
program if and only if it is emitted by its purified version. The
abstraction alters the semantics of a few operations; however,
these changes remain internal, i.e. the interaction with the
environment is unaffected.

We suggest an algorithm that automatically purifies a certain
group of programs and we characterize the class of programs
verifiable using our technique. The main contribution of this
work is extending the class of programs verifiable using
observers with XEVE. We have implemented a prototype
tool that purifies ESTEREL programs based on the algorithm
described in Section II. This section also presents a running
example of a proportional controller. We discuss the chal-
lenges we have faced when abstracting variables in Section III.
The programs to which the method is applicable must comply
with certain constraints, which are discussed in Section IV.
Section V characterizes the class of programs to which the
solution can be applied and provides test cases. We conclude
and provide suggestions for future work in Section VI.

II. ESTEREL PROGRAM PURIFICATION

The XEVE verification environment takes as input BLIF
files. Compiling an ESTEREL program into this format pre-
serves the program’s behavior only if the source code is
pure. Hence, we have to substitute valued objects with pure
signals and to modify the statements controlling the flow of
the program and manipulating these objects to use pure signals
instead. In this section we explain how to transform a program
that complies with certain necessary constraints, into a pure
program preserving the behavior of the original program.

We describe only the fundamentals of the algorithm.3 We
use a running example to demonstrate our method. It shows the
application of our method to a proportional controller. This

3Due to lack of space we omit some details. The full description can be
found in [1].
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is a closed-loop feedback controller whose control signal is
proportional to the error – the difference between the set point,
also known as the reference (the ideal point) and the measured
quantity under control, i.e., the control signal is calculated by
multiplying the error signal by a gain [11]. Following is the
ESTEREL code before its purification:
module PropMotor:

input SampleTime;
sensor Speed : double;
output MotorForce : double;
output AC_ON, AC_OFF;
loop

% proportional controller for the motor force

present SampleTime then
emit MotorForce (3.0 * (100.0 - ?Speed))

end present;
await SampleTime

end loop ||
loop

% bang-bang controller for the cooling sub-system

present MotorForce then
if ?MotorForce > 270.0 or

?MotorForce < -270.0 then
emit AC_ON

else
if ?MotorForce > -30.0 and

?MotorForce < 30.0 then
emit AC_OFF

end if
end if

end present;
await tick

end loop
end module

In addition to the proportional controller, the example uses
a bang-bang controller that is composed in parallel and
controls a cooling system. Bang-bang controllers are feedback
controllers that switch abruptly between two states [11]. The
controller receives a measured quantity of interest, and outputs
a certain value if that quantity is above a certain threshold, and
a different value otherwise.

The example displays a control system for a motor. The
set point is 100 km/h; the measured quantity is the motor’s
current speed, received by the Speed sensor; the gain is 3.0.
The output signal, MotorForce, is the force that the motor
should produce, and is obtained by multiplying the difference
between 100 km/h and the current speed by the gain. The
motor is cooled by an air conditioning unit when exerting more
than a certain amount of force (270.0). The air conditioning
stops when the amount of force exerted by the motor drops
below a certain threshold (30.0) (the difference between the
thresholds is deliberate and used for hysteresis4). To start the
air conditioning, it emits the AC_ON signal, and to stop the
air conditioning, it emits AC_OFF.

We want to verify several safety properties of the given
program using observers that monitor the system’s behavior
and emit special signals once one of these properties is
violated. The observers are assembled in threads parallel to
the main program. We would be able to verify that these
signals are never emitted by compiling the observer-augmented
program into BLIF format; however, we cannot do so as long
as the program handles data other than pure signals.

4Hysteresis can be introduced by setting “dead zones” of no reaction around
the set point in bang-bang controllers to avoid rapid on-off cycling [11].

The algorithm removes from the program all variables,
sensors, and valued signals. Instead, we represent their values
using pure signals. Each Boolean-valued object needs only
one signal – that we call a value signal – to represent its value
(present when true, absent when false). Since a Boolean signal
actually has three states (absent, present and true, present and
false) it takes another signal, which we call a presence signal,
to denote whether the simulated Boolean signal is considered
present or absent.

As for numerical-valued objects whose values range over
infinite domains, we partition their domains into non-
overlapping intervals, which we hereby call ranges, in such
way that two goals are achieved. The first one is being able
to decide any condition containing an occurrence of some
numerical valued object by knowing the range within which
that object’s value resides. For example, the condition ?s
> 3.0 for a sensor s (?s is the current value of s) can
be decided if the information whether ?s ∈ (−∞, 3.0] or
?s ∈ (3.0,+∞) is available. The second goal is maintaining
relationships between dependent objects. For instance, for the
assignment v := a * ?x + b, where v is a variable, x is
a valued signal and a and b are literal constants, we can
determine the range within which the v’s value would reside
following the assignment based on the range of x. E.g., for
v := 2 * ?x + 1 where ?x is in (1,3], the value of v is in
(2 · 1 + 1, 2 · 3 + 1] = (3, 7]. Note that actually we calculate
the ranges for x given the partition for v.

Our prototype tool works in two stages that run in a
sequence by a shell script. In the first stage a standalone
tool parses the source ESTEREL program according to v5_91
grammar specification found in [4] and outputs an intermediate
file containing a list of syntax rules it identifies. The second
stage is another program that reads that file and constructs
a parse tree representation of the program. The tree data
structure holds the information about all objects and statements
of the source program, such that it is possible to reconstruct the
program entirely from the tree. During the construction of the
tree items that are of interest to the abstraction process, such
as valued objects or statements that manipulate or test data are
identified and stored in collections from which the abstraction
algorithm can efficiently access them later. The abstraction
is performed on the tree. The tool automatically calculates
the predicates and performs the abstraction, implementing
the algorithm discussed in this work. At the final step, a
pure, abstract program is written to a target file based on the
transformed tree. For sake of readability, we have edited in
the paper the code produced by the tool.

After the source program is parsed, the abstraction algorithm
starts with a pre-processing step to simplify the program when
needed. Currently it expands each sustain statement (a
statement emitting a specified signal in every instant once
started and remains active forever) for a valued signal by a
loop in which that signal is emitted in every instant, such that
we can handle these statements just like instantaneous signal
emissions (emit statements). This is also the place to perform
other pre-processing activities; for example, for the simplicity
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of the algorithm, we require the user to guarantee a few
preconditions the source program must fulfill (see Section IV)
in order to apply the tool/algorithm to it; these assumptions can
be obtained automatically by performing some pre-processing
steps on the original program. This step can be expanded in
future versions to include them as well.

We implement some interval-scalar arithmetic operations
required by this algorithm. Let I be an interval, and a and
b be scalars:

• Multiplication of an interval by a scalar: a · I (equivalent
to scaling an interval), and

• Addition of a scalar to an interval: I + b (equivalent to
translating an interval).

Additionally, we define a product of two partitions P1 and
P2 as {I1 ∩ I2|I1 ∈ P1 ∧ I2 ∈ P2}. This is a “mutual
refinement” of P1 and P2 by one another. We denote the
partition of the domain of a numerical valued object x by
PARTITION(x). The partitioning process starts from state-
ments that assign a constant value to a valued object (i.e.
var := const or emit val_sig(const)). The object’s domain
is partitioned according to the assigned constant. Suppose, e.g.
that at some stage of the partitioning process PARTITION(v) =
{(−∞, 1), [1, 1], (1, +∞)} for a variable v, once considering an
assignment v := 2.0, PARTITION(v) is refined to {(−∞, 1),
[1, 1], (1, 2), [2, 2], (2, +∞)}. This refinement allows us to
refer later to v = 2 (equivalent to v ∈ [2, 2]) as a predicate in
our abstract system, which is true once the assignment takes
place in the original program. Note that this is the product of
{(−∞, 1), [1, 1], (1, +∞)} and {(−∞, 2), [2, 2], (2, +∞)}.

Next, we consider the Boolean data expression in which
a valued object occurs. Let (a*D+b) R c be a Boolean data
expression, where a, b and c are literals (a 6= 0), D is either
the current or the previous (i.e. pre(?x)) value of x, all
have the same data type, and R is a relational operator. We
denote k = c−b

a . If a divides c − b (i.e. ⌊k⌋ = k) or x
is floating-point real, the partition of x is refined with the
partition {(−∞, k), [k, k], (k, +∞)}; otherwise, x’s partition is
refined with {(−∞, ⌊k⌋] , [⌈k⌉ ,+∞)}. During the partitioning
process we distinguish integer objects from float and
double objects. For integer objects, non-integer values
are illegal, therefore – an interval that does not contain integers
is irrelevant. Also, non-integer values can be excluded from
ranges computed for integer objects. When we compute
ranges for an object of type integer, if an interval (range)
end is neither at +∞ nor at −∞, we round it to the nearest
integer inside the interval, and close the end. For example, if
we compute a range (−10, 3.5] for an integer object, then
this range contains exactly the same values as [–9, 3] in the
integer domain, hence (−10, 3.5] is replaced by [–9, 3].

The partitioning process continues based on dependency
between valued objects. We consider a valued object y to be
dependent on another valued object x if x’s current or previous
value occurs in an assignment to, or an emission of, another
valued object y (the data expression is of the form a * D + b
where a and b are literals and D denotes x for a variable x, ?x
for a sensor x, or either ?x or pre(?x) when x is a signal).

Suppose y’s partition is {Y1, Y2, ..., Yn}, then x’s partition
is refined with {1/a · Y1 − b/a, 1/a · Y2 − b/a, ..., 1/a · Yn − b/a}.
The order by which these dependencies are considered is
detailed in Section IV.

There are two valued objects in the example: the sen-
sor Speed and the output signal MotorForce. Since
MotorForce is set with Speed’s transformed value,
MotorForce’s ranges are computed before Speed’s ranges.
MotorForce is computed the following nine ranges: {(−∞,
−270.0), [−270.0, −270.0], (−270.0, −30.0), [−30.0, −30.0],
(−30.0, 30.0), [30.0, 30.0], (30.0, 270.0), [270.0, 270.0],
(270.0, +∞)}. We denote them by RMotorForce

1 , ..., RMotorForce
9 ,

respectively. The only valued signal emission found in the en-
tire program is: emit MotorForce (3.0 * (100.0 −
?Speed)). Let us denote this statement by E1. Once ex-
ecuted, ?MotorForce = −3.0 * ?Speed + 300.0. Since
Speed = 100.0 − MotorForce / 3, the partitioning pro-
vides the following ranges for Speed: {(−∞, 10.0), [10.0,
10.0], (10.0, 90.0), [90.0, 90.0], (90.0, 110.0), [110.0, 110.0],
(110.0, 190.0), [190.0, 190.0], (190.0, +∞)}, denoted by
RSpeed

1 , ..., RSpeed
9 . Note that when this emission is executed,

MotorForce is in RMotorForce
1 if and only if Speed is in

RSpeed
9 , MotorForce is in RMotorForce

2 if and only if Speed
is in RSpeed

8 , and so forth.
Each range is matched with a pure range signal. For a

valued object x, for which PARTITION(x) = {Rx
1 , R

x
2 , ..., R

x
n},

the ranges’ corresponding signals are named R1_x, R2_x, etc.
A configuration of the abstract, purified program in which
Ri_x is present corresponds to a configuration of the original,
concrete program where the value of x is in Rx

i . In other words,
an event in which Ri_x is present in the abstract program
stands for an event in which the value of x resides within
range Rx

i in the concrete program. In addition, if x in the
source program is a signal, an occurrence of any of its range
signals in the abstract program means that x is present in the
corresponding configuration of the concrete program.

When we declare range signals for a numerical input signal
or a numerical sensor (replacing the original signal or sensor
definitions), we also declare an exclusion relation5 among the
range signals, such that the environment would not be able to
provide more than one range for each original valued object
at the same instant. As for sensors, since every sensor is ever-
present and always carries a value, a thread is composed in
parallel to the program, emitting the range signal for its first
range when its other range signals are absent.

The declarations of sensor Speed and valued output signal
MotorForce in the example are replaced with the following
declarations:
input R1_Speed, R2_Speed, R3_Speed, R4_Speed,

R5_Speed, R6_Speed, R7_Speed, R8_Speed,
R9_Speed;

relation R1_Speed # R2_Speed # R3_Speed # R4_Speed #
R5_Speed # R6_Speed # R7_Speed # R8_Speed #
R9_Speed;

output R1_MotorForce, R2_MotorForce, R3_MotorForce,

5An exclusion relation, also known as incompatibility, is a declaration that
asserts that no two signals listed by the relation declaration can be present
simultaneously in the environment [4].
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R4_MotorForce, R5_MotorForce, R6_MotorForce,
R7_MotorForce, R8_MotorForce, R9_MotorForce;

To implement Speed’s “ever-presence” property, we compose
the following code segment in a parallel thread:
loop

present not ( R2_Speed or R3_Speed or R4_Speed or
R5_Speed or R6_Speed or R7_Speed or
R8_Speed or R9_Speed ) then

emit R1_Speed
end present;
await tick

end loop

The original variable assignment and valued signal emission
statements are replaced by emit statements, emitting pure
local signals to denote the execution of their respective state-
ments. The effect of the assignments and the emit statements
from the program is simulated by parallel components, calcu-
lating the range signal that should be emitted every instant
for each numerical valued object of the program, to represent
its state in every instant. For a variable, the simulation code
tests whether a signal denoting an assignment to that variable
has occurred in the previous instant, and if so – it emits the
range signal representing that variable’s state following the
assignment. If no “assignment” is performed, then the previous
range signal is emitted once again. For full details regarding
variable simulation using pure signals, see Section III. For
a valued signal, the simulation code works similarly, with
two differences: the previous range signal emitted need not
be emitted in an instant if no “emission” takes place in
that instant, and every emission operation can be handled
independently.

We need to translate the emission of MotorForce in the
example to range signal terms. The original emit statement is
replaced with emit E1. A new code segment is composed in
a thread running in parallel to the current module’s body, emit-
ting the correct range signal for MotorForce in response
to E1’s presence. The local signal E1 must be declared as
well, and its scope must include both the transformed module’s
original threads and the new thread shown below.
... || [ loop

present E1 then
present R1_Speed then

emit R9_MotorForce
end present;
present R2_Speed then

emit R8_MotorForce
end present;
...
present R9_Speed then

emit R1_MotorForce
end present;
await tick

end loop ] || ...

Variable abstraction also employs pure signals and resem-
bles valued signal abstraction; however, it is different because
a variable can store values for future instants and can change
value multiple times in every instant. It is elaborated on in
Section III.

We now discuss transforming expressions. ESTEREL fea-
tures three types of expressions [4]: data expressions, which
are built by combining basic objects using operators and func-
tion calls; signal expressions, which are Boolean expressions

over signal statuses; and delay expressions6, which are used
by temporal statements such as await7 and abort8.

Signal expressions consist of: signal identifiers, which may
appear within pre operators (meaning their status from the
previous instant); parentheses; and logical operators (and, or
and not). They are tested by present statements (condi-
tional statements testing signal statuses instead of data) or
occur within delay expressions used by temporal statements.
These expressions are transformed as follows:

• An identifier of a signal S having a numerical data type,
whose ranges are RS

1 , R
S
2 , ..., R

S
n , is replaced by the sub-

expression (R1_S or R2_S or . . . or Rn_S).
• An identifier of a signal whose data type is boolean is

replaced by the identifier of its respective presence signal.

In our example, there is a present statement test-
ing whether MotorForce is present before testing its
value. Accordingly, we replace the MotorForce identi-
fier with a chain of or operators over the range sig-
nals representing MotorForce in the purified program:
present (R1_MotorForce or R2_MotorForce or
... or R9_MotorForce) then...

Numerical data expressions whose values are assigned to
variables or carried by signals are handled by the variable as-
signment and valued signal emission simulation mechanisms.
Hence we would like to focus on Boolean data expressions,
whose values are not only used in variable assignments and
signal emissions, but also in if statements.

Boolean data expressions are recursively translated to signal
expressions. They are tested at each instant in a loop composed
in parallel to the program. If the expression is true, a special
signal is broadcast and is used in the purified code:

1) To calculate the results of simulated assignments to
boolean-typed variables and emission of boolean-
typed signals; and

2) To simulate the evaluation of Boolean data expressions
by if statements. An if statement testing a Boolean
data expression Bi is replaced with a present statement
that tests its corresponding signal Bi in the transformed
program.

In the example there are two Boolean data expres-
sions. We translate the first, ?MotorForce > 270.0
or ?MotorForce < -270.0, into the signals expres-
sion R9_MotorForce or R1_MotorForce and create a
thread that runs in parallel to the module’s original threads.
The new thread contains a loop in which the signal B1
is emitted in every instant in which this signal expression
is satisfied. Afterwards, if ?MotorForce > 270.0 or

6A delay expression is an expression defining a delay that begins when
the temporal statement bearing it starts and elapses in some later instant,
possibly in the same instant in which the delay starts (delays that may elapse
immediately are called immediate delays, and they start with the immediate
keyword). There are three types of delays (standard, immediate, and count
delays), but all delay expressions use signal expressions.

7The await statement pauses program execution until a delay elapses [4].
8The abort statement kills its body when a delay elapses [4].
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?MotorForce < -270.0 then... can be replaced by
the statement present B1 then. . . .

Additional transformations include removing the original
interface and local declarations for the valued objects and
modifying input relations. There are two types of input rela-
tions offered by ESTEREL: exclusion relations and implication
relations. Exclusion relations, shown earlier as means to
ensure that no two range signals representing a numerical
input signal, assert that no two signals listed by the relation
declaration can be present in the environment simultaneously.
If the original program contains an exclusion relation where
a numerical valued signal appears, than the declaration is
expanded to include all range signals representing it. Identifiers
of valued Boolean signals are replaced by the identifiers of
their respective presence signals. Implication relations, which
are relations of the form relation A => B, asserting that
if A is present then B must be present, are harder to transform,
as they require a different solution for each case. For example:

• If A is a valued signal and its type is numerical while B
is pure, then the relation is broken-down to a series of
declarations for each range signal representing A, stating
that an occurrence of any range signal of A implies that
B is present.

• If A is pure and B is valued and numerical, then we
add a thread containing a loop, where in every instant
we check if A is present, and if so we ensure that if
no other range signal representing B is present, then
R1_B is internally-emitted. The reason that we cannot
use implication in this case is that we want to allow any
range signal representing B to appear if A is present, and
not necessarily one particular range signal.

The full list appears in [1].

We want to verify the following properties in the example:
1) The program never simultaneously emits the signals

AC_ON and AC_OFF. Such a situation “confuses” the
external controller of the air conditioner. When an oc-
currence of both signals in the same instant happens, the
observer emits ErrorACConflict.

2) The air conditioning is not off when the force exerted by
the motor is greater than 270.0 in either direction. In case
of violation, the observer emits the signal ErrorNoAC.

Hereby is the observer code – expressed in terms of the
abstract program:
signal AC_isOn, AC_isOff in

loop
% no air condition conflict: ON and OFF not emitted
% at the same instant

present AC_ON and AC_OFF then
emit ErrorACConflict

end present;

% air condition is never off when motor force is
% greater than 270 or lower than -270

present AC_isOff and
(R1_MotorForce or R9_MotorForce)

then emit ErrorNoAC
end present;
await tick

end loop ||
[ abort

sustain AC_isOff
when immediate AC_ON;
loop

present AC_OFF then
emit AC_isOff

else
present AC_ON then

emit AC_isOn
else

present pre(AC_isOff) then emit AC_isOff
end present;
present pre(AC_isOn) then emit AC_isOn
end present

end present
end present;
await tick

end loop ]
end signal

The declaration of the output signals ErrorACConflict
and ErrorNoAC joins the interface of the module. This
observer code consists of one parallel thread in charge of
emitting the observer signals in every instant in case of
a property violation, and another parallel thread calculating
auxiliary signals. The auxiliary signals indicate whether the
air conditioning is on or off, depending on the most re-
cent control signal to the air conditioning subsystem emit-
ted by the program. Composing the observer code in par-
allel with the main program’s body, and running XEVE
on the resulting program, neither ErrorACConflict nor
ErrorNoAC are ever emitted.

When applying our technique to abstract programs that sat-
isfy the technique’s requirements, verification using observers
is both sound and complete [1]. We proved it by showing
that an abstract program has the same reactive behavior as the
concrete program, up to communicating with the environment
by means of pure signals instead of the original valued signals
and sensors. There is a loss of information and the abstract
program allows theoretically more behaviors than the concrete
program, in the sense that the abstract program provides ranges
of possible values for the outputs given ranges of possible
values for the inputs. However, the two programs make the
same control decisions under the same circumstances and
emit corresponding outputs, in particular with respect to pure
signals, including, but not limited to, the observer signals,
hence the soundness and completeness of the proof technique
as a whole. The proof starts by defining for every event of
the concrete program a corresponding event of the abstract
system. The proof that the two systems behave in the same
way given corresponding timed input sequences is statement-
wise. On the one hand, statements that do not handle valued
objects remain unchanged by the abstraction. On the other
hand, statements that handle them are altered or replaced,
hence the proof focuses on them. We identify four groups of
statements that concern valued objects: statements that declare
local signals and variables; statements that test data, i.e. make
control decisions based on the data (namely if statements);
statements that test signals, i.e. make control decisions based
on statuses (presence or absence) of signals; and statements
that manipulate data. We investigate, for every statement, the
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behavior of the construct replacing it in the abstract program.
The full details appear in [1].

III. VARIABLE ABSTRACTION

As we do for valued signals, we replace variables with local
pure signals representing their current values. Employing pure
signals for representing variables in the abstract program has
a major drawback. ESTEREL supports multiple assignments
to a variable in a single instant, as it does not contradict the
synchrony hypothesis [4]; however, unlike variables, a pure
signal may have only one status at each instant – it may either
be present or absent, not both.

In the current version of the algorithm, we impose two re-
strictions on programs supported by the abstraction in addition
to those listed in Section IV: (i) each variable is assigned at
most once on every instant – after it is read9 by all statements
referencing it in that instant; and (ii) initializing a variable
takes an instant (as a result of the previous constraint). Given
these assumptions, we have implemented variable simulation10

in the abstract program as follows:
• A local pure signal is declared for each assignment

statement in the concrete program: A1, A2, A3, etc.
• Every assignment statement is replaced by an emit

statement emitting the corresponding pure signal.
• For every variable v a concurrent thread is added to the

program in which there is a loop that emits in every
instant the pure signal representing the current value of v.

• The code in this loop checks the previous status of
signals indicating an assignment to v. If one of these
signals has been emitted during the previous instant, it
calculates the pure-signal representation of v’s value in
the current instant based on the statuses of the pure
signals representing the values of valued objects from the
previous instant. If no signal indicating an assignment
to v has been present in the previous instant, the pure
signals representing v’s previous value are re-emitted in
the current instant; since no assignment to v means that
it retains its previous value.

This implementation with its implied restrictions is suitable
for a certain group of programs, such as programs using
a variable to manage a state machine: at the beginning of
each reaction the current state is checked by reading the state
variable, the reaction depends on the state and the input, and at
the end of the reaction, if the program changes state or mode
of operation, it assigns a new value to the state variable.

For example, in [1] we show a translation to ESTEREL of
an Escape behavior for autonomous mobile robots based on
a program taken from [11]. In this example, once a robot en-
counters an obstacle it backs off a predefined distance, rotates
a predefined angle, and then returns to its previous occupation

9Reading a variable refers to an evaluation of a data expression containing
an occurrence of that variable.

10By variable simulation we refer to the code that the abstraction adds to
the program that simulates operations carried-out on a variable, i.e. assigning
new values to it, in terms of the pure signals employed by the abstract program
to represent the value of that variable.

Figure 1: Robot Escape Behavior (with range detection).

(e.g. cruising). We add a range detector such that the robot
can escape an obstacle based on proximity without actually
having to collide with it. The program uses a state variable,
and in every reaction responds according to the current sensor
reading and the current state. A reaction ends with assigning
a new value to the state variable when transitioning to a new
state. Figure 1 illustrates the implementation.

To represent the behavior’s state, we use an integer
variable called State. The states are enumerated from 1 to
4. The partition of the integers domain to ranges for State is
{(−∞, 0], [1, 1], [2, 2], [3, 3], [4, 4], [5, +∞)} since State
is assigned the values of 1, 2, 3 and 4, and is also tested to
be equal to either one of them.

In the purification process we replace every statement
assigning a value to State in the concrete program (see
the source code in [1]) with a signal emission; e.g., the first
assignment State := 1 is replaced with emit A1; the
second assignment State := 2 is replaced with emit A2;
and so forth. We compose in parallel to the original program
a thread containing a loop that emits at every instant the range
signal representing State’s current value:
|| loop

% for each signal denoting an assignment to State
% the next range signal for State is emitted

present pre(A1) then
emit R2_State

else present (A2) then
emit R3_State

else ...
else

% if no assignment has occurred in the previous
% instant then State’s previous range signal
% is emitted

present pre (R1_State) then
emit R1_State

end present;
present pre(R2_State) then

emit R2_State
end present;

...

The choice whether to postpone the effect of an assignment
to the next reaction or to respond to it immediately affects
only the constraint we have to impose, because either way
our abstraction allows at most one assignment to a variable
in every reaction. In the first option we allow one assignment
at the end of the reaction after all statements use the value
assigned to it in a previous instant, whereas the second option
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allows one assignment at the beginning of the reaction and
using that value henceforth, until the start of the next reaction
where the variable is assigned again with a new value.

The difference between variable assignment in the con-
crete program, which is done immediately, and the variable
assignment simulation in the abstract program, where the
assignment is postponed to the next instant, has no externally-
visible implications for programs that satisfy the two constraint
mentioned above, since we require the concrete program not
to use the new value of an assigned variable until the next
instant. However, this approach severely confines the use of
variables. One approach that we considered for allowing free
use of variables was adding a delay immediately following
an assignment, in order to "buy time" for the variable to
update, i.e. giving the simulation code time to detect the signal
notifying on the change and respond by emitting the new
pure signals representing the variable’s new value. However,
this transformation, which in practice breaks-down seemingly
one reaction into a series of reactions, can change the timing
and semantics of the program significantly. In particular, it
violates the assumption that every signal retains the same
status throughout the entire reaction. For example, have a look
at the following program segment:
emit O;
present O then

v := 1
end present;
present O then

v : = 2

end present;

Since O is present during the instant in which this code
segment is executed, the two signal tests are satisfied and v
is assigned consecutively the values of 1 and 2. Therefore,
in the end of this program segment, v has the value of 2.
Suppose we add a delay after assignment to v to comply with
the assumptions above, e.g. by waiting for an arrival of some
signal DELAY after each assignment statement. We get the
following code:
emit O;
present O then

v := 1;
await DELAY

end present;
present O then

v : = 2;
await DELAY

end present;

In this program segment v is assigned the value of 1 since
O is present before the first arrival of the DELAY signal. If we
assume that O is not emitted by any parallel thread, then v is
not assigned the value of 2 since O is absent after the arrival
of DELAY.

We suggest an improvement to our algorithm, a workaround
that enables us to assume that every variable is assigned at
most once in every instant. This requires implementing a pre-
processing step, combined with an alternative implementation
of variable simulation that responds immediately to signals
notifying on assignments to the original variable.

The pre-processing step will transform the concrete program
such that each variable is assigned at most once in every
reaction. We call the target form SINGLE ASSIGNMENT PER

REACTION (SAPR). It is inspired by Static Single Assignment
(SSA) form. An SSA form is a representation of a program
involving separating each variable v in the program into several
variables vi such that each variable is assigned only once [12].
In this work we refer to the variables vi as instances of v. The
SAPR form is distinguished from SSA form in the sense that
every variable is assigned at most once in every instant but
not necessarily once in the entire program code. An additional
difference is that SSA form employs Φ-functions: in a node
in the control flow graphs having incoming edges from two
other nodes where there are two different valid instances of
some variable (for example, such node could be a statement
following an if statement having two branches – then and
else, each of which manipulates a certain variable L from
the original program code, such that new instances are created
in each branch for L – L1 and L2 respectively), the SSA
form defines a new variable (e.g. L3) and assigns to it a
Φ-functions standing for the value of valid variable instance
at the entrance to that node (i.e. L3 ← Φ(L1, L2)). In the
SAPR transformation we need an equivalent of a Φ-function
where the control converges back at terminations of branching
statements and traps. We use special variable instances which
are assigned the value of the valid variable instances at the
ends of branches and before exit statements escaping traps.

For example, suppose that in the program investigated in
Section II we wanted to limit the value of control signal to
a maximum of 50 in either direction, and wanted to break-
down the calculation of the control signal to several steps using
variables, we could have used the following code:
var Error, CtrlSigVal : double in

Error := 100.00 - ?Speed;
CtrlSigVal := Error * 3.0;
if CtrlSigVal > 50.0 then

CtrlSigVal := 50.0
end if;
if CtrlSigVal < -50.0 then

CtrlSigVal := -50.0
end if;
emit MotorForce(CtrlSigVal)

end var

This code segment employs two variables: Error, which
contains the error, i.e. the difference between the set point (the
target speed – 100) and the current speed; and CtrlSigVal,
which contains the value of the control signal, obtained by
multiplying the error (the value of Error) by the gain (3).
If the product of the error and the gain is smaller than –50,
then it is set to –50, and if it is larger than 50 it is set to 50.
Below is the SAPR form, guaranteeing that in each instant
each variable is assigned at most once:
var Error_0, Error_1,

CtrlSigVal_0, CtrlSigVal_1,
CtrlSigVal_2, CtrlSigVal_3,
CtrlSigVal_4, CtrlSigVal_5 : double in
Error_1 := 100.00 - ?Speed;
CtrlSigVal_1 := Error_1 * 3.0;
if CtrlSigVal_1 > 50.0 then

[ CtrlSigVal_2 := 50.0 ] ;
CtrlSigVal_3 := CtrlSigVal_2

else
CtrlSigVal_3 := CtrlSigVal_1

end if;
if CtrlSigVal_3 < -50.0 then

[ CtrlSigVal_4 := -50.0 ] ;
CtrlSigVal_5 := CtrlSigVal_4
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else
CtrlSigVal_5 := CtrlSigVal_3

end if;
emit MotorCtrlSig(CtrlSigVal_5)

end var

In the transformed code segment we create a variable
instance for every assignment statement. Once assigned, a
variable instance substitutes the variable from the original
program wherever it appears in data expressions from that
point on, until the next assignment to the original variable,
where another variable instance is used. if statements, which
have no else-branch in the original program, are added with
an else-branch. A new variable instance is created to hold the
valid value upon leaving the if statement, and it is assigned
at the end of each branch. This exemplifies the reason why
else- and then-branches are introduced when missing – if
a variable is manipulated in one branch and not in another
then still at the end of the if statement there is one variable
instance replacing the original variable and holding the right
value. In [1] we elaborate on the transformation and provide
the full example, including simulation results.

IV. DISCUSSION

Our method supports only programs that compile and exe-
cute without errors and that comply with several assumptions
and constraints, which are described in this section. These
constraints are required for maintaining relationships between
valued objects and for replacing numerical and Boolean cal-
culations with pure signal operations. However, our method
still is useful for a large set of control and robotic programs.
Various robot behaviors appearing in [11] can be implemented
in ESTEREL, processing pure signals or requiring sufficiently
simple calculations, thus our method can be applied to them.

In [1] we list assumptions about the input program that
exist mainly for the simplicity of the solution. These assump-
tions usually concern ESTEREL syntactic sugaring instruc-
tions. However, they do not reduce the expressive power of
ESTEREL, as each assumption can be attained by replacing
the original construct by a semantically-equivalent construct,
either manually or automatically. For example, we require
that the program will consist of only one module. When the
program consists of several modules, one module calls another
using the run statement. The run statement instantiates one
module within another module by syntactically replacing the
run statement with the body of the instantiated sub-module,
exporting the data declarations of the instantiated sub-module
to the parent module, and discarding the interface declaration
of the instantiated sub-module [4]. By replacing any run
statement in a program having multiple modules with the
instantiated sub-module’s code, we can comply with this
assumption.

Unfortunately, we have some real constraints that limit the
family of programs to which our abstraction is applicable.

a) We do not support external code, i.e., code written
in the host language: The ESTEREL v5 compiler translates
the program into a program or circuit written in a host
language chosen by the user, for example C. The programmer

can declare abstractly and use various function, procedures,
tasks, constants and data types to be implemented in the host
language and linked to the code generated by the ESTEREL
compiler [4]. Being outside the scope of the ESTEREL pro-
gram, its behavior cannot be taken into consideration, as our
method verifies the ESTEREL code.

b) We do not support cyclic dependencies between values
of numerical valued objects: In order to maintain relationships
between targets and sources of assignments (as well as valued
signal emissions) of numerical valued objects, we restrict the
numerical data expressions used to affine transformations of
values of numerical valued objects (see constraint 3 in the list
below in this section). We refine a valued object x’s partition
of (−∞, +∞) to ranges for every assignment of x’s value to a
valued object y, according to the data expression, defining an
equation with x and y which is satisfied once that assignment
is executed.

Since the order of partitioning is derived from the depen-
dencies between valued objects, if there exist cyclic depen-
dencies11 between valued objects then the order of partitioning
cannot be determined, since no strict ordering of the partitions
calculated can reflect the dependencies between the objects.

Even when an object’s value is transformed and set to itself
directly (e.g. v:=3*v+1 for a variable v), the partitioning
process should theoretically refine the partition of that object’s
domain to ranges over and over again, infinitely many times.
One solution we considered was to allow self-assignments, in
the following form: Let P = {R1, R2, ..., Rn} be a partition
of (−∞,+∞) for some valued object x. Suppose we do not
take self-assignments into consideration when partitioning, but
rather leave the current partition, and define assignment as
“transitioning” x from its previous value’s bounding range(s) to
a union of ranges bounding x’s value following the assignment.
If x occurs in a formula F testing x’s value, and an assignment
causes the bound of x’s value to contain both ranges satisfying
F and ranges not satisfying F, we cannot decide if F is
satisfied. For example, suppose we compute for an integer
variable v the ranges [1, 8], [9, 9] and [10, 12] (among
others) and we have a conditional testing the expression v
= 9. Consider the assignment v := v + 1. If v is in [1, 8], and
the assignment is executed, then in the next instant it can be in
either [1, 8] or [9, 9], thus we cannot decide if the condition
v = 9 is satisfied.

To determine the order by which the partitioning process
inspects valued objects when partitioning by dependency, a
directed graph of valued object dependencies G = 〈V,E〉 is
created in the following manner. Our inputs include the set
VALOBJ of valued objects in the source program, and the
set of all variable assignments and valued signal emissions

11The term cyclic dependency in ESTEREL usually refers to a situation
where there exists an instantaneous circular dependency between a signal and
itself [4] (also known as a causality cycle). ESTEREL programs that contain
an instantaneous dependency cycle, for which the number of solutions is not
exactly one, are considered invalid. In this section we discuss a different kind
of dependency, however: a dependency between the current value of an object
and its previous one, from which it is calculated. We use the terms causality
cycle and causality problem to refer explicitly to a causality cycle.
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which appear in the original program. V and E are defined as
follows. For each numerical valued object define a vertex: V
= {x | x ∈ VALOBJ and x is of type integer, float, or
double}. The set E of edges in G is calculated using the
following procedure.

1. E ← ∅
2. For each two numerical valued objects v and u in V:

2.1. If the current or previous value of a numeri-
cal valued object u is assigned to v (i.e., if v
is a variable and there exists an assignment
v := exp or if v is a signal and there exists
an emission emit v(exp), where exp is a
data expression with an occurrence of u),
stretch a directed edge from u to v; that is,
add (u, v) to E.

2.2. If G contains cycles, halt the process with
an error message.

The order by which the process partitions the domains of
valued objects is a post-order of this graph. That is, a valued
object v’s partition is computed after the partition is computed
for all numerical objects to which v is assigned.

Hereby is a summary of the constraints on the programs
to which our method is applicable. These compromises are
basically due to two limitations:

1) One way to allow automatic methods to check a non-
trivial property is to reduce the power of the language or,
equivalently, reduce the class of program verifiable using
the method; and

2) Technical issues with aspects of our abstraction process
conflicting with the synchrony hypothesis.

The constraints are:
1) All valued objects are of type boolean, integer, or

floating-point real (i.e. strings and user-defined types are
not allowed);

2) All numerical formulas used in Boolean data expressions
are of the form (a*D+b) R k where R is an relational
operator, D is the current or previous value of a numerical
valued object (sensor, valued signal or variable of type
integer, float or double) and a, b and k are some
literal constants;12

3) All numerical data expressions used in assignments and
valued signal emissions are of the form a*x+b, where
x is an occurrence of a valued object (in its current or
previous value), and a and b are constant literals, all of
which of the same domain;

4) All delayed expressions in temporal statements may not
be count delays;

5) No repeat loops;13

6) No combined signals and no valued traps;

12Currently we support only linear equations and inequalities in one
variable, for future work see Section VI.

13ESTEREL v5 offers several loop constructs: loop, loop-each and
every (temporal loops) and repeat. A repeat loop executes a finite
number of times, unlike the others, which can loop forever [4]. We do not
support only the repeat statement.

7) No cyclic dependencies between numerical valued ob-
jects or self-assignments (except in loop-free program
segments); and

8) During one instant, the program does not access more
than one incarnation of a local valued signal or a variable.

Currently the algorithm and tool support accessing the
values of valued signals only during reactions in which they
are present; however, this can be handled by adding signals
to represent the latest value of a signal from the last time it
occurs. This solution will be implemented in future versions.

The set of programs to which our method is not applicable
includes, but not limited to, programs employing counters
(due to a dependency of the counter by its previous value);
programs performing calculations which are more compli-
cated than allowed by constraints 2 and 3 (e.g., containing
operations such as dividing by the value of some object
or comparing one numerical valued object to another); and
programs requiring extension in the host language. By design,
ESTEREL’s data definition facilities are minimal, since data-
handling is not the primary concern in control-dominated
reactive programming [4]. A major advantage of this approach
is high portability of the code. To program complex systems,
the programmer has to put a significant effort in implement-
ing data handling capabilities in the host language. Without
supporting host language extensions, our technique is limited
to simpler, control-centric programs.

A Proportional-Integral-Derivative (PID) controller [11] is
an example of a controller to which our method is not applica-
ble. This controller has three terms: proportional (proportional
to the error signal), derivative (proportional to the derivative of
the control signal, i.e. the rate of change in the error signal over
time), and integral (proportional to the integral of the error
signal, i.e. the summation of error over time). To calculate
the integral term, the system needs to sum of the error over
time, essentially creating a cyclic dependency. However, in
the high level at which robot behaviors are programmed in
behavior-based robotics, proportional controllers, which our
method supports, are nearly always sufficient [11]. Moreover,
PID controllers are not the usual application of ESTEREL.
ESTEREL, as a state-based formalism14, is better suited for
problems where control flow is prevalent, e.g. systems that
jump between different functioning modes [13]. Another style
of synchronous programming, where the system’s behavior
is represented as a set of recurrent equations, characterizing
languages such as SIGNAL and LUSTRE, is well-adapted to
problems where data-flow is prevalent [13], hence being more
natural for implementing PID controllers where the transfer
function is repeatedly calculated.

We currently investigate means to lift some of these con-
straints. Some research directions appear in Section VI.

14A state-based formalism uses a state transition diagram where arrows are
labeled with communication actions to represent the system’s behavior. The
diagram can be explicit in visual formalisms such as in STATECHARTS or
implicit in imperative formalisms such as ESTEREL and CSML [13].
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State-Space Complexity Evaluation
The complexity of the number of pure signals

that the abstraction adds to the program is
O (NBool +Nnum · (Batomic +Aconst) +A+ E +B)
when there is at most one relation between every two valued
objects; NBool is the number of Boolean valued objects,
Nnum is the number of numerical valued objects, Batomic

is the number of atomic Boolean data expressions having
occurrences of numerical valued objects, Aconst is the number
of assignments of constant values to numerical valued objects,
and A, E, and B are the numbers of variable assignments,
valued signal emissions, and Boolean data expressions
respectively. For more complicated situations in which there
can be two or more relations between two numerical valued
objects we provide a recurrence relation in [1].

In general, an automaton generated from an ESTEREL
program may suffer from size explosion [14]. Increasing the
number of input and output signals may significantly enlarge
the sets of states and transitions of the automaton produced
from the purified program compared to the one generated from
the original program. In two of the examples presented in [1,
Chapter 5] the number of states remains the same following
the purification and for one example the number of states
increases from 6 to 16. However, one must remember that the
abstraction is done for verification purposes only. Moreover, a
typical ESTEREL application yields a fairly small number of
states, usually between 10 and 100 [14].

V. CASE STUDIES

The constraints described in the previous section provide
an accurate characterization of the family of programs to
which the method can be applied. The example in Section II
demonstrates the applicability of the method to two classes
of control systems within this set: bang-bang controllers and
proportional controllers. Another example demonstrating the
application of the method to a bang-bang controller is a tem-
perature controller system maintaining a constant temperature
in a chamber using a thermometer, a timer, and two boilers [1].
We present there also the application of our method various
robot programs:

• Border-following robots using one or two light sensors.
• Bang-bang implementation of the Home robot behavior:

a robot homes on a destination marked by a beacon using
differential sensing. It is based on a program appearing
in [11]. We use our technique to verify that the robot does
not run over the beacon, assuming that when the robot is
too close then the light intensity picked by the sensor is
greater than a given threshold.

• Escape behavior: once colliding with an obstacle, a robot
goes back a predefined distance, rotates a predefined
angle and then continues moving forward. It is also based
on a program that is described in [11] (though modified
to use a range detector and escape once detecting a close
obstacle). We verify that the robot never reaches a non-
reactive state, in which it fails to find a reaction and emits
an error signal.

The last two examples (Home and Escape behaviors)
demonstrate the application of the method to mobile robot
programming following the reactive control paradigm. This
paradigm, based on animal models of intelligence, decomposes
the overall action of the robot by behavior, allowing handling
multiple goals and multiple sensors, increasing robustness and
extensibility [15]. By combining various behaviors and control
algorithms, complicated control systems to which our method
is applicable can be derived. The full code for the examples,
including original program code, abstract program code, and
observer code are provided in [1].

The abstraction we propose has an advantage over complete
data abstraction performed when providing the -soft flag
to the ESTEREL compiler, since it avoids adding behaviors
not displayed by the original program. For example, consider
the following code portion switching on and off an actuator
based on a numerical input through a sensor S:
if ?S < 90.0 then emit On end if;
if ?S > 110.0 then emit Off end if
The ESTEREL compiler generates with the -soft flag
a circuit in which both conditions can be satisfied at the
same time, therefore it can emit both On and Off at the
same reaction. However, using our abstraction, in the purified
program no two range signals representing S can occur
simultaneously, therefore both conditions cannot be satisfied
at the same time.

VI. CONCLUSION

Combining the verification power of XEVE with the trans-
formation of non-Pure ESTEREL programs into Pure ESTEREL
programs, we can verify safety properties of a larger family
of programs. We provided examples for various categories of
programs that can be verified.

There still is a large set of programs to which we cannot ap-
ply our method, e.g. those involving complicated calculations
and counters. By giving up completeness, the full potential of
the technique developed is realized. Applying the technique to
parts of the program that fulfill the constraints while letting the
ESTEREL compiler remove the rest of the data when compiling
the program into a circuit can produce a more precise over-
approximation than total control-based abstraction. This is
especially useful when the system consists of several sub-
systems, some of which fulfilling the constraints while others
not. In [1] we provide an example of a system comprised of
a PID controller and a limit switch. The limit switch shuts
the process down by cutting off the PID controller’s output
once an undesired limit is reached. After the measured value
drops back to the safe zone, the switch can be manually reset
in order to reactivate the control system. An observer helps
to verify safety properties of the system by emitting a special
signal whenever the program emits the output signal while
the measured value is higher than some critical threshold. Not
only that the calculations performed by the PID controller are
not supported by our technique, but also the program takes the
set point, clock interval, and gains from constants defined in
the host language. The abstraction performed by the ESTEREL
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compiler alone produces a circuit which XEVE reports to pos-
sibly emit the observer signal. However, using our technique
to abstract the safety limit switch and the observer, which
comply with the requirements of our techniques, and letting
the compiler abstract the rest of the program creates a circuit
which never emits the observer signal, as XEVE guarantees.

The current version of the algorithm supports only linear
equations and inequalities in formulas occurring in Boolean
data expressions. We plan to extend the class of supported
formulas, for example to handle also univariate polynomial
equations and inequalities whose the roots can found analyti-
cally, i.e. polynomials of second, third, and forth degrees; the
roots can be used to partition the domain of the valued object
(which serves as the variable of the formula) to intervals.

One alternative approach to perform the analysis and the
abstraction is based on the constructive semantics of ES-
TEREL [16]. ESTEREL statements are divided into two groups:
kernel statements, forming a primitive core of the language,
and derived statements, which are definable as combinations
of kernel statements, whose purpose is to make programming
more convenient. The semantics of an ESTEREL program is
obtained by structural induction on the statements which it
consists of. Considering the constructive semantics of ES-
TEREL, it is essentially enough to define the abstraction
process and prove its correctness for kernel statements to
obtain a process and a proof that applies to the entire ESTEREL
syntax. Yet it would require to implement a much more
complicated abstraction technique, that not only finds and
transforms items of interest, but also breaks-down the program
to kernel statements. Our approach focuses on the occurrences
of valued objects in the program, leaving the rest of the
program untouched.

The TEMPEST [17] toolset provides a compiler for linear
temporal logic formulas representing safety properties to ob-
servers in ESTEREL language. The automaton compiled from
the observer-augmented program can be verified using other
tools from the TEMPEST package. When the control flow of
the program to be verified is independent of valued objects
(i.e., there are no conditionals testing run-time values of
valued objects), the control structure can be fully determined
at compile-time, therefore the verification is both sound and
complete. However, when the program’s control structure
depends on run-time values, the technique is sound but not
complete, since the ESTEREL compiler considers all paths,
including those that are unreachable due to data values [18,
Section 4].

We plan to incorporate the power of TEMPEST with our
method to extend both the class of verifiable properties and the
class of programs to which those techniques can be applied.
TEMPEST should be able to successfully verify programs
where the control structure is independent on the run-time
values of valued objects; therefore, TEMPEST should be di-
rectly applied to programs not complying with the constraints
which our method requires, while actually not querying values
of objects in conditionals. Hybrid versions may be suggested,
such as purifying only valued objects on which the control-

flow depends directly or indirectly, while leaving the rest of
the valued objects untouched (as long as the valued objects
on which the control flow depends satisfy our constraints).
This, however, cannot be verified using XEVE. An additional
possible research direction is extending the language used in
TEMPEST to express safety properties querying the run-time
values of valued objects, such as “variable V can never be
greater than 20”. In certain cases, this might be obtained
by purifying together the parallel composition of the main
program and the observer component.
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1Abstract—How to educate future engineers, so that they 

acquired new skills and competences to become developers of 

Cyber Physical Systems (CPS)? The paper demonstrates a 

curriculum framework that was developed and successfully 

implemented some years ago, as an outcome of two 

international projects undertaken by a consortium of the 

European and American universities. The projects had focused 

on special category of CPS - Real-Time CPS. Examples of 

laboratory environment supporting education in the field of 

Real Time CPS are given in the paper. 

 

YBER Physical System is an example of advanced 

complex technological system interfacing with physical 

plant and with computing environment running software 

intensive and most often time critical application. CPS’s are 

often safety-critical.  In case of missed time deadlines or 

component failures CPS may result in violating safety 

constraints and event life-threatening consequences. We 

refer to such systems as Real-Time Cyber-Physical Systems 

(R-TCPS).  

Car airbag system is a good example of such system. 

When a cyber-physical safety system in a car detects a crash, 

the airbag must inflate in tens of milliseconds to avoid 

injuries of the driver.  The success of the airbag system 

relies upon the crash sensors working accurately and 

extremely quickly but also upon algorithms processing in 

real time. Such a time-critical and safety critical 

functionality requires specific engineering solutions.  

 Typically, the challenges of R-TCPS are viewed as 

separate problems of data measurement, transfer, distributed 

control, real time operating systems, etc. Domain experts 

contribute individual components of a design, but they often 

lack cross-disciplinary knowledge of how these components 

interact and what impact their behavior may have on other 

components. As the prevalence and sophistication of cyber-

physical systems increases, so does the need for developers 

with sufficient cross-disciplinary education.  In summary, 

designing of R-TCPS require a multi-disciplinary and 

                                                           
1 The work presented in this paper was supported by the AGH University of 

Science and Technology, grants number 11.11.120.768, 11.11.120.396 and 

by the U.S. Department of Education FIPSE grants P116J060005 and 

P116J080025. 

integrating knowledge, covering a broad area, from control 

theory to real-time computing.   

The problem addressed in this paper is education: how to 

educate future developers of R-TCPS that would often work 

in multinational companies interacting with fellow engineers 

from different countries?   

 The following ABET Engineering Criteria Program 

Educational Outcomes were formulated for accreditation 

process of CPS education [1]:  

• Ability to apply mathematical models of physical systems, 

cyber systems, and their composition. 

• Ability to design and conduct simulations and tests of a 

cyber-physical system and to analyze the results. 

• Ability to apply good engineering practices in the design 

of a system that mixes cyber and physical components 

subject to constraints including safety, security, cost, and 

dependability. 

• Ability to function effectively on multi-disciplinary teams 

spanning cyber and physical domains. 

• Ability to identify, formulate and solve engineering 

problems that have both cyber and physical aspects. 

• Understanding of the professional and ethical 

responsibilities of the design of life- and safety-critical 

systems. 

• Ability to communicate effectively across cyber and 

physical domains. 

• Understanding of how design decisions in the cyber 

domain may affect the physical domain and visa-versa. 

• Recognition of the need for, and ability to engage in life-

long learning. 

• Knowledge of contemporary issues with cyber-physical 

systems. 

• Ability to select and use appropriate techniques, skills, and 

modern engineering tools that span the cyber and physical 

domains. 

Most of the ABET criteria were addresses by two-year 

long ILERT project:  International Learning Environment 

for Real-Time Software Intensive Control Systems (RSIC) 

started in 2006 [2]. The project was sponsored by the Fund 

for Improvement of Postsecondary Education (FIPSE) of the 

U.S. Department of Education and the European 

Commission. The project was implemented in a consortium 
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of one American (ERAU - Embry Riddle Aeronautical 

University, Daytona Beach, FL) and three European 

universities (AGH - AGH University of Science and 

Technology, Krakow, Poland; UJF - Université Joseph 

Fourier, Grenoble, France; and BUT - Brno University of 

Technology, Brno, Czech Republic). The academic 

departments leading the project represented computing, 

control, and telecommunication disciplines.   

Based on own research and the industry surveys, the 

consortium faculty  confirmed that modern computer control 

systems  are heavily software-centric, implementing reactive 

and time critical software, where safety is the issue and the 

margin for error is narrow. Examples include aircraft 

avionics, air traffic control, space shuttle control, medical 

and automotive equipment, power stations and more. It is 

vital for future software developers to understand the basic 

real-time applications concepts such as the issues of timing, 

concurrency, inter-process communication, resource sharing, 

interrupts, and handling external physical devices. 

Generally, challenge is the situation where the physical 

systems operating in Newtonian (absolute) time must 

interface with computational systems and networks evolving 

in cyber time.  

The purpose of ILERT project was defined as follows [2]: 

… {four university partners} propose a study leading to 

establishment of a RSIC international, multidisciplinary 

curriculum framework focusing on important aspect of the 

computer/system/control/software engineering education. 

We plan to explore the mechanism for involving students 

from multilingual geographically separated institutions in a 

coordinated educational experience exposing them to the 

problems, methods, solution techniques, infrastructure, 

technologies, regulatory issues, and tools in the domain of 

dependable real-time safety-critical software-intensive 

control systems. 

The consortium members were deeply convinced that 

engineering curricula require continuous modifications to 

prepare students for the technological challenges of the 

modern workplace. Rapid progress of computing 

technologies is the major reason that the academic programs 

like electronics, computer and software engineering, 

robotics, and control engineering need continuous updates 

and integration of knowledge.  

An additional issue was the internationalization and 

globalization of complex systems development. Several 

large companies, specifically in the aerospace industry, 

engage international teams working in geographically 

diverse locations often using diverse standards, guidelines, 

and processes. It is advantageous for future engineers to 

understand the implications of international collaboration 

and to appreciate cultural differences. 

Successful ILERT project was subsequently continued by 

Dependable Systems International Research and Education 

Experience (DeSIRE2) project which started in 2008 [3]. 

Two American universities joined the consortium but only 

one continued and contributed to the project (UCF – 

University of Central Florida, Orlando, FL). The objective of 

this implementation project was to establish a platform for a 

sustained and consistent mobility exchange of students 

engaged in R-TCPS oriented programs. The target of the 

programs was to deliver on the labor market graduates, 

capable of working efficiently in multidisciplinary teams and 

participating in international collaboration on industrial R-

TCPS projects, which require conformance to specific 

standards mandated by regulatory authorities. 

This paper summarizes the results of both projects, as an 

example of a Real-Time Cyber-Physical Systems education 

framework. 

I. FIRST PROJECT: CURRICULUM DESIGN 

The first project (ILERT) started with a research phase, 

including the analysis of industry requirements related to 

graduates in the proposed domain. The collected data were 

analyzed and the results were used to help identify academic 

program learning objectives and outcomes, thus preparing a 

base for creation of a new curriculum framework [3].   

The subsequent steps included:  

• Defining learning objectives and outcomes, identifying 

the curriculum framework, exploring the partners’ 
programs common features, laboratory infrastructure, 

identification of the curricula contents, and analysis of 

the educational process assessment. One needs to note, 

that the existence of common characteristics did not 

imply automatic commonality of the ways how 

individual institutions pursued common educational 

objectives. Universities often find their own methods to 

let shared content shape the development of procedure 

and instructional delivery.  

• Defining the roles of the project partners and focus of 

interest. Considering the four universities strengths in 

various areas such as control, software engineering, 

telecommunication, and embedded systems, the 

consortium defined as their point of interest Real-time 

Software-intensive Control (RSIC) - a subset of RT-

TCPS domain.  

• Curriculum development included two complementary 

groups of activities. The first one, more general, had 

focused on methodology and process of creation of a 

unique and curriculum framework in the area of real-time 

software-intensive control, which combines elements of 

control, software, and computer engineering programs. 

Such curriculum was in high demand by industry as 

shown in earlier industry surveys and interviews. The 

second was a practical case study adapting a selected 

RSIC curriculum unit acceptable for engineering 

programs in four organizations. The curricula were 

reviewed to prioritize and integrate the various elements 

in order to meet the learning objectives and demands of 

interdisciplinary specialization in Real-Time Software-

Intensive Control serving RSIC. An appropriate sequence 

of courses was proposed. 
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• Credit transfer and accreditation issues. The development 

of new curriculum framework in information 

technologies may require new approaches to validate and 

accredit learning.   Existing and emerging structures for 

accreditation, quality control and credit transfer (such as 

the European Credit Transfer and Accumulation Scheme) 

were analyzed and coordinated. The proposed curriculum 

units, focusing on the objectives and outcomes of the 

educational activity, were developed according to the 

U.S. Accreditation Board of Engineering and Technology 

(ABET) standards as well as the applicable standards of 

Ministry of Higher Education in the European countries.    

• Students mobility. Based on the developed curricula, 

students’ mobility between partners institutions was 
proposed, opening possibility of collaborating and 

enrolling in the same course offered concurrently in four 

partner sites.   

The project identified six RSIC Framework areas [4]:  

Software Engineering, Digital Systems, Computer 

Control, Real-Time Systems, Networking, and Systems 

Engineering.  

1. Software Engineering: software engineering concepts 

and practices, lifecycle models, project management, 

processes, software modeling and formal representation; 

software requirements; software architectural and 

module design; software construction methods and 

practices, testing and quality assurance; software 

maintenance, notations and tools. 

2. Digital Systems:  methods, techniques, and tools used to 

support the design of combinational and sequential 

digital circuits and the design of fault tolerant and 

advanced networked hardware components. 

3. Computer Control: concepts of feedback control, 

continuous vs. discrete models of dynamic systems, 

simulation,  controller design, implementation of control 

algorithms in real-time, integrated control design and 

implementation (hardware-in-the-loop), security 

aspects, implementation for physical  processes. 

4. Real-Time Systems: timing and dependability properties 

of software intensive systems, RTOS concepts and 

applications, concurrency, synchronization and 

communication, scheduling, reliability and safety 

aspects. 

5. Networking: data communication, network topology, 

analysis and design, information security, algorithms, 

encryption, bus architectures, wireless, distributed 

control and monitoring. 

6. System Engineering: system engineering concepts, 

principles, and practices; system engineering processes 

(technical and management), system requirements, 

design, integration, and testing; special emphasis on the 

development of a RSIC system and the integration of 

RSIC system elements. 

The basic organizational unit for this framework was 

RSIC “component”. A RSIC component was defined as a 

curriculum unit covering theory, knowledge, and practice - 

supporting the RSIC objectives and outcomes. The proposed 

RSIC Curriculum Framework did not specify the way in 

which component topics might be formed into modules or 

courses reflecting the RSIC concept. Component topics were 

focused in one or two courses, or spread among several 

courses, along with other non-RSIC topics. For each 

component more detailed didactic aspects were defined such 

as: the prerequisite knowledge, component learning 

objectives, information about required facilities and 

equipment, and guidelines and suggestions for course design 

and delivery.  

In addition to the above six RSIC Framework areas, 

additional institutional, regional, or national requirements in 

areas of “general education” were required to be added to 
the curricula as, for example, requirements for oral and 

written communication, for arts and humanities, or for the 

social sciences. These areas also supported the RSIC 

curriculum objectives and outcomes related to ethical and 

professional responsibility, effective communications skills, 

ability to work as part of a team, and lifelong learning. Each 

ILERT partner analyzed how the framework could be 

applied to their program. The challenge was to maintain the 

program integrity and at the same time include all necessary 

elements of the RSIC Framework. 

 

II. SECOND PROJECT: STUDENT EXCHANGES 

 

Subsequently, another project received support from both 

FIPSE and European Commission under umbrella of 

Atlantis Program designed to support trans-Atlantic student 

mobility exchanges between Europe and USA. The objective 

of Dependable Systems International Research and 

Educational Experience project (DeSIRE2) [4] was to train 

engineering students to achieve global competency and to 

provide exposure for the students to work in international 

settings with foreign partners, to get opportunity for 

exploring the host country language and customs, and to 

make available instruction the students in the areas not 

available in the home school.  

The learning objectives and outcomes of DeSIRE2 project 

were to prepare specialists to solve problems in a 

multidisciplinary way utilizing wide range of CPS domains. 

The expected graduate student competencies provided by 

completion of the DeSIRE2 program were as follows: 

• Demonstrate professionalism in work and grow 

professionally through continued learning. 

• Demonstrate understanding of analysis and design to 

implement software-intensive systems. 

• Demonstrate understanding of analysis and design to 

implement control systems. 

• Apply advanced software engineering techniques to 

implement real-time concepts. 

• Implement a rigorous quality assurance process. 

• Implement hardware/ software integration. 

ANDREW J. KORNECKI, WOJCIECH GREGA: REAL-TIME CYBER-PHYSICAL SYSTEMS 757



 

 

 

 

• Demonstrate knowledge of the principles and techniques 

needed for the analysis and design of a system form 

dependability perspective. 

• Assume a variety of roles in teams of diverse 

membership. 

According to the initial plans, the student mobility was to 

be distributed between the original six consortium partner 

universities: three from the EU in cooperation with three 

universities from the US. During the first year of the project 

a multilateral Memorandum of Understanding (MoU) was 

signed by partners’ schools. The memorandum stipulated the 
conditions of: mobility exchange period, tuition and 

enrollment, student eligibility, student and faculty mobility, 

and student selection. Due to legal issues, the third American 

university left consortium in the first year not contributing to 

the mobility exchanges. 

Each consortium university partners had a dedicated unit 

in their organizational structure handling foreign students’ 
exchanges and supporting the recruitment. Students received 

support in both pre- and post-mobility activities. The project 

contact faculty at each university served as the focal point to 

advise, guide, and help both local and the visiting students.  

Individual program of study was developed for each 

candidate. The reason was that students from partner 

universities have had different capabilities and knowledge 

base due to the differences of their local academic programs. 

Therefore, it was necessary to shift from courses forcing the 

“one size fits all” approach to courses accommodating 
individual learning paths. Such paradigm shift was 

supported by the "component” approach described in the 
Section 2.  

Due to the individual nature of each exchange and 

necessity to find appropriate selection of courses, the task of 

creating an individual learning path for a single exchange 

was rather complicated.   The logistic of the mobility 

exchange required a candidate student to register for course 

work at the home institution in coordination with the local 

mobility exchange project contact faculty, who helped the 

student to find an appropriate set of courses in one of the 

overseas partners’ schools. The main objective was to focus 
the individual plan of study in the area related to DeSIRE2 

project specialization. The students then took the course 

overseas, with the grade passed back to the home school 

international office and recorded with the school registration 

office (or a dean office) for inclusion in the student’s official 
record. The administrative issues such as course 

equivalency, satisfying the student’s program core 
requirements, prerequisite requirements etc., were usually 

approved by the Faculty Dean and appropriate graduate 

program coordinator in advance before commencement of 

the mobility exchange. The approved courses were counted 

towards a degree at the home institution. The mechanism of 

ECTS/US credits equivalents, as defined by the MoU, was 

applied. 

The consortium partners exchanged 36 students (nineteen 

from US studying in Europe and seventeen EU students 

studying in the US) achieving nearly balanced mobility 

exchanges participation. It needs to be noted that the 

consortium faced significant challenge recruiting American 

students. The major obstacles were constraints of academic 

calendar, missing opportunities of earning while abroad and 

thus related financial issues, and difficulties with finding 

appropriate set of courses to be credited to the student 

transcript [5]. 

The project requested students to complete post-mobility 

survey. The sample of students engaged in the mobility is 

still statistically insignificant, but the post-mobility surveys 

they filed provide interesting observations. At the project 

completion we collected total of 30 surveys (83% return 

rate): 15 from European students studying in the USA and 

15 from the American students studying in Europe. 

On a scale of 1 (negative) to 5 (positive), the level of 

satisfaction related to the program merit, in terms of 

importance and meeting the goals, are for American students 

in Europe 3.93 and 4.49 respectively, while for European 

students in the USA they are 4.13 and 4.40 (Figure 1). 

 

 

Fig.1. DeSIRE mobility exchanges: importance and meeting goals 
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The satisfaction survey results show that the overall 

value of the program was nearly perfect 4.93 for European 

students visiting USA and 4.57 for Americans in Europe. 

The averages of the relevant survey items are: 4.10 for the 

European students in USA and slightly lower 3.74 for the 

Americans in Europe (Figure 2). Statistical t-test analysis 

allows us to state with 88% confidence that the 

experiences of European students in USA seem to be more 

positive that their counterpart in Europe. 

 

Fig.2. DeSIRE mobility exchanges: satisfaction survey 

 

Due to the demanding nature of engineering courses 

conducted in English in three European partner universities, 

the issue of the language instruction was not a priority. 

However, the exchange students engaged in language and/or 

cultural instruction classes, participated in a variety of 

activities to learn the host country, interacted with their 

peers from the host school, and in general were satisfied 

with the opportunity to travel and explore different cultures. 

The native Slavic languages in two European partner 

universities were rather difficult to learn for the American 

students – except those with the specific country heritage 

that may already know the language (being typically an 

additional initiative to apply for the mobility exchange) 

Additionally, faculty mobility exchanges were conducted 

to support: lectures delivery at the host institutions related to 

the objectives of the project, pre-mobility orientations and 

program promotion at host institutions, face-to-face 

meetings with mobility candidates and active mobility 

students, and planning/co-ordination meetings with the host 

university faculty and administration. 

A dedicated website supporting the student exchange was 

maintained and systematically upgraded, containing up-to 

date information about the project objectives, activities, 

outcomes, progress and deliverables. One of the 

requirements of the mobility exchange completion was for 

the students to create personal blogs reflecting their 

experiences. The blogs were linked from the project website 

(http://www.desire.agh.edu.pl/).  

All students engaged in the program had very positive 

impression of their mobility stay and appreciated the 

opportunity provided by the project funding. In general the 

students expressed positive feedback related to the general 

study abroad experience. Only few comments from post-

mobility surveys addressed the actual classroom experience. 

• To Europe:  

-  ...academic system is a little harder than US because of 

the lack of assignments and the dominant influence of 

the exams (midterm and final) on your grade for the 

class (ERAU->UJF). 

-  ...enjoyed very much the curriculum and the hands on 

approach of the courses, especially the opportunity to 

practice our newly gained knowledge through the 

academic project. I believe that this experience thought 

me a lot on more than just academic knowledge but it 

also allowed me to grow on a more personal level 

(UCF->UJF). 

• To USA:  

-  ...engineering and software departments are also very 

good here. There is lot of interesting projects, classes. 

Another great thing is that the teachers are mostly people 

that are working or worked in the field they are now 

teaching, i.e. I had Software Project Management class 

with the instructor from Boeing Company – a real 

software project manager (AGH->ERAU) 

- ... this was a real experience for me abroad. It brought me 

a lot of knowledge in certain class and a new method of 

working (UJF->ERAU). 

III. IMPLEMENTATION EXAMPLES 

Hands-on learning approach was proposed for the 

majority of RSIC components. This approach involves 

learning experience which enhances student’s ability to think 
critically. The student must plan an experiment to test a 

hypothesis, put the experiment into motion, see the 

experiment to completion, and then be able to explain and 

interpret the experiment’s results. Another hands-on 

experience has been engagement in a team project requiring 

students to analyze the problem, specify system 

requirements, find appropriate solution, resulting in 

designing and implementing a small scale cyber-physical 

system. Two selected examples are provided below.   

A. Example 1: CPS Laboratory Experiment 

The example of lab environment supporting education in 

Real-Time Cyber-Physical Systems is provided below [6].  

The goal of this educational module (lectures and 

practical training) is to familiarize students with industrial 

Ethernet IP technology studying a model of an industrial 

Allen Bradley Networked Programmable Logic Controller 

(PLC) connected through different gateways to the physical 

system (model of air lift). The system uses distance 
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measurements and implements control signals in a similar 

way to typical industrial process. Students became familiar 

with essential characteristics of data transmission networks 

and with the influence of the network parameters on control 

quality of the physical system. Students also work with 

several standard testing methods and items of industrial 

equipment. 

The Ethernet IP laboratory, shown in Figure 4 consists of 

six data transmission nodes: CompactLogix L35E 

Programmable Logic Controller, POINT_IO: 1734-AENT, 

PowerFlex 40 inverter, WAGO 750-341 Coupler, Internet 

Camera (WebCam), and  PanelView 600 Plus – Touch 

Panel. 

 

 

 

Fig.3. Laboratory Setup 

 

A standard personal computer is used as a development 

and Ethernet monitoring platform and the web camera 

generates noise imitating the network data traffic.  

The major issues for consideration by the students were: 

(a) analyze the Ethernet/IP packets and Ethernet network 

parameters (throughput, round trip time etc.) by utilizing the 

Wireshark application, (b) diagnose and analyze the jitter for 

a several scan times and the RPI parameter (Request Packet 

Interval), and (c) find the effects of load Ethernet network on 

stabilization of the position of the Aero-lift. 

The physical system used in the module is Aero-lift.   The 

test-rig contains the blower based on three-phase drive 

controlled by the inverter, a pipe for vertical motion of the 

cart and eight discrete sensors to measure the cart position 

(see Figure 4). The Aero-lift is an example of the dynamic 

system sensitive for sampling time and latency in data 

transmission. With this set-up a number of consequences 

caused by the inaccurate settings for Ethernet modules and 

I/O blocks can be observed.   

 

 
AC Motor 

Pipe 

Sensors 

Aero-Lift  

Cart 
PLC 

 
 

Fig.4. Physical system used in the laboratory setup 

 

The offered laboratory demonstrates all the features and 

includes all components expected for Cyber Physical 

Systems:  industrial equipment reflecting real physical plant,   

computing environment, time critical software, and distance 

data transfer. The laboratory shows that traditional real-time 

performance guarantees are insufficient for CPS when 

system components are spatially distributed and connected 

via data transmission networks. 

B. Example 2: Teamwork Development of a CPS 

The consortium members recognized the demand for 

efficient development of quality RSIC/ CPS systems and 

need for an international learning environment. An 

innovative learning approach was implemented involving 

students from multilingual, geographically separated 

institutions in a coordinated educational experience in 

laboratory CPS development [7]. The project was realized as 

a component of the ILERT engaging on-site students and 

faculty of universities from four countries (USA, Poland, 

France, and Czech Republic).  

The technical objective of the project was to develop real- 

time software packages for two robots (physical system) that 

cooperate in searching for a target in a simple maze. The 

target search in the maze was designed to simulate a 

practical example a rescue problem. 

The two robots were considered to work within the 

limited operating area. The robots were assigned different 

roles: The “Leader” Robot starts in one of the four corners 

and, according the implemented algorithm, it is searching for 

the black square that is positioned in the center of the maze. 

The “Follower” Robot starts in one of the four corners 

(which may be different that the starting corner of the 
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Leader Robot) and according the information received from 

the Leader robot it attempts to find the black corner is a 

shortest possible time. The use of rigorous software 

development process was emphasized and the 

comprehensive documentation was expected as an integral 

part of the project’s outcomes. Team cooperation and related 
intensive inter- and intra-team communication was also 

assumed. Each team was responsible for their developed 

components from the initial phases of analysis and design 

through component implementation to integration and 

testing. 

The two major Project Learning Objectives were focusing 

on the Process and Product: 

 Process - effective work in multicultural and 

multidisciplinary teams including such aspects as team 

organization and planning, team communication, and 

project management. 

 Product - development of an RSIC system resulting in 

developing real-time embedded software, hardware and 

software system integration, implementation of digital 

control in real time, design/implement communication 

protocols. 

To meet the above objectives, international students’ 
teams have worked on robotic design and control 

experiments with LEGO MINDSTORMS NXT kits.   

 

 

 
 

Fig.5. Design of three wheels robot construction 

 

The basic problem was an accurate and precise motor 

control. The error in the motor control can affect the correct 

navigation and robot movements. From the educational 

viewpoint it was not so important that the robot moves, but 

how precise it operated and what was the accuracy of the 

controlled devices. 

LEGO-MINDSTROMS NXT kit (Fig. 5) was selected as 

a common platform for students’ teams. The used LEGO 

platform proved flexible enough to achieve both technical 

learning objectives. A Web-based Project Management 

System (WebPMS) was used to improve communication and 

test Internet based tools for inter-university collaboration.  

The programming solutions related to LEGO NXT were 

implemented in open source NXC (Not Exactly C) - a text-

based language for MINDSTORMS® NXT robot 

microcontroller. The language supports multitasking on 

standard LEGO firmware. With freely available BrixCC 

Integrated Development Environment (IDE) it was possible 

to create quite complex and advanced data acquisition and 

control algorithms operating concurrently and in real-time, 

including file management and communication features. A 

custom Bluetooth communication program was designed 

and implemented so the robot(s) movements could be 

monitored and displayed on the host. 

IV. CONCLUSION 

Cyber-Physical Systems are a novel category of 

engineering systems, involving closely interacting physical 

and computational components. In the CPS, control 

algorithms, embedded hardware, real-time software, and 

communication are closely intertwined while the digital 

cyber components are connected interacting with the 

physical real-world processes. Due to interaction with the 

environment and people, the issues of dependability and 

performance while meeting the functional requirements are 

of primary concern. It is critical that the future CPS 

developers are proficient in these multidisciplinary projects 

while being able to work with professionals representing 

different skills and organizational affiliations.  

The laboratory environment delivers required features and 

includes all components expected for Cyber Physical 

Systems:  physical plant,   computing environment,   

software intensive and time critical, distance data transition. 

CPS technology challenges included: CPS data acquisition, 

data precision, time dependencies, the critical elements of 

modern CPS, quality assurance and integration; data and 

information analytics, control algorithms and rigorous 

software development process. In particular, assures 

compliance with an important CPS education criterion 

formulated by ABET: "ability to function effectively on 

multi-disciplinary teams spanning cyber and physical 

domains". 

The international consortium of universities, with support 

of the U.S. Department of Education FIPSE and the 

European Commission projects, has been engaged in the 

CPS related educational activities at graduate levels since 

2007. The objective of these educational activities was to 

educate students in the principles and design issues in CPS 

and to develop student competency to be comfortable 

working in an international setting collaborating across the 

nations’ boundaries. It was found that it has been easier to 

achieve these multi-disciplinary and integration-focused 

knowledge and skills required for the CPS education when 

engaging a group of universities, rather than when 

attempting to achieve them within a single university.  

Students’ feedback confirms that they truly enjoyed the 
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program, and they expressed great interest in future 

participation in the CPS related activities.  

To continue potential future cooperation after project 

completion and expiration of the multilateral agreement, the 

participating universities signed bi-lateral agreements 

stipulating continuing cooperation in the area of the CPS, 

with both faculty and student exchanges.  
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Abstract— Time Petri Nets (TPN) are a well-known 

formalism for modelling time-dependent systems with timing 

constraints. This paper proposes an approach based on a 

stochastic extension of TPN (sTPN), which enables both 

qualitative assessment of feasible temporal behaviors through 

model checking, and quantitative evaluation of a probability 

measure of a given behavior, by statistical model checking. The 

experimental work rests on the use of the latest version of the 

UPPAAL toolbox which supports both exhaustive non 

deterministic analysis and statistical model checking of system 

properties. The approach is demonstrated through an example. 

I. INTRODUCTION 

he development of safety-critical software systems is 

challenged by the needs of addressing both functional 

and temporal correctness issues. Violation of timing 

constraints can have important consequences in the practical 

domain (e.g., economy, medicine, cyber physical control 

systems, etc.). Therefore, it is highly recommended the use 

of formal tools for modelling and analysis of concurrent and 

timed software. 

From the point of view of analysis, both qualitative 

verification and quantitative evaluation of system properties 

are nowadays advocated by engineers and developers. 

Whereas qualitative verification of a system model tries to 

identify feasible behaviors, quantitative evaluation aims to 

associate them a measure of occurrence probability. 

Qualitative verification is often based on the exhaustive 

enumeration of all the possible execution states of a model, 

organized in the so called model state graph, and on 

checking desired properties through efficient traversal 

algorithms on the state graph. To avoid an infinite growth of 

the state graph, each state node is implemented as a couple: 

a discrete data part, and a dense time part. The time 

component typically stores in a compact way (zone) all the 

clock (timer) inequalities which hold in the state. As a 

consequence, a state is in reality a state class which 

subsumes an infinite number of states which could be 

reached by only changing the clock values (firing times of 

transitions).  

Despite the use of state classes, depending on the system 

model, the state graph can suffer of state explosion 

                                                           
 This work was not supported by any organization 

problems. In addition, the construction and navigation of the 

state graph can become undecidable when a complex 

combination of modelling factors (non-deterministic time of 

actions, sporadicity of process arrival, message passing, 

stochastic aspects etc.) occurs. In these cases, the study of 

system properties can only be approximated, e.g., through 

simulation. 

Qualitative non deterministic verification based on model 

checking [1] has been demonstrated by Time Petri Nets [2]-

[5] and Timed Automata [6] based tools, e.g. [7]-[12]. 

Quantitative evaluation of system behavior is supported by 

recent extensions to the ORIS tool [8] and by latest versions 

of UPPAAL [9]-[11] which include a statistical model 

checker (SMC) [13]. 

This paper proposes an original approach to qualitative 

and quantitative evaluation of systems with timing 

constraints which is based on the Time Petri Net (TPN) 

formalism which is very often used for modelling real-time 

and embedded systems, communication protocols etc. To 

permit both non-deterministic analysis and stochastic 

analysis of system properties, a stochastic extension of TPN 

(sTPN) [14] is also considered. The contribution of the paper 

consists in a mapping of TPN/sTPN onto UPPAAL so as to 

exploit, on a same model, both the exhaustive model checker 

and the stochastic model checker. 

Whereas the support of sTPN in the ORIS tool is based on 

the concept of stochastic state class and stochastic state 

graph, i.e., a density probability distribution function is 

attached to each state class which characterizes the possible 

stochastic evolutions from it, i.e., estimating the probability 

of the outgoing state transitions, the use of sTPN in UPPAAL 

rests on batches of simulation runs and statistics inference of 

desired results from these runs. As a consequence, ORIS can 

provide a greater resolution on the probability measures. 

However, this paper argues that the proposed approach 

based on UPPAAL has the following strengths: (1) it is based 

on a popular and efficient toolbox, (2) it does not incur in an 

infinite stochastic state graph nor suffer of stochastic state 

explosion problems as discussed in [14] (3) it in any case 

can provide quantitative measures of probability which are 

valuable from the engineering point of view. 

The paper is structured as follows. Section II provides 

basic definitions of TPN and sTPN formalisms. Section III 
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describes a modelling example. Section IV gives an 

overview to non-deterministic analysis and stochastic 

analysis enabled by UPPAAL. Section V discusses the 

developed structural translation from TPN/sTPN to UPPAAL. 

Section VI illustrates the application of the proposed 

approach to a thorough property assessment of the model 

described in Section III, by detailing qualitative and 

quantitative analysis. Section VII concludes the paper by 

indicating directions of on-going and future work. 

II. TIME PETRI NETS DEFINITIONS 

A basic TPN is a tuple                            

where: 

 

   is a finite nonempty set of places; 

   is a finite nonempty set of transitions; 

  ת  = ∅; 

 B is the backward incidence function,  :  ×  → ℕ, 

where ℕ denotes the set of natural numbers; 

   is the forward incidence function,  :  ×  → ℕ; 

     is the set of inhibitor arcs,    ⊂  ×   where  � � ∈    ⇒   � � = 0; 

    is the initial marking function,   :  → ℕ, which 

associates with each place a number of tokens; 

     :  → �  is a function which associates each 

transition with a (finite) earliest static firing time. �  

denotes the set of non-negative real numbers; 

     :  →  � {∞} is a function which associates 

each transition with a (possibly infinite) latest static 

firing time. In any case it must be     ≥     . 
 

Differently from [13], in this work TPNs admit both 

inhibitor arcs and non-unitary arc weights. 

The state of a TPN is a pair  =      where  : →  is the net marking, and  :  → �  associates each 

transition with a (dynamic) time-to-fire (clock or timer). The 

state evolves according to the firability and firing clauses. 

A transition � is enabled, as in classic Petri nets, if each 

of its input places contains sufficient tokens, i.e., iff 

   � ∈    � � ∈    ⇒   � = 0     � �  0 ⇒   � ≥   � �  

 

Transition � is firable if it is enabled and its time-to-fire   �  is not higher than that of any other enabled transition. 

When � fires, the state  =      is replaced by a new 

states   =        where marking    is derived from   

by the withdrawal of tokens from the input places and the 

deposit of tokens in the output places. More precisely, the 

firing process consists of the two (atomic) phases: 

      � =   �    � �  (withdraw phase)    � =      �    � �  (deposit phase) 

 

Transitions which are enabled in the intermediate marking      (and then also in  ) and in the final marking    are 

said persistent to the � firing. Transitions which are enabled 

in    but not in      are said newly enabled.  

A transition which is multiple enabled in a state   is 

supposed to consume its enablings one at a time (single 

server semantics). Therefore, after its own firing, would � be 

still enabled, it is regarded as a newly enabled one. 

For any transition �  which is persistent to the firing of �, 

its time-to-fire is reduced, in the new state   , as follows: 

   (� ) =  (� )    �  

 

For any newly enabled transition �   its time-to-fire is 

constrained to occur not deterministically in its static time 

interval: 

      �       �         �    

 

A. Stochastic extensions 

An sTPN [14] specializes a basic TPN as follows. The set of 

transitions is partitioned into two subsets:  =      , 

where     is the subset of timed transitions,   ⊂   is the 

set of immediate transitions. Besides its static time interval, 

a timed transition is attached a probability density 

distribution function    :   → �   which is constrained in 

the static time interval             of the transition. It is 

also said the static time interval is the support of the pdf. An 

immediate transition is attached a real positive weight  :   → � . 

The semantics interpretation of an sTPN is as follows. 

Immediate transitions (as in Generalized Stochastic Petri 

Nets –GSPN- [15]) always fire before any timed transition, 

and consumes no time. The set of simultaneously enabled 

immediate transitions in the current state constitutes a 

random switch, i.e., each immediate transition �  is firable 

with probability 

      �  =   �  ∑   �    ∈                     

 

The time-to-fire   �  of a timed transition �  is 

stochastically defined, at its enabling instant, by sampling 

the     �  with the constraint:  

      �      �       �  

 

As an example, the     of a timed transition can be 

(default) a uniform distribution function which picks up a 

value in the static time interval of the transition, or a 

negative exponential distribution function. However, in the 

general case, a timed transition can follow a generally 

distributed function constrained in the support time interval. 

Firing of a timed transition follows the same rules as in 

basic TPNs. 
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III. A MODELLING EXAMPLE 

Fig. 1 depicts a TPN model [14] made up of two (almost 

identical) production cells, identified by suffixes 1 and 2, 

which operate sequentially and cyclically. 

Each cell admits two parallel activities named JobA (t1, 

t7) and JobB (t2, t8). JobA requires the use of a resource res 

(places p2 and p9) which may fail during the usage. In the 

case of failure, JobA is not completed, and a recovery action 

recA (t5 and t11) is instead executed which replaces the 

normal behavior provided by JobA. A failed resource is 

repaired by a repair transition (see t3 and t9). The execution 

of a production cell is started by the start transition (t0, t6). 

A cell logically terminates its current production phase when 

a token is generated in the couple of termination places (p5, 

p6) or (p12, p13). 

 

 

Fig. 1 A TPN/sTPN model with two production cells 

 

All the transitions in Fig. 1 are supposed, in the stochastic 

interpretation, to be served by a uniform distribution in the 

associated static time interval, with the exception of the 

failure transitions (t4, t10) which have a support interval of 

[0,∞  and an exponential distribution function whose rate is  = 0  , as witnessed by the notation E(0.3) attached to the 

transitions. 

The use of [0,∞  as the time interval of a failure transition 

is noteworthy. In both non-deterministic and stochastic 

interpretations the failure cannot occur later than 6 time units 

measured from the time instant in which the failure 

transition gets enabled. This happens because of the [3,6] 

time interval of the JobA transition, which forbids the failure 

to occur later than 6. In the stochastic interpretation, 

however, something subtle occurs. Due to the exponential 

distribution E(0.3), the failure is expected to happen with a 

very low probability, as the sample chosen from the E(0.3) 

pdf can be much greater than 6 and thus later with respect to 

the completion time of the JobA activity. All of this reflects 

the different concerns of non-deterministic analysis and 

stochastic analysis (see later in this paper). 

 

IV. UPPAAL CONCEPTS 

The popular and efficient UPPAAL toolbox [9]-[10] allows 

modelling and verification of time-dependent systems. An 

UPPAAL model consists of a network of timed automata 

(TA) [6]. TA are designed as template processes, which can 

have parameters, can be instantiated, and consist of atomic 

actions. 

TA are extended with local or global integer (and 

boolean) variables and arrays of integers, clocks and 

channels. In latest versions of the toolbox, C-like functions 

and structures are also permitted. Time is dense and can be 

controlled by means of clock variables. Clocks can only be 

reset and compared against nonnegative integer constants.  

All the clocks of a model increase automatically with the 

same rate of advancement of the hidden system time. TA 

synchronize to one another by CSP-like channels 

(rendezvous) which carry no data values.  

Asynchronous communication is provided by broadcast 

channels where a single sender can synchronize with a 

(possibly empty) group of receivers. The sender of a 

broadcast signal in no case is blocked. Locations (states) of 

an automaton are linked by edges (transitions).  

Every edge can be annotated by a command with three 

(optional) elements: (i) a guard, (ii) a synchronization (? for 

input and ! for output) on a channel, and (iii) an update 

consisting of a set of clock resets and a list of variable 

assignments. Channel synchronization implies the 

commands of the sender and of the receiver(s) are jointly 

executed. However, the update of an output command is 

executed before that of a matching input command.  

An atomic action consumes no time and refers either to 

the execution of an internal command of one automaton or 

to a joint execution of the multiple commands during a 

synchronization among two or more TA.  

A clock invariant can be attached to a location as a 

progress condition. The timed automaton can remain into 

the location as long as its invariant holds. UPPAAL supports 

also committed and urgent locations which must be exited 

immediately (i.e., without passage of time), and urgent 

channels whose synchronizations must be fired without 

passage of time. Committed locations, among them, can be 
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interleaved. Similarly, urgent locations, among them, can be 

interleaved. However, committed locations have priority 

with respect to urgent locations. 

The symbolic model checker of UPPAAL handles the 

parallel composition of the TA of a model. Parallel 

composition means generating all the possible action 

interleavings of the component concurrent processes. 

UPPAAL consists of a graphical editor, a simulator and a 

verifier (the symbolic model checker verifyta). For 

exhaustive property assessment, the verifier tries to build the 

reachability graph of the model, where each state node holds 

a data part (variable values and location of each automaton) 

and a firing domain (time zone or clock inequalities system). 

The time zone implies each state graph node actually 

represents a class of equivalent states which fulfill the clock 

inequalities. The simulator executes a system model and 

visually documents the reached execution state by following 

a particular path in the model state graph. The simulator is 

useful for model debugging and to examine a diagnostic 

trace (counterexample) created by the verifier, e.g., when a 

property is not satisfied. Safety, absence of deadlocks, and 

bounded liveness (e.g., an end-to-end time constraint) 

properties can be verified by reachability analysis upon the 

state graph, using a subset of TCTL temporal logic formulas 

[10] as shown in the following:  

 

-      (Possibly  , i.e., a state exists where   holds) 

-       (Invariantly  , equivalent to:   �      �  ) 

-       (Potentially Always  , i.e. a state path exists 

over which   always holds) 

-      (Always eventually   , equivalent to:   �       �  ) 

-       (    always leads-to  , equivalent to:          �        ) 

 

where   and   are state properties (formulas), e.g., clock 

constraints or boolean expressions over predicates on 

locations.  

Although min/max determinations, e.g., of a clock, can be 

achieved by using the above described logic queries, a 

shorthand notation is available as in the following: 

 

sup{ state-predicate } : list-of-expressions 

inf{ state-predicate } : list-of-expressions 

 

These queries evaluate the superior/inferior value of the 

list of expressions, only in the states of the state-graph which 

satisfy the state predicate specified within { and }. 

 

A. UPPAAL Statistical Model Checker 

The problem with symbolic model checking is that it 

could not be practically applied to realistic complex systems 

which generate an enormous (possible infinite) state graph, 

or it becomes undecidable for systems which combine in a 

complex way continuous time with stochastic behavior.  

Property checking in these cases can only be 

approximated or estimated. In recent years the UPPAAL 

toolbox was extended to support stochastic model checking 

(SMC) [9]. UPPAAL SMC [11] avoids the construction of the 

state graph and checks properties by performing a certain 

number of simulation runs, e.g., in parallel on a modern 

multi-core machine. After that some statistics techniques are 

used to infer results from the simulation runs.  

SMC refines and extends basic UPPAAL. Only broadcast 

synchronizations are allowed among stochastic TA (STA). 

In addition, either an invariant or the rate of an exponential 

distribution can be attached to a location. Stopwatches, i.e. 

clocks whose automatic advancement can be temporarily 

stopped (their first derivative is put equal to zero as an 

invariant of a location) can be exploited. A stopwatch 

resumes its advancement as soon as the automaton exits the 

location in which it was stopped.  

UPPAAL SMC also provides floating point (double) 

variables which, e.g., can be assigned the value of a clock. 

Virtually, the symbolic model checker can be applied to a 

stochastic model too, in which case all doubles, exponential 

distribution rates etc. are simply ignored. However, on a 

stochastic TA model can be issued the following specific 

query types. Bold symbols are meta-symbols used to 

describe the SMC query language.  

 

1. simulate N [ (clock|#|void)<=bound ] { Expression1, 

…, Expressionk } 

2. Pr[ (clock|#|void)<=bound ] ( (<>|[]) Expression ) 

3. Pr[ (clock|#|void)<=bound ] ( (<>|[]) Expression) 

(<=|>=) PROB 

4. Pr[ (clock|#|void)<=bound ] ( (<>|[]) Expression) 

(<=|>=) Pr[(clock|#|void)<=bound ] ((<>|[]) 

Expression) 

5. E[ (clock|#|void)<=bound; N ] ( (min:|max:) 

Expression ) 

 

Expressions are state predicates without side-effects. They 

can specify an automaton to be in a certain location, or some 

constraints on data variables or clocks etc. All the queries 

are evaluated according to a bound which can be related to 

(implicit) global time or to a clock or to a number of 

simulation steps (#).  

Query 1 makes N simulation experiments and collects 

information about the listed expressions. Query 2 evaluates 

the probability the given expression holds within the 

assigned bound (<>) or always holds within the bound ([]) 

with a confidence interval (the default 95% confidence 

degree can be customized by the user). Query 3 checks if the 

estimated probability is less/greater than a given probability 

value. Query 4 compares two probabilities. Query 5 

estimates the minimum or the maximum value of an 

expression.  

Responding to queries implies a certain number of 

simulation runs are carried out, either explicitly requested 

(see the parameter N in the queries 1 and 5) or implicitly 

defined by the query. Quantitative estimation of a query of 

type 2 rests on Monte Carlo-like simulations. Qualitative 

queries of the type 3 and 4 use sequential hypothesis testing. 

An important feature provided by UPPAAL SMC is 
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visualization of simulation results. Following a satisfied 

query, the modeler can right click on the executed query and 

choose an available diagram (histogram, probability 

distribution etc.) to be plotted. At the time of this writing, 

UPPAAL SMC is supported by the development version 

4.1.19. 

V. MAPPING TPN/STPN ONTO UPPAAL 

A TPN/sTPN model is translated into UPPAAL by 

associating each transition with a suitable template process 

and by introducing some global data and helper functions. A 

similar approach was adopted by authors in [16] which 

provides a formal correctness approach exploitable also in 

current work. For brevity, though, in the following only an 

informal semantics will be given. 

 

A. TPN issues 

The structural translation adapts itself to the needs of both 

non deterministic analysis (TPN model checking) and the 

stochastic analysis (sTPN SMC). During the exhaustive 

verification of a TPN model, all the transitions are 

homogeneously modelled as timed transitions (see the 

tTransition automaton in Fig. 2). Immediate transitions, in 

particular, are expressed as timed transitions with a [0,0] 

static time interval. Random switches are thus replaced by 

non-deterministic selection (race) among transitions firable 

at the same time.  

 

Fig. 2 The tTransition template automaton 

 

The tTransition automaton in Fig. 2, with the sole 

parameter const tid t, models the generic timed transition of 

a TPN model. The t transition id is used to select the clock 

x[t] which captures the time-to-fire of the transition. The 

global functions enabled(t), withdraw(t) and deposit(t) assist 

the automaton evolution.  

A timed transition starts into the N (Not enabled) location. 

As soon as it finds itself enabled, it resets its clock x[t] and 

moves to the F (Firable) location. The invariant attached to 

the F location states that the transition can remain in F until 

the latest static firing time which can be infinite. On the 

other hand, transition t can fire as soon as it happens its 

clock x[t] reaches the earliest static firing time. Bounds of the 

static time interval of the transition t, constrained to be 

positive integers (an upper bound infinite is denoted by the 

constant INF), are held into the global array  :  ×  →   �.   �  0  is the      � ,   �     is the      � . 

The firing process is accomplished with the help of the 

end_fire broadcast channel. Two broadcast synchronizations 

are actually used, separately triggering the withdraw-phase 

and the deposit-phase. Each end_fire synchronization is 

capable of influencing all the other transitions which are 

forced to re-examine their enabling status, and thus 

commanding a return from F to N when a firable transition 

detects it is no longer enabled, or moving from N to F when 

a not enabled transition finds itself enabled. It is worth 

noting that the two location W (Withdraw) and D (Deposit) are 

committed locations, thus ensuring the firing process is 

instantaneous and atomic. In the D location, a just fired 

transition which is still enabled, comes again into the F 

location and resets its clock x[t] (single server semantics). If 

the transition is not enabled, it reaches the default N location. 

To bootstrap a TPN model, a Starter automaton (see Fig. 

3) is exploited which launches an initial (fictitious) end_fire 

synchronization to force transitions which are enabled in the 

initial marking of the model, to reach the F location. 

 

Fig. 3 The Starter automaton 

 

Behind the design of the tTransition automaton, the 

following global declarations are introduced. Model 

topology is captured by the constants P (number of places), 

PRE (maximum number of input places of a transition), 

POST (maximum number of output places of a transition), T 

(number of transitions), B and F (input/output constant 

incidence matrices), M (marking vector), I (time intervals). 

Each element of the matrices B and F, purposely 

implemented as TxPRE and TxPOST respectively, holds the 

index of a place, and the weight of an input and, 

respectively, an output arc. Transitions are numbered from 0 

to T-1. The subtypes tid and pid describe respectively the sub 

range types of possible transition or place ids.  

 

B. sTPN issues 

The support of sTPN shares the same basic global 

declarations described in the previous sub-section plus some 

specific declarations required for statistical model checking. 

 
Fig. 4 The sTransition automaton 
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An sTPN model rests on two new timed automata shown 

in Fig. 4 and Fig. 5, respectively associated to a stochastic 

timed transition (sTransition) and to an immediate transition 

(iTransition). 

As a matter of convention, first are numbered the 

stochastic transitions, from 0 to the TT-1 (TT is a model 

constant), then are numbered the immediate transitions 

(from TT to T1). Of course, T=TT+IT. Correspondingly are 

defined the subtypes ttid and itid describing respectively the 

subranges of the stochastic and immediate transitions. An 

sTransition has the only the t (id) parameter of type ttid. 

Similarly, iTransition has the sole t parameter of type itid. All 

of this ensures the transition automata of a TPN/sTPN model 

can be implicitly instantiated at system configuration time. 

 

 
Fig. 5 The iTransition automaton 

 

The sTransition uses two clocks: x[t] and ft[t]. The first one 

serves the same purposes discussed for the tTransition 

automaton (see Fig. 2). The second one actually stores the 

sampled fire time achieved (through integration of) the 

density distribution function (denoted by f(t)) associated to 

the transition. As one can see from Fig. 4, an sTransition 

actually fires (exiting the F location) when its time-to-fire 

clock x[t] equals the fire time held in the ft[t] clock. As part of 

the invariant attached to F, the first derivative of the clock 

ft[t] is put to 0 to avoid its advancement. Other details in Fig. 

4 are as for the tTransition automaton.  

The iTransition automaton in Fig. 5 does not use any 

clock. When it finds itself enabled, it moves to the 

committed location F. The rank() function implements the 

random switch and assigns to the global NIT variable (Next 

Immediate Transition) the id of the immediate transition 

probabilistically selected through the transition weights. The 

immediate transition that detects it is the selected NIT, 

instantly fires and resets NIT to NONE in preparation of a 

next execution of the random switch. As soon as a firable 

immediate transition discovers it is no longer enabled (for a 

conflict) it comes back to N. 

 Due to the committed location F in Fig. 5, and the (sub) 

guard NIT==NONE in Fig. 4, it is guaranteed that immediate 

transitions get fired before timed transitions. Moreover, the 

global bool fire variable in Fig. 4 and Fig. 5 ensures the fire 

of an immediate transition cannot actually start if the firing 

in progress of a timed transition is not completed. 

VI. ANALYSIS OF A TPN/STPN MODEL 

The structural translation from TPN/sTPN to UPPAAL 

described in the previous section, was applied in a case to 

the model presented in Section III.  

 

A. Non deterministic analysis 

Here the concern was to evaluate qualitative properties of 

the model. Towards this timed transitions and immediate 

transitions are both modelled with the tTransition automaton 

in Fig. 2, and the exhaustive model checker of UPPAAL was 

used along with the construction of the (hopefully finite) 

state graph. The following clarifies the system configuration 

of the TPN model: 

 

system Starter, tTransition; 

 

where implicit instantiation is exploited. Due to the design 

of the template processes, only one instance of Starter is 

created, whereas T instances of tTransition (as demanded by 

the tid sub range type) are generated. 

As a preliminary assessment of system behavior, the 

model was checked for the absence of deadlocks. The query 

was: 

 

A[] !deadlock               satisfied 

 

where deadlock is a reserved keyword of UPPAAL. As a part 

of this first query, it was also implicitly assessed that the 

model is safe, i.e., 1-bounded. This was simply achieved by 

having declared the marking vector thus: 

 

int[0,1] M[P]={ 1,1,1,0,0,0,0,0,0,1,0,0,0,0 }; 

 

and never observing an assignment out of bounds to M. 

After that the model was checked for the existence of 

regenerative states [14]. A regenerative state is one where 

previous history of the system can be disregarded because it 

does not influence the future behavior.  

First it was checked the property stated in [14], page 715, 

that repair2 cannot be persistent at each firing of start1, thus 

(also activating the generation of a diagnostic trace): 

 

A[] (tTransition(0).W||tTransition(0).D) imply !tTransition(9).F 

 

which asks if invariantly in both the intermediate marking 

(determined by the withdraw phase) and the final marking 

(determined by the deposit phase) of the firing of t0 (start1), 

the transition t9 (repair2) cannot be in its firable location F.  

 The property was found to be false as witnessed by the 

counterexample proposed by UPPAAL that shows effectively 

repair2 can be persistent to start1. 

In reality, the two production cells could admit 

regenerative states when a complete processing of the 

second cell certainly finds the first cell in its home marking, 

and vice versa: when the first cell finishes its processing, the 

second cell is in its home marking. The following queries 

!enabled(t)

rank() rank()

!enabled(t) !fire && t==NIT

enabled(t)enabled(t)

WD

withdraw(t),NIT=

NONE

deposit(t)

F

rank()
N

end_fire!

end_fire!

end_fire!end_fire?
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were issued to the model checker (recall places are uniquely 

identified by their subscripts, i.e., the numbers from 0 to 

P1): 

  

A[] M[5]==1 && M[6]==1 imply (M[9]==1 && 

forall(i:int[7,13]) i!=9 imply M[i]==0)      satisfied 

 

A[] M[12]==1 && M[13]==1 imply (M[2]==1 && 

forall(i:int[0,6]) i!=2 imply M[i]==0)      satisfied 

 

which verify if, invariantly, each time one cell finishes its 

activities, i.e., a token is generated in the terminal places p5 

and p6 or p12 and p13 in Fig. 1, the marking of the partner 

cell is surely its initial marking, meaning that no previous 

behavior is still in progress in the partner cell. As it was 

confirmed previously, e.g., at the processing end of the 

second cell the only possibly still pending sub activity in the 

second cell is the repairing of the failed res2 resource. 

However, satisfaction of latter queries guarantee that at each 

termination of the first cell, the second one always founds 

itself in its home marking, thus no previous behavior exists 

in the second cell which could interfere with new behavior. 

The existence of regenerative states was a key for 

assessing specific behaviors of the model. For example, it 

was first checked about the possibility for the two resources 

to be failed simultaneously: 

 

E<> M[3]==1 && M[10]==1          satisfied 

 

Having found a double failed state exists, the next step 

was to identify all the possible sequences of transition 

firings which bring the system into the double failed state. 

Towards this an array s of transition ids (type tid) was 

introduced, together with a top variable, to memorize in the 

occurrence order a transition firing sequence. 

The problem, obviously, was the proper dimensioning of 

the array s. Here it was fundamental the previous study on 

the regenerative states. In the light of the previous results, it 

was possible to create the array s with T elements, one per 

transition. In fact, when e.g. the second cell finishes its 

processing, there is no need to store again transition firings 

occurring in the first cell. In particular, it were also detected 

the instants when the array s can be safely reset in order to 

help model checking by forcing in s a default value. For 

instance, when one studies the sequence first-cell-to-second-

cell, at the time of firing of the start1 (i.e., t0) the array s can 

be reset. Similarly, when the behavior second-cell-to-first-

cell is observed, at the subsequent firing of start2 (i.e., t6) 

the array s can be reset. 

Together with the array s, a fired(t) boolean function was 

introduced to check specifically for the firing of a certain 

transition. As an example, the existence of the double failed 

state was also assessed by the query: 

 

E<> M[3]==1 && M[10]==1 && !fired(0)   satisfied 

 

launched with the initial marking shown in Fig. 1. Now, a 

state with the two resources failed was checked without an 

intervening firing of start1, i.e., of the t0 transition, which 

would begin a new system execution. 

Moreover, before launching the previous query, it was 

also asked to the model checker to generate a diagnostic 

trace. This way, with the property verified, it was inspected 

in the simulator both the sequence of events which brings 

the model in the double failed state, and the values of top 

and the first top values of s to identify the firing sequence. 

Therefore, as a further benefit of the previous existential 

query, it emerged that the sequence: t2-t4-t5-t6-t10 is capable 

of installing the double failed state.  

The analysis was also enriched by the introduction of a 

global decoration clock y which is reset initially and at each 

firing of start1 (t0), and its value checked as soon as the 

double failed state is reached. Such a clock permits to 

measure the time needed, in the best and worst case, to reach 

the goal state. The conditional reset operation is simply 

added to the deposit(tid) function. An additional global 

decoration clock z was introduced to measure the sojourn 

time in the double failed state. The clock z is reset when the 

goal state is reached, and reset again as soon as the goal state 

is abandoned. Finding the minimal/maximal values of z 

provided the sojourn time. As a side benefit, watching the 

data and constraints (clock values) in the simulator, at the 

conclusion of the previous query, suggested the interval [4,9] 

for the possible duration of the sequence t2-t4-t5-t6-t10. 

The following query was issued to find, if there are any, a 

new sequence: 

 

E<> M[3]==1 && M[10]==1 && !fired(0) && 

!(s[0]==2 && s[1]==4 && s[2]==5 && s[3]==6 &&s[4]==10)  

                    satisfied 

It emerged the new sequence: t4-t2-t5-t6-t10 with a 

duration of [4,6] time units. The query: 

 

E<> M[failed1]==1 && M[failed2]==1 && !fired(t0) && 

!(s[0]==2 && s[1]==4 && s[2]==5 && s[3]==6 &&s[4]==10) && 

!(s[0]==4 && s[1]==2 && s[2]==5 && s[3]==6 && s[4]==10)  

                    satisfied 

allowed to discover the third sequence t4-t5-t2-t6-t10 with 

duration [3,5]. Continuing with updating the query, it 

emerged that no more sequences exist. The sojourn time for 

the three firing sequences was found to be in interval [0,1]. 

By changing the initial marking in Fig. 1 so as to start the 

execution from the second cell towards the first, and 

repeating the work of firing sequence detection, it emerged 

that only other three sequences exist for this new scenario 

(although in [14] the existence of 7 firing paths in this 

second scenario was cited but not detailed). Results of the 

two scenarios are summarized in the Table 1 and Table 2. 

As one can see from Fig. 1, a slight temporal difference 

exists between the first and the second cell, and is concerned 

with the lower bound of the time intervals of start1 and 

start2 which are respectively [2,3] and [1,3]. In the case both 
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cells have the same [1,3] start interval, as expected, the paths 

in the two scenarios will have an identical temporal 

behavior. In [14] it is shown that the use of identical time 

intervals for start1 and start2 implies an infinite stochastic 

state graph which prevents the analysis. Such problems do 

not arise in the use of UPPAAL. 

 

TABLE 1 FIRING SEQUENCES TO DOUBLE FAILED STATE  

FROM FIRST-TO-SECOND CELL 

 Firing sequence Duration Sojourn time 

0 t2-t4-t5-t6-t10 [4,9] 

[0,1] 1 t4-t2-t5-t6-t10 [3,6] 

2 t4-t5-t2-t6-t10 [3,5] 

 

TABLE 2 FIRING SEQUENCES TO DOUBLE FAILED STATE  

FROM SECOND-TO-FIRST CELL 

 Firing sequence Duration Sojourn time 

3 t8-t10-t11-t0-t4 [5,9] 

[0,0] 4 t10-t8-t11-t0-t4 [4,6] 

5 t10-t11-t8-t0-t4 [4,5] 

 

A further investigation was finally devoted to finding the 

end-to-end delay of a whole operation of the two production 

cells, i.e., measuring the min/max time required to generate 

the tokens in the places p12 and p13. The clock y was 

specialized to this new purpose: it is now reset initially and 

at each firing of start1 (t0) and checked when p12 and p13 

have a token. The two queries: 

 

inf{ M[12]==1 && M[13]==1 } : y 

sup{ M[12]==1 && M[13]==1 } : y 

 

furnished the time window [5,22] for the end-to-end delay. 

The model checking work confirmed results achieved in 

[14] using the ORIS tool, but also suggested some new 

details. 

Qualitative analysis of TPN models is rather efficient. Its 

scalability ultimately depends on the model topology 

(number of places and number of timed transitions and 

associated clocks) and the degree of the necessary model 

boundedness. As discussed in [16], what is really critical is 

the number of active clocks (i.e., the number of 

simultaneously fireable timed transitions) mirroring the 

parallelism degree of the model. An active clock is one 

which is growing and whose value is checked in a 

subsequent invariant or edge guard. 

A. Stochastic analysis 

Whereas the non-deterministic analysis based on model 

checking says something can happen in the system, i.e., it 

predicates about qualitative concerns (properties) of the 

system, the stochastic analysis aims to determine a 

quantitative measure of the probability with which a given 

property can actually occur in the system.  

As a concrete example, UPPAAL SMC was applied to the 

model in Fig. 1. To this end the system model was 

configured by using the sTransition automaton for the timed 

transitions, and the iTransition automaton for the immediate 

transitions (which are not used in Fig. 1). 

As a preliminary step, it was checked the time limit to use 

for simulations. As an example, transitions start1 (t0) and 

start2 (t6) were monitored by cumulating their service time 

samples and by counting their number of firings. Then the 

following query was issued: 

 

simulate 1 [<=100000] { t0mst, t6mst } 

 

where t0mst and t6mst are decoration variables (of type 

double) added to the model for SMC, reflecting the 

monitored service time means of the two selected uniform 

distributions (expected values 2.5 and 2). Fig. 6 confirms 

that after about 3*10
4
 the mean values are reached indicating 

an end of transient behavior. 

The following query was used to check the probability of 

occurrence of a single failure in the resources (time is a 

decoration clock mirroring system time advancement): 

 

Pr[<=100000] (<>time>=30000 && (M[3]==1 || M[10]==1) ) 

 

UPPAAL SMC determined for the event, using 36 

simulation runs, a confidence interval (CI) of [0.902606,1] 

with a confidence degree of 95%. Moreover, it proposed a 

time span like that depicted in Fig. 7 to highlight a 

probability distribution for the event: 

Fig. 6 Monitored values of t0 and t4 mean service time 

 

Fig. 7 A probability distribution for the single failure 
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In a similar way it was checked the probability of 

occurrence of a simultaneous double failure of resources: 

 

Pr[<=100000] (<>time>=30000 && (M[3]==1 && M[10]==1)) 

 

The event has still a CI of [0.902606,1] 95%, with a 

suggested probability distribution depicted in Fig. 8. 

 

 

Fig. 8 A probability distribution for the double failure 

 

All the firing sequences in Table 1 and Table 2 have a 

very low probability of occurrence. Each event was checked 

as exemplified by the following query: 

 

Pr[<=100000] (<>time>=30000 && s[0]==2 && s[1]==4 && 

s[2]==5 && s[3]==6 && s[4]==10) 

 

For all the sequence paths a CI [0,0.0973938] 95% was 

indicated by UPPAAL SMC. 

Some experiments were specifically devoted to quantify 

the probability of achieving a given end-to-end delay (EED), 

i.e., the elapsed time from a firing of start1 (t0) to the 

generation of a token in both places p12 and p13 of Fig. 1. 

The next query was used to assess the probability of having 

an EED<=10: 

 

Pr[<=100000] (<>time>=30000 && (M[12]==1 && M[13]==1) 

&& y<=10) 

 

Clock y is reset at each firing of t0 and measured at the 

end of the execution of the second cell. UPPAAL SMC 

proposes a CI of [0.902606,1] 95% and a cumulative 

probability distribution as portrayed in Fig. 9. 

The probability of having an EED<=10 was checked 

against 80% as follows: 

 

Pr[<=100000] (<>time>=30000 && (M[12]==1 && M[13]==1) 

&& y<=10) >= 0.80 

 

UPPAAL responds that such a probability is >=0.81 with 

95% of confidence. 

Monitored values during simulation of the end-to-end 

delay, collected in Fig. 10, were achieved by the query: 

 

simulate 1 [<=100000] { EED } 

 

 

Fig. 9 A cumulative probability distribution for an EED<=10 

 

EED is a decoration variable which receives the value of 

the clock y at each end of the second cell execution. From 

Fig. 10 it emerged an average value for the EED of about 10 

tu. 

Further property estimation was based on MITL formulas 

[11] which can provide more tight answers. The following 

query checks the probability that starting from the marking 

M[0]==1 && M[2]==1 it can follow within 3 time units a 

failure of res1: 

 

Pr( M[0]==1 && M[2]==1 U[0,3] M[3]==1 ) 

 

Using 738 runs, [0,0.05] was returned as a 95% CI, 

indicating that the event happens with a very low 

probability. 

 

 

Fig. 10 Monitored EED value 

 

The probability that within [0,1000] tu the double failure 

state can occur was re-checked with the query: 

 

Pr( <>[0,1000] M[3]==1 && M[10]==1 ) 

 

which returned a [0.142412,0.242412] 95% CI. The query: 

 

Pr( <>[0,10] M[12]==1 && M[13]==1 ) 
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was used to evaluate the probability that within 10 tu the 

double cell terminates its execution. The 

[0.605827,0.705827] 95% CI was observed. 

To check specifically the termination event within [10,22] 

tu it was issued the query: 

 

Pr( <>[10,22] M[12]==1 && M[13]==1 ) 

 

which returned a [0.849729,0.949729] 95% CI to witness 

a very high probability of occurrence. 

The occurrence probability of the firing sequences leading 

to double failure, was re-checked by the query: 

 

Pr( <>[0,1000] top==5 && s[0]==2 && s[1]==4 && s[2]==5 && 

s[3]==6 && s[4]==10 ) 

 

for which (using 738 runs) a [0,0.054065] 95% CI was 

proposed. Similarly, for the second and third path of Table 1, 

it was estimated respectively a CI of [0,0.05] and [0,0.05271] 

95%. 

Since stochastic analysis depends on batches of 

simulation runs, that is UPPAAL SMC renounces to build the 

model state graph, there are no scalability problems when 

the model admits more clocks, variables etc. All of this was 

exploited in the case study by introducing a tailored 

decoration which is simply ignored when the same model is 

interpreted for non-deterministic analysis. 

VII. CONCLUSIONS 

This paper proposes an approach to modelling and analysis 

of Time Petri Nets (TPN) [2]-[5] also in the presence of 

stochastic features (sTPN) [14].  

The approach is centered on a structural translation of 

TPN/sTPN onto the latest version of UPPAAL which enables 

both qualitative non-deterministic analysis based on 

exhaustive model checking, and quantitative evaluation of 

system properties by exploiting the statistical model checker. 

The UPPAAL translation makes it possible, during 

analysis, to reason directly in the terms of TPN/sTPN 

vocabulary (e.g., marking reachability and transition firings), 

thus simplifying its practical usage. 

Prosecution of the research is directed at: 

 Extending the sTPN modelling through the support of 

generally distributed probability functions attached to 

transitions. 

 Improving the automatic translation of TPN/sTPN 

models in the context of the TPN Designer toolbox [20]. 

 Applying the approach, e.g., to complex maintenance 

procedures, phased-mission systems [17], time-

constrained workflow systems. 

 Experimenting the methodology with the PRISM 

Probabilistic Model Checker [12]. 

 Specializing the approach to Preemptive Time Petri 

Nets [18], i.e., towards the schedulability analysis of 

real-time tasking sets under general conditions, when 

the schedulability problem becomes undecidable. A 

preliminary framework was prototyped in [19] using 

UPPAAL stopwatches and over-approximation. The goal 

is to allow non-deterministic qualitative analysis (when 

possible) and quantitative analysis of task response 

times using the statistical model checker. 
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Abstract— This paper proposes an original framework for 

modelling and verification (M&V) of starvation-free mutual 

exclusion algorithms based on weak semaphores, that are 

without a built-in waiting-process queue. The goal is to support 

the implementation of light-weight starvation-free semaphores 

useful in general concurrent systems including cyber physical 

systems. The M&V approach depends on UPPAAL. First known 

weak semaphores are modelled. Then they are exploited for 

model checking classic algorithms. Known properties are 

retrieved but subtle new ones are discovered. As part of the 

developed approach, a new algorithm is proposed which uses 

two semaphores of the weakest type, N bits (N being the 

number of processes) and a counter. This algorithm too is 

proved to be correct. 

I. INTRODUCTION 

UTUAL exclusion is the well-known problem of 

synchronizing a group of concurrent processes (or 

threads) sharing some data variables, so as to avoid 

interferences on shared data. The problem is to ensure that 

processes can enter their critical section (i.e., a block of 

instructions accessing/modifying the shared data) one at a 

time. To be acceptable, though, a mutual exclusion 

algorithm should be also starvation-free, that is a process 

waiting to enter its own critical section should experiment a 

bounded waiting time. This in turn favors process fairness.  

Commonly, mutual exclusion can be based on semaphores 

or on monitor locks. This paper focuses on starvation-free 

mutual exclusion algorithms based on weak semaphores, i.e., 

semaphores without an in-built process waiting queue 

ensuring a first-in-first-out awakening policy.  

The results of this paper can be exploited for 

implementing light-weight starvation-free semaphores, 

useful in general concurrent applications and cyber physical 

systems (e.g., [1]), and also in distributed shared memory 

systems where it is challenging to build a classical queue-

based semaphore when the processes belong to distinct 

physical computation nodes (address spaces). 

The goal is to propose an original approach based on 

Timed Automata (TA) in the context of the UPPAAL toolbox 

[2], for modelling and verification through model checking 

[3] of any mutual exclusion algorithm designed on top of 

                                                           
 This work was not supported by any organization 

weak semaphores. The goal is similar to that described in [4] 

where an approach based on the use of the PVS theorem 

prover was developed. This paper argues that the use of a 

toolbox like UPPAAL can be preferable as a proving 

framework because it avoids the mathematical formalization 

necessary to specify and check properties of an algorithm. In 

addition the approach permits to disclose subtle aspects of a 

modelled algorithm, e.g., related to timing, which are 

normally out of reach of a theorem prover. 

The modelling and verification (M&V) approach is 

applied to known classic algorithms, e.g. [5]-[8], of which 

are confirmed known properties. Nevertheless, some new 

properties (e.g., the existence of a zeno-cycle and of a time-

sensitive behavior which affects the kind of the weak 

semaphores which can be used) are disclosed which were 

not previously documented in the literature. As a part of the 

accomplished work a novel algorithm based on the Morris 

one [5] is proposed which rests only on two weak 

semaphores, one counter and N bits. This algorithm too is 

proved to be starvation-free. 

The developed proving framework can provide some new 

arguments on the E. Dijkstra conjecture [9] about the 

impossibility to build a starvation-free semaphore using only 

weak semaphores. 

The paper is structured as follows. First an overview of 

the UPPAAL M&V concepts is furnished. Then the three 

known types of weak semaphores are introduced and 

modelled into UPPAAL. After that, a common vision [4] of 

classic starvation-free mutual exclusion algorithms is 

discussed. Then the developed M&V approach is applied to 

classic algorithms as well as to a new one proposed in this 

paper. A comparison of the algorithms properties is finally 

presented. Some indications about on-going and future work 

are given in the conclusions. 

II. UPPAAL CONCEPTS 

UPPAAL [2] is a popular and efficient toolbox based on 

Timed Automata (TA) [10] suited for modelling and 

verification of real-time systems. A timed automaton is a 

finite automaton augmented with a set   of real-valued 

variables named clocks. Clocks model the time elapsing and 

are assumed to grow synchronously at the same pace of the 

hidden system time. Constraints, of the form     or 

M 
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      where   and   are clocks,   is a non-negative 

integer and              , are called clock constraints 

and can be introduced to restrict the behavior of the 

automaton. A set of clock constraints used to label an edge it 

is called a guard and determines the possible values which 

can be assumed by the involved clocks for the corresponding 

state transition to be allowed. Clock constraints of the type     can also be used to label locations and are called 

invariants. An automaton can stay in a location as long as 

the clocks satisfy the location invariant attached to the 

location. Additionally, edges can be labeled by a set of 

clocks, which are reset as the corresponding transition is 

taken, and by an action label. 

TA can be composed to form a network of concurrent TA 

whose semantics is based on interleaving of actions as well 

as hand-shake synchronizations. UPPAAL adopts the notion 

of a channel for input and output action synchronization and 

uses a CSP-like notation. The edge of automaton labeled 

with ch! (output action), where ch is a channel, matches 

with an edge of another automaton labeled with ch? (input 

action). At a given time it may exist more than one pair of 

enabled and matched edges in which case a choice is made 

non-deterministically. Taking a transition (edge) in an 

automaton denotes an atomic action in the TA concurrent 

model. Moreover, the update of a sender is executed before 

that of a receiver.  

The UPPAAL model-checker generates on-the-fly the state 

graph of a network of TA (see, e.g., [11]) for checking 

formulas as in the following: 

-      (Possibly  , i.e., a state exists where   holds) 

-       (Invariantly  , equivalent to:             ) 

-       (Potentially Always  , i.e. a state path exists over 

which   always holds) 

-      (Always eventually   , equivalent to:              ) 

-       (   always leads-to  , equivalent to:                   ) 

where   and   are state properties, e.g., clock constraints 

or boolean expressions over predicates on locations.  

In addition to the support for classic TA, UPPAAL 

provides integer variables with a bounded set of values, 

arrays and structs, and a notion of automata templates which 

can be instantiated multiple times by specifying different 

values for their parameters.  

Locations can also be labeled as being committed (C) or 

urgent (U) both of which must be abandoned with no time 

passing. Committed locations have precedence over urgent 

locations. UPPAAL provides also broadcast synchronizations. 

Channels can be declared to be urgent. An enabled 

synchronization on a urgent channel is required to occur 

without time passage. 

Finally, it is worth mentioning the possibility of building a 

counterexample (i.e., diagnostic trace) of a not satisfied 

property, which can be analyzed in the simulator of the 

toolbox.  

III. MODELLING WEAK SEMAPHORES 

A semaphore is an abstract object which hides an integer 

variable which can only be modified by the two atomic 

operations P and V. Fig. 1 shows an UPPAAL model of a 

basic plain binary semaphore, whose value can be 0 or 1. 

The P/V operations are modelled through a matrix of 

channels. The first index s specifies the semaphore id. The 

second one carries the id of the requesting process. The 

model in Fig. 1 makes a non-deterministic selection of the 

requesting process at a P or V synchronization. A not chosen 

process rests blocked on the requesting P! or V! operation. 

Of course the model in Fig. 1 is unfair: at the time of a V, 

if more processes are blocked on the P! synchronization on 

the same semaphore, one of them is chosen not-

deterministically to proceed. It is also possible for the V-

executor process to compete and reacquire immediately the 

semaphore. Therefore, every process can experiment an 

unbounded waiting. It is known that to turn an unfair 

semaphore into a fair one a queue can be added to the 

semaphore where processes which find the semaphore red 

(0) at the time of a P are stored in first-in-first-out order and 

then awaken in the same order at a subsequent V. 

A challenging research goal in the literature is to achieve 

a fair semaphore using only a minimum number of unfair 

semaphores. In the case when the queue is replaced by a set, 

the semaphore becomes unfair and it is often referred to as a 

buffered [4] or blocked-set semaphore [12]. A third version 

of weak semaphore is the so called polite semaphore 

proposed in [4]. A polite semaphore is similar to a plain 

semaphore but forbids the process which executes a V 

operation to reacquire immediately the semaphore.  

The three types of weak semaphores can be modelled in 

UPPAAL as shown in the Fig. from 2 to 4 where for 

generality a P operation is supposed to be immediately 

followed by a GO synchronization to unblock the P-

requester process. A V operation, being not blocking, never 

requires to be followed by a GO synchronization.  

  
Fig. 1. A plain binary semaphore 

automaton 
Fig. 2. Adopted PlainBinary-

Semaphore automaton 

Models in the Fig. 2 to 4 represent formal definitions of 

basic weak semaphores. Their correctness can be checked as 

follows. In the polite model in Fig. 3, the local variable 

last stores the id of the V-executor. The default value of 
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last is NONE. At the time of a P, if the semaphore is green 

(1) and the process id is different from last, atomically the 

semaphore is turned to red (0) and the process (held in the 

this local variable) immediately receives the GO signal. 

Would the semaphore be red, or its id coincides with the 

last value, the process partially executes the P operation 

by incrementing the (local) counter cnt of blocked 

processes. A blocked process can be awaken by a GO 

synchronization raised in the right edge of Fig. 3, which 

completes its P operation by turning red the semaphore, 

decrementing the cnt variable and by assigning NONE to 

last. A subsequent V operation can (non-deterministically, 

as for a plain semaphore) unblock a waiting process, 

provided its id is different from last, or permit to a newly 

arrived process different from last to acquire the 

semaphore through a P operation. 

 

 

Fig. 3. PoliteBinarySemaphore automaton 

 
 

Fig. 4 BufferedBinarySemaphore automaton 

 

If s is a polite binary semaphore, the following invariants 

hold: 

 

1) A[] s.last!=NONE imply s.cnt>0 

2) A[] s.last==NONE || s.cnt>0 

 

Due to the invariant 1) it was omitted in the right edge 

with a GO synchronization of Fig. 3 the test cnt>0 in the 

edge guard. 

In the buffered semaphore model in Fig. 4 the buffer was 

purposely achieved implicitly in UPPAAL by the waiting 

locations of the set of processes which have just executed 

the P! operation and found red the semaphore. The number 

of such blocked processes is stored in the variable cp. At the 

time of a V!, if there are blocked processes, the semaphore 

is not turned to 1 and one of such processes is chosen non 

deterministically and receives the synchronization on the 

corresponding GO channel. It should be noted that both 

polite and buffered models exclude the V-executor to 

reacquire immediately the semaphore. But the buffered 

semaphore is stronger than the polite because at the time of a 

V operation, only one already blocked process can receive 

the semaphore pass. Fig. 5 summarizes global declarations 

of an UPPAAL model which makes use of any semaphore 

model in the Fig. from 2 to 4. 

 
const int N=…;//number of processes 
const int SEM=…;//number of weak semaphores 
const int NONE=-1; 

 

typedef int[0,N-1] pid; 

typedef int[0,SEM-1] sid; 

 

//semaphore IDs 

… 
//semaphore channels 

urgent chan P[sid][pid]; 

urgent chan GO[sid][pid]; 

urgent chan V[sid][pid]; 

 

Fig. 5 Common global declarations for weak semaphores 

 

Since a location without a clock invariant can disrupt 

liveness of an UPPAAL model being possible to remain in the 

location an arbitrary (potentially infinite) time, semaphore 

channels were declared as urgent. This way, without hurting 

model non-determinism, when a given operation is enabled 

it will be allowed to occur without time passage. This 

measure was adopted as a way to realize in UPPAAL the 

finite delay property [12] or weak fairness [4] of processes 

in a concurrent model, which requires a continuously 

enabled action eventually happens. 

As a final remark, all the models in the Fig. from 2 to 4 

can be implemented in a concurrent programming language 

(e.g., Java) using busy-waiting. 

IV. MODEL CHECKING STARVATION-FREE MUTUAL 

EXCLUSION ALGORITHMS BASED ON WEAK SEMAPHORES 

If S is a fair binary semaphore initialized to 1, the usual 

pattern for achieving mutual exclusion among N (>2) 

competing processes accessing some shared data is the 

following: 

 

process(p)=loop NCS; P(S); CS; V(S); endloop. 
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A problem which has received the attention of many 

researchers consists in the possibility of building a sound fair 

semaphore using only a minimal number of weak 

semaphores. Starting from late seventies some starvation-

free mutual exclusion algorithms were proposed, though 

without an adequate proof of their correctness. Recently, in 

[4] a very interesting proof system based on the PVS 

theorem prover was defined and used to establish the 

correctness of three fundamental algorithms proposed in [5]-

[7].  

This paper claims that the approach and the results 

described in [4] are still unsatisfactory and that some 

properties exist to be discovered about those and other 

algorithms. A fundamental step in [4] was the identification 

of an abstract algorithm which facilitates the interpretation 

and analysis of the three mentioned algorithms.  

The abstract algorithm is founded on the elevator 

metaphor: “While there are interested processes they enter 
the elevator at the first floor. When there are no processes 

arriving anymore, the elevator goes to the second floor and 

lets its occupants into CS, one by one. When the elevator is 

empty, it goes down again. When the elevator is not at the 

first floor, arriving processes have to wait. After CS, the 

processes go down by stairs.”  
The abstract algorithm uses 4 integer variables: ne, nm, 

se and sm. The first two variables model respectively the 
number of processes at the first floor waiting for the 
elevator, and the number of occupants within the elevator. 
The last two variables model respectively the doors at the 
first and second floor. Initially all variables are set to 0 
except for the se which is set to 1. The abstract algorithm is 
reproduced in Fig. 6 where atomic actions are enclosed 
within <…>. 

 
process(p)= 
loop 
  NCS; 
  <ne++> 
  <await se greater-than 0; nm++; ne--; 
   if ne==0 then sm++; se--; endif;> 
  <await sm greater-than 0; sm--; nm--;> 
  CS; 
  <if nm greater-than 0 then sm++; else se++; endif;> 
endloop. 

Fig. 6 Mutual exclusion abstract algorithm 

Correctness of the abstract algorithm can be verified in 

UPPAAL by deriving a corresponding native model like that 

shown in Fig. 7. Such a model only depends on the 

concurrency model of UPPAAL and in particular on the 

atomic actions labelling the various edges. The model 

consists of two TA: the Process(const pid p) (see 

Fig. 7) and the Synch(ronizer (see Fig. 8). The Process 

automaton embodies the mutex algorithm and is instantiated 

N (e.g., N=4) times.  

 

Fig. 8 The Synch automaton 

 

All these instances share the algorithm variables, declared 

globally. Only one instance instead exists for the 

synchronizer. Each process instance p uses a clock x[p] to 

measure the waiting time before entering the critical section 

and the duration of the critical section. 

The synchronizer is always ready to send a signal over the 

urgent unicast channel synch. Such a signal is a key to 

ensure progress to the model in Fig. 7 where some normal 

locations without clock invariants like start and end, are 

used.  

Also the NCS location is without clock invariant, to mirror 

the fact that the non-critical section lasts an arbitrary number 

(also 0) of time units. 

The entry protocol of the mutex algorithm is played from 

the start to the end location. The exit protocol is coded 

on the arcs outgoing the CS location. 

The following queries were used for property checking of 

the abstract algorithm. 

 
1) A[] !deadlock            satisfied 

2) A[] forall(i:pid) forall(j:pid)  

 Process(i).CS && Process(j).CS 

 imply j==i               satisfied 

3) Process(0).start --> Process(0).CS  

                  not satisfied 

4) A[] forall(i:pid) Process(i).end 

 imply x[i]<=2*(N-1)*D         satisfied 

5) A[] forall(i:pid) Process(i).end 

 imply x[i]<=2*(N-1)*D-1     not satisfied 

 

Queries 1) and 2) check safety properties. Query 3) 

verifies a liveness property. Queries 4) and 5) check a 

bounded liveness property.  

Satisfaction of query 1) guarantees the model has no 

deadlock (predefined keyword in UPPAAL). Query 2) ensures 

only one process at a time can be in the critical section. 

Query 3) checks if any process which finds itself in the 

start location eventually reaches the CS (critical section) 

location. Noteworthy, this property is not satisfied. Queries 

4) and 5) check about the waiting time of each process 

 

Fig. 7 UPPAAL Process automaton 
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before entering CS (whose duration is supposed to be at 

most D time units). 

Note that clock x[p] is reset on entering start and on 

exiting end. It is confirmed that every process p has an 

overtaking factor of 2, i.e., its blocking time is determined 

by all the other processes which enter two times their CS 

before p can enter its CS. 

Absence of liveness (query 3) is a direct consequence of 

the fact that the model has a zeno-cycle, i.e., it is possible for 

any process to (re)enter the CS an infinite number of times 

before any other process can enter its CS, by consuming 0 

time. The zeno-cycle mirrors the fact that the critical section 

as well as the non-critical section can have a 0 duration, 

and that nothing forbids (non-determinism) the same process 

to always get the synch signals. 

The zeno-cycle can be eliminated by guaranteeing the 

critical section necessarily consumes a finite (although very 

small) duration (the guard x[p]>0 can be added to both 

edges exiting from the CS location). However, the existence 

of the zeno-cycle does not prevent the model checker to 

determine the worst-case waiting time of processes, in which 

case UPPAAL considers scenarios (behaviors) on the state 

graph where time is really advancing. 

It should be noted that the presence of a zeno-cycle 

naturally expresses an intrinsic feature of the 

algorithm/model design. A different design can be without 

any zeno-cycle, independently from any consideration about 

timing. 

The following invariants also hold for the model of Fig. 7:  

 

A[] se==1 imply sm==0,  

A[] sm==1 imply se==0,  

 

which express functionality concerns of the abstract 

algorithm. 

In [4] it is shown as some classic starvation-free mutual 

exclusion algorithms based on weak semaphores can be 

regarded as different interpretations of the abstract 

algorithm, where atomic operations are achieved by using a 

few unfair binary semaphores.  

For brevity, in the following only the Morris algorithm [5] 

will be detailed. For the other studied algorithms, though, 

the experimental analysis will be synthetically reported. 

A. Morris Algorithm 

Fig. 9 recapitulates the Morris algorithm which can be 

viewed as a concrete instance of the abstract algorithm of 

Fig. 6. The Morris algorithm uses three weak semaphores: 

sb, protecting specifically the ne counter holding the 

number of processes awaiting the elevator at the first floor, 

se and sm respectively controlling the door at the first and 

the second floor. They act as a split binary semaphore. 

Initially, sb and se are set to 1, sm to 0.  

The initial values of the other variables are as in the 

abstract algorithm. 

process(p)= 

 loop 

  NCS; 

  P(sb); ne++; V(sb); 

  P(se); nm++; P(sb); ne--; 

  if ne>0 then V(sb); V(se); 

  else V(sb); V(sm); endif; 

  P(sm); nm--; CS; 

  if nm>0 then V(sm); else V(se); endif; 

 endloop. 

Fig. 9 The Morris mutual exclusion algorithm 

 

In Fig. 10 it is depicted an UPPAAL Process automaton 

corresponding to the algorithm in Fig. 9.  

In this case, the use of urgent semaphore channels avoids 

the recourse to other channels like synch of Fig. 8 in order 

to guarantee model progress. The model in Fig. 10 was 

model checked using the same queries 1) to 5) previously 

discussed for the abstract algorithm, and using for the se 

and sm semaphores the PlainBinarySemaphore 

template (Fig. 2) and separately checking the model 

behavior when the sb semaphore is implemented 

respectively as a plain, polite, or buffered binary semaphore, 

i.e., passing from the weakest to the strongest unfair 

semaphore. 

In [4] a proof system was built to demonstrate that the 

Morris algorithm is correct, i.e., it is without deadlock, it 

ensures mutual exclusion and it guarantees a bounded 

waiting time (with an overtaking factor of 2) for the blocked 

processes, for the sole case sb-buffered semaphore, se, sm-

plain semaphores. From our analysis based on model 

checking it emerged that the Morris algorithm, even with sb 

being a buffered semaphore, always has a zeno-cycle which 

means, under the hypothesis of zero time duration of any 

action in the algorithm, that the overtaking factor for a 

blocked process is unbounded. Only when the critical 

section is supposed to consume even a very small time 

duration, the zeno-cycle disappears. Moreover, in the 

presence of timing of the critical section, the overtaking 

factor is effectively 2 as for the abstract algorithm but for 

any implementation of the sb semaphore. In other words, 

model checking the Morris algorithm, in the presence of 

 

Fig. 10 UPPAAL Process model corresponding to the Morris algorithm 

of Fig. 9 
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timing, confirmed that the algorithm is correct with three 

plain binary semaphores, contrary to what is stated in [4] 

and [12]. 

The study of the Morris algorithm suggested to us the 

design of a simple variation of the algorithm based on two 

plain semaphores (the se and sm semaphores of the Morris 

algorithm), N bits and the nm counter. The algorithm is 

proposed in Fig. 11 and modelled in UPPAAL as in Fig. 12. It 

avoids the sb semaphore and uses instead an array e of N 

booleans, each element being associated to a distinct 

process.  

 

process(p)= 

 loop 

  NCS; 

  e[p]=true; 

  P(se); nm++; e[p]=false; 

  if ne() then V(se); 

  else V(sm); endif; 

  P(sm); nm--; CS; 

  if nm>0 then V(sm); else V(se); endif; 

 endloop. 

Fig. 11 Proposed variation of the Morris algorithm 

 

The array e replaces the ne counter of the abstract 

algorithm. Each process p sets e[p] to true when it starts 

waiting for the elevator at the first floor, and resets it to false 

when it enters the elevator, at which time the nm counter is 

incremented. Since each process manages its own element in 

the array e, no interference can ever occur on e. The test 

about the existence of other processes which want to enter 

the elevator at the first floor, previously based on the counter 

ne, it is now based on checking if there are some true 

elements in the array e (the check is actually delegated to a 

function ne() which returns true if some element in the 

array is true, false otherwise). Of course, a true value in e 

can be found in the current test or it will be sensed the next 

time. 

Model checking the model in Fig. 12 confirmed that all 

the five queries proposed for the abstract algorithm are now 

satisfied. Also the liveness property (query 3) now holds, 

i.e., the new algorithm is without any zeno-cycle, and 

correctly operates even when timing is ignored. 

 

B. Algorithms Comparison 

During the development of the modelling and verification 

approach described in this paper, besides the Morris 

algorithm, other starvation-free mutual exclusion algorithms 

based on weak semaphores were studied. Model checking 

results summarized in the Table 1 confirm known results in 

the literature and in some cases are more detailed. In the 

column of the semaphore types, the weakest admissible 

types for the algorithm are shown. More stronger versions 

could, but unnecessarily, be used. For instance, the sb (as in 

the Morris algorithm) semaphore of the Udding algorithm 

must be buffered. The other two semaphores can be plain. 

The Udding algorithm is no longer starvation-free if sb is 

implemented with a polite semaphore. 

Analysis results concerning the Martin & Burch algorithm 

[6] coincide with those formally identified in [4]. The Haldar 

& Subramanian algorithm which relies on two semaphores 

and 2 bits [8] was also investigated in [13]. The weak 

semaphore type the authors assumed corresponds to a 

buffered one and the overtaking factor was indicated as 

TABLE I. 

MODEL CHECKING RESULTS OF MUTUAL EXCLUSION ALGORITHMS. 

Algorithm No of weak 

semaphores 

Semaphore types Zeno-cycle Overtaking 

factor 

Morris 3 3 plain yes 2 

Morris variation proposed in this paper 2 2 plain no 2 

Udding 3 1 buffered – 2 plain yes 2 

Martin & Burch 2 1 polite – 1 plain yes 2 

Haldar & Subramanian 2 2 polite yes lesser than 2 

 

 

Fig. 12 Variation of the Morris algorithm based on two plain semaphores, N bits and the sole nm counter 
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being 2. However, the model checking approach developed 

in this work has shown that two polite semaphores suffice 

and that the waiting time of a process interested in entering 

its critical section is exactly 2*(N-1)*D-D, i.e., one 

critical section lesser than the other algorithms. 

As it emerges from Table 1, the Morris variation 

algorithm proposed in this paper outperforms classic known 

algorithms. With respect to the Haldar & Subramanian 

algorithm, our algorithm uses only 2 binary semaphores of 

the weakest type (plain) although it uses some more memory 

(N bits plus the nm counter vs. 2 bits of the Haldar & 

Subramanian algorithm). Moreover, the proposed algorithm 

is the only one which is without zeno-cycles. 

 

V. CONCLUSIONS 

The Dijkstra conjecture [9] about the impossibility of 

building a fair semaphore using a few weak semaphores was 

confuted by the development of algorithms proposed by 

Morris [5], Martin & Burch [6], Udding [7] etc. However the 

correctness proof of such algorithms was only partially 

provided, also considering the methodological approach 

proposed in [12] or the proof framework developed in [4] 

which does not allow a full analysis of mutual exclusion 

algorithms in the presence of the timing dimension.  

In this paper an original proving framework based on 

timed automata (TA) and the UPPAAL toolbox is proposed 

which permits modelling and full verification of the 

properties of starvation-free mutual exclusion algorithms 

based on weak semaphores, also in the presence of the 

timing dimension.  

The approach models the three known types of weak 

semaphores: plain (the weakest type), polite and buffered 

(the strongest type). It is worthy of note that in its 

description, the Dijkstra conjecture implicitly refers to the 

use of buffered semaphores.  

A key factor of the proposed approach is its modelling 

and analysis flexibility, being it possible to transparently 

replace a semaphore type with another one thus enabling a 

thorough study of a given algorithm.  

The application of the approach confirms known 

properties of classic algorithms, but has the potential to 

discover subtle features of the considered algorithms such as 

the existence of a zeno-cycle or of a time-sensitive behavior 

which influences the kind of weak semaphores which can be 

actually used. All known algorithms suffer of a zeno-cycle, 

in the light of which the overtaking factor of a waiting 

process is (theorically) unbounded. However, when the 

critical section consumes an even infinitesimal time, the 

bounded waiting time and overtaking factor of the classic 

algorithms is effectively guaranteed. In this hypothesis the 

Morris algorithm is correct with three plain semaphores. 

As part of this work, a variation of the Morris algorithm 

was designed which intrinsically eliminates any zeno-cycle, 

rests only on two plain semaphores and replaces a counter of 

the Morris algorithm with N bits. This new algorithm too 

was proved to be correct. 

The paper contribution enables the implementation of 

light-weight starvation-free semaphores which can be 

exploited in general concurrent systems including cyber 

physical systems.  

 

Prosecution of the research is geared at: 

 

• Modelling and analysis of other mutual exclusion 

algorithms designed in terms of weak semaphores. 

• Implementing weak semaphores and fair semaphores 

corresponding to mutual exclusion algorithms, in a 

concurrent programming language, e.g., Java. 

• Experimenting with the use of weak semaphores in 

practical systems programming and in the development 

of cyber physical systems. 

• Exploiting light-weight starvation-free semaphores in 

distributed shared memory systems, e.g., based on Java 

and the Terracotta middleware [14] which provides the 

vision of a “network heap” where shared data can be 

accessed by threads belonging to distributed JVMs. 
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Abstract—To improve the design of a power control unit at
Philips, two Domain Specific Languages (DSLs) have been used.
The first DSL provides a concise and readable notation for the
essential state transitions. It is used to generate both configuration
files and analysis models. In addition, we also generate instances
of a second DSL which represents test traces. This second DSL
is used to generate test cases for the power control unit. The use
of DSLs not only improved productivity, but also the quality of
the configuration files and the test set.

I. INTRODUCTION

THIS PAPER discusses industrial experience with the
use of Domain Specific Languages (DSLs) at Philips

HealthTech. We have used DSLs to develop power control
units of systems for image guide therapy. These systems are
used during minimally invasive medical treatments, such as the
treatment of cardiology and vascular diseases. An example is
the interventional X-ray system shown in Fig. 1, where X-ray
images support minimally-invasive medical procedures such
as placing a stent via a catheter.

Fig. 1. Interventional X-ray System

Given the long history of these systems and the frequent
need for changes to support new medial procedures, it is
important to keep the software architecture and its components

This research was supported by the Dutch national program COMMIT and
carried out as part of the Allegio project.

flexible and extensible. Hence, legacy components have to be
renewed to keep them prepared for the future.

An example of such a legacy component is the power
control unit. It uses low-level configuration files which are hard
to read and difficult to maintain. Given the increasing number
of configurations and new third-party components that have to
be supported, this starts to become a potential bottleneck. In
addition, only a limited set of regression tests is available.

Already long ago, DSLs have been suggested as a way to
raise the level of abstraction, to deal with variability, and to
improve productivity and maintainability. An early overview of
terminology, techniques and applications can be found in [1].
As one of the disadvantages of DSLs this paper mentions
the costs of designing, implementing and maintaining a DSL.
Since then, however, large improvements have been achieved
in the area of language workbenches. Such tools facilitate the
efficient construction of languages, editors, and transforma-
tions [2], [3]. Examples of workbenches are MetaEdit+ [4],
Rascal [5], Spoofax [6], EMFText [7], and Xtext [8].

There are a number of relevant applications in the domain
of embedded systems. For instance, there is an interesting
laboratory experiment of the application of MetaEdit+ to heart
rate monitors of Polar [9], showing a large increase in produc-
tivity. Xtext has been used to define a DSL which models the
hardware configuration of the complex lithography machines
of ASML [10]. From this DSL, a simulation of hardware
behaviour which enables software in the loop simulation has
been generated. In [11], a DSL based on Xtext has been devel-
oped to generate code for real-time large-scale distributed data
processing. By means of the MPS approach [12], an impressive
extension of the C language has been constructed [13], [14].-

The aim of our work is to investigate whether DSLs
could provide a solution to improve the maintainability and
testability of our power control unit. We would like to get an
answer to the following questions:

• How much time is needed to learn the tools and tech-
niques?

• How much effort is needed to migrate the current legacy
component to a component which is defined by a high-
level human-usable DSL?

• Does the DSL approach support the combination with
analysis techniques such as simulation tools and formal
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Fig. 2. Overview Power Control Unit

model checkers?
• What are the benefits of introducing these new techniques

compared to the current way of working?

The paper is organized as follows. Sect. II describes our
industrial case. The developed DSLs are presented in Sect. III
and Sect. IV. Sect. V contains an overview of the results and
an evaluation of the approach.

II. CASE: POWER CONTROL UNIT

The interventional X-ray systems of Philips use a distributed
architecture with a large number of hardware and software
components. The system is highly configurable, i.e., customers
can select a particular combination of X-ray stands, monitors,
image processing capabilities, etc. Powering the hardware
components, and starting up and shutting down the software
components are the responsibility of the power control unit.
This unit is installed in a technical room together with a
number of cabinets which contain the required hardware
components. The power control unit consists of a controller
that has three interfaces, as shown in Fig. 2:

• An interface to a User Interface Module (UIM) that has
On and Off buttons, and two LEDs for user feedback.

• An interface with software components running on com-
puters.

• An interface with power distribution panels that are
placed in the cabinets to power the hardware components
installed within the same cabinet. Each power distribution
panel has a number of individually switchable high and
low voltage terminals that are managed by the controller.

The controller and all distribution panels have a 16 bit mi-
crocontroller running an embedded application. They commu-
nicate with each other via LonWorks [15] using a master-
slave topology. LonWorks creates a communication channel
superimposed on the power line with which the controller
powers the distribution panels. The controller implements the

system start-up/shut-down behaviour using a state machine
with two parts:

• A high-level state machine that is part of the application
running inside the controller.

• A configuration file that describes the low-level state
behaviour of the power control unit.

The configuration file is used by the high-level state machine
to perform the configuration-specific transitions. This high-
level state machine is implemented with VisualState [16] and
describes the main states and the associated LED behaviour
when transitioning between these main states. These main
states are:

• Off: the power control unit is not powered;
• Init: represents the start-up of the power control unit, in

this state a Power On Self Test (POST) is executed;
• Standby: the system is off for the user, but power control

unit is standby and some continuous power terminals are
powered;

• Operational: the system is on for the user, typically all
terminals provide power in this state;

• Emergency Power Off (EPO): the controller cuts off the
power of the distribution panels immediately and thereby
also all the terminals loose power (only the controller
stays powered) - used when the user presses a red safety
button;

• Stop: a terminal state which is entered when critical parts
of the power control unit are detected to be faulty during
the POST; in this state only the controller is powered to
be able to diagnose the problem.

The low-level state machine for the power control unit
defines the so-called recalls and the transitions between these
recalls. Each recall denotes a required setting of the high
and low voltage terminals, i.e., whether an individual terminal
needs to provide power or not. These settings are described in
a separate configuration file (not described in this paper).

To realize a particular recall, the controller compares the
current status of the low- and high voltage terminals, which it
has stored in volatile memory, with the desired status of the
low and high voltage terminals. If the current status is different
from the desired one, the controller starts communicating with
the distribution panels to change the status. The transition from
one recall to another may take a considerable amount of time,
because of the inherently slow LonWorks communication. De-
pending on the chosen hardware components by the customer,
there are two or three cabinets and it takes between 10 and
30 seconds to address all distribution panels.

Transitions between recalls are not atomic, that is, during
such a transition a stimulus might lead to another required
recall. To represent the state of these transitions, each main
state consists of three substates:

• Entry: the controller compares the current status of the
low and high voltage terminals with the desired recall.
If they are different the next substate is Transitioning,
otherwise it is Stable, except for the first recall where it
stays in Entry.
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Fig. 3. Two main states and their substates

TABLE I
LINE OF A CONFIGURATION FILE FOR A LOW-LEVEL STATE MACHINE

2 2 0 00000000 00000000 112 4 2 # < OPERATIONAL > recall 2
# exit out of forced off

• Transitioning: the controller is busy changing the state of
the low and high voltage terminals.

• Stable: all distribution panels have reached the desired
state for the low and high voltage terminals.

Fig 3 shows part of the high level VisualState state machine
with two main states and their substates. The main states
and substates are fixed, whereas the number of recalls is
variable and defined in the configuration file. The low-level
state machine and the recalls are different for every system
release. The configuration file describes for each recall and
stimulus, possibly with a given guard, what the next recall is
and between which main states it has to transition. This is all
coded in numbers. The main states are numbered, e.g., Standby
= 2 and Operational = 3 and similar for the substates: Entry =
0, Transitioning = 1, and Stable = 2. Also all stimuli and all
transitions between the main states have a fixed number. The
recalls have a configurable number. The guard of a transition
consists of two values: the relevant values of a status register
and a mask. Table I shows an example of a line in the
configuration file. Everything after a # is a comment.
The first three columns of Table I describe the state or -1 if it
does not care.

1) The first column is the main state which is the source of
the transition (in this example, state 2 denotes Standby).

2) The second column the substate which is the source of
the transition (here 2 denotes substate Stable).

3) The third column the source recall (here 0 denoting that
all terminals are off).

The fourth and fifth column describe the guard.
4) The fourth column describes the bits of the status

register.
5) The fifth column the mask that will be applied.

The other columns have the following meaning:
6) The sixth column, describes the stimulus number (in

this example, 112 denotes pushing the on button for 3
seconds).

7) The seventh column is the number of the specified

TABLE II
PART OF A TEST CASE

PDS:QUE9:PAR NoErr 30000 1000 2000 On Button
PDS:SYST? 3:2:2 1000 1000 2000 System On

transition between two main states (it might be a self-
transition).

8) The eighth column describes the required recall (recall 2
in this example). By default, the substate will be Entry.

For performance reasons, this file is sorted on the sixth
column. That is, the file is sorted on stimulus number and
not on state, which hampers readability.

To test the state machine, there is an automated test tool
running on a companion PC that connects to the controller of
the power control unit via Ethernet. It can inject stimuli and
ask the current state. A test case is a comma separated file.
Table II shows two lines of a test case.

1) The first column is the network command that is send
from the test tool to the power control unit (QUE injects
a stimulus into the state machine and SYST asks the
current state).

2) The second column is the expected response from the
power control unit to the test tool (“NoErr” means that
the command is successfully parsed and “3:2:2” is the
current state, with main state 3 (Operational), substate
2 (Stable), and recall 2).

3) The third column is the time (in milliseconds) that the
test tool waits before it sends the next command to the
power control unit (in this example, the test tool waits
30 seconds between the QUE and the SYST command).

4) The fourth column is a time-out (in milliseconds) on the
reply of the power control unit; within this amount of
time the power control unit should send a message to
indicate that it accepts the command.

5) The fifth column is a time-out (in milliseconds) on the
response of the power control unit (as specified in the
second column).

6) The sixth column contains comments.
A test case fails on a wrong response or on a time-out of the
accept message or the response.

Every night a test suite is executed multiple times on two
power control units with Jenkins [17] and the developers will
find the results of the test execution in their mailbox. If test
cases fail, a lot of time is spent investigating the cause and
solving it in either the software of the power control unit or
the test case. Test cases often fail because of timing issues
in which the power control unit and the test tool are out of
sync; this is almost always caused by the unreliable timing
nature of LonWorks. The solution for such timing issues is an
increase of the time bounds in the test cases. This results in
long-lasting test cases with a lot of waiting time.

Concluding, the configuration file is hard to read, to change
and to maintain, but has to be updated for every new system
release. The same holds for the test cases which typically need
to be updated manually for every new configuration file.

MATHIJS SCHUTS, JOZEF HOOMAN: USING DOMAIN SPECIFIC LANGUAGES 783



Fig. 4. Configuration DSL

III. CONFIGURATION DSL

To solve the problems mentioned above, we created a
configuration DSL for the power control unit, using Eclipse,
Xtext and Xtend [8]. This technology was chosen because the
second author was familiar with it and the availability of a
manual [18].

We explain the configuration DSL based on an instance
fragment of the language, as shown in Fig. 4. Since the main
states and their substates are always the same, there is no need
to define them explicitly. The main purpose is to define the
recalls and their transitions. To improve readability, the first
part of the DSL instance defines meaningful names for the
required status of the terminals, here called termstatus. Since
several termstatuses might correspond to the same required
settings of the terminals, the second part of the DSL groups the
termstatuses and associates a recall number with each group.
The third part defines the low-level state machine, where for
a main state, a termstatus, and a stimulus we define the next
termstatus. A transition might have a condition - indicated
by the if keyword - on the current substate. Note that each
termstatus belongs to exactly one main state, so the next
relation implicitly defines the next main state.

The grammar for this language has been expressed in Xtext;
a fragment is depicted in Fig. 5. Based on this grammar, the
Xtext framework generates an editor for the language with, for
instance, content assist. This makes it easy to define instances
of the languages, such as the instance shown in Fig. 4.

The Xtext framework also provides suitable primitives for
language validation and the generation of files from instances.
In our application, the Xtend language has been used to
generate a configuration file from language instances. This
generator produces a line in the configuration file for every

Fig. 5. Grammar of the Configuration DSL

rule in the language instance. After the generator has generated
all the rules, it sorts the lines on the value in the sixth column
before writing it to a configuration file. A fragment of a
generated configuration file is shown in Table III.

The first eight columns, till the # sign, are the same as the
manually created configuration file described in the previous
section. In the comment part, the generator writes the first
letter of the source main state, the source substate name, the
stimulus, followed by the first letter of the target main state
and the target substate name.

Additionally, we have generators that yield for every lan-
guage instance a set of UML state diagrams, at several levels
of abstraction, using PlantUML [19]. An impression of a
generated diagram is given in given in Fig. 6 (not readable
for reasons of confidentiality).
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TABLE III
GENERATED CONFIGURATION FILE

6 0 0 00000000 00000000 109 19 2 # E.SystemEPO -> BUTTON_ON10SEC -> O.SystemOn
2 2 1 00000000 00000000 112 4 3 # S.SystemOff -> BUTTON_ON3SEC -> O.SystemToggleTaps
2 2 0 00000000 00000000 112 4 2 # S.SystemFseOff -> BUTTON_ON3SEC -> O.SystemOn
2 -1 1 00000000 00000000 115 6 0 # S.SystemOff -> BUTTON_OFF10SEC -> S.SystemFseOff
5 -1 2 00000000 00000000 117 21 5 # O.SystemOnError -> BUTTON_OFF -> S.ShuttingDownSystemError
3 2 2 00000000 00000000 117 5 5 # O.SystemOn -> BUTTON_OFF -> S.ShuttingDownSystem
3 2 3 00000000 00000000 134 7 2 # O.SystemToggleTaps -> TIMER_EXPIRED -> O.SystemOn

Fig. 6. State Diagram of the Configuration DSL

Fig. 7. Overview of the two DSLs

IV. TEST DSL

Given a formalized representation of the configuration files,
we investigated the possibilities to generate test cases from
this DSL. A preliminary attempt to define a generator for
test cases indicated that this was possible, but became rather
complex since it included strategies to define test cases as
well as translations to the current test format. To separate
these issues, we aimed for a more abstract representation,
related to the work described in [20] concerning a tool-
independent representation of test design techniques. In our
context, we defined a second DSL for the definition of tests
to obtain a representation of tests which is independent of the
current test techniques. Fig. 7 shows the relation between these
DSLs. Note that with the Xtext approach there is no separate
definition of the abstract grammar with meta models.

The test DSL is explained using the instance fragment
depicted in Fig. 8. Note that this instance is generated from
an instance of the configuration DSL. In the first part, for
each termstatus of the configuration instance three extended
termstatuses are generated corresponding to the three sub-
states, by adding Entry, Transitioning, and Stable behind the

Fig. 8. Test DSL

name. The string after keyword code matches the first three
columns of the VisualState configuration file; it is obtained
using the code of the main state of the termstatus, the code of
the substate, and the recall number defined in the configuration
instance.

The second part lists all possible transitions. This is used
to generate a report about coverage of termstatuses and transi-
tions and to generate additional tests for stimuli that should not
lead to a transition. In the third part, one or more trace sets
are defined. Each trace set has one or more traces. A trace
consists of an initial extended termstatus, and a number of
pairs consisting of a stimulus and a next extended termstatus.
Each trace starts and ends with the same extended termstatus,
which makes it possible to run a number of traces in one go.
Note that this requirement makes the generation of an instance
of the test DSL a bit more complicated.

The generator of the trace DSL generates a test case, as
shown in Table IV, for each trace in the language instance.
Every Transitioning and Stable termstatus will result in a line
in the test case with a SYST command that expects the string
defined after the code key word in the termstatuses part of
the instance. Since Entry substates are not observable (except
for the first one), they are omitted. A stimulus will result in a
line in the test case with a QUE command. Note that the third
column is slightly different from table II; instead of a waiting
time, now also an event can be specified. Such an event is
used to synchronize with the power control unit and avoids
long waiting times. It makes the testing process much faster.

Additionally, we used PlantUML to generate a visualization
of a test trace as a sequence diagram. An examples is depicted
in Fig. 9.
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TABLE IV
PART OF A GENERATED TEST CASE

PDS:SYST? 6:00:00 2500 1000 2000 SystemEPOEntry
PDS:QUE9:PAR NoErr 2500 1000 2000 ButtonOn10sec
PDS:FWV? 3.0.0.0 T016_TRANS 1500 2000 SystemTransitioning
PDS:SYST? 3:01:02 1000 1000 2000 SystemOnTransitioning
PDS:FWV? 3.0.0.0 T017_STABLE 1500 2000 SystemStable
PDS:SYST? 3:02:02 1000 1000 2000 SystemOnStable

Fig. 9. Generated Sequence Diagram of a Test Case

The generator also generates a coverage file. Based on the
selected termstatuses, transitions and traces, it creates a list
of covered states, uncovered states, covered transitions and
uncovered transitions. See Fig. 10.

Typically, we create two trace sets. The first trace set covers
all transitions and is used for state and transitions coverage.
A disadvantage of this set is that it also tests Emergency
Power Off (EPO), which implies that only the controller of
the power control remains powered; the distribution panels
will lose power including the processor inside. Since this will
rarely happen during normal usage, a second set is created
with more realistic user scenarios where the distribution panels
stay powered. Jenkins is configured to run these tests every
weekend many times to test the reliability of the software
running inside the power control. Outside the weekend, the
full test set is run every night.

Fig. 10. Coverage File

In the work described above, we used our own algorithm
to generate test cases. As a next step we investigated the use
of an existing tool to generate the test cases. We selected the
SAL (Symbolic Analysis Laboratory) framework [21], [22],
[23] which includes an automated test generator. The generator
of the configuration DSL has been extended to generate two
SAL files, corresponding to the two trace sets described above.
When the test generator of SAL is supplied with a test goal - in
our case the goal is to cover all transitions - it will yield traces
that satisfies the goal. From this information, an instance of
the test DSL is generated automatically using a small script.

V. CONCLUSION

We summarize the results in Sect. V-A. The additional
generation of analysis models is described in Sect. V-B.
Sect. V-C addresses the questions of Sect. I. A brief description
is future work can be found in Sect. V-D.

A. Results

We started with the configuration DSL and generated a
configuration file for the current system release. This generated
file was successfully tested on the target hardware. Comparing
the generated file with the existing one, we found a number of
issues in the existing file. It contained a non-existing transition
and a number of transitions were missing. As a next step, we
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made a DSL instance for the next system release and generated
the configuration file. The size of this new configuration file
is about twice the size of the current file, which indicates the
increasing complexity of our system releases.

With the generated test cases, approximately twice as much
transitions are covered as the manually written tests. The
manually written test cases only made transitions from the
Stable substates. The generated test cases also make transitions
from the Entry and Transitioning substates, which leads to
twice as much transition coverage.

The manually written cases were very time-dependent, with
many long waiting times. They could still fail by a slow
response of hardware, which required some analysis and
typically a further increase of the waiting times. By having
all concepts described in a clear and concise way using DSLs,
we could make the test cases much more efficient. Instead of
waiting all the time, the test tool now synchronizes with the
power control unit and immediately resumes the test case once
the power control unit has reached the desired state.

B. Analysis models

In addition to the generated configuration and test files, we
generated a number of analysis models. From the configu-
ration DSL we generated models for the simulation tooling
of POOSL [24] and the model checker mCRL2 [25]. The
generators for mCRL2 and POOSL combine the behaviour of
the high-level state machine and the low-level state behaviour
described by the (generated) configuration file, into one state
machine describing the complete system start-up and shutdown
behaviour. Implicitly, these generators define the semantics of
the DSLs. The use of multiple tools increases the confidence
in the correctness of the generators.

The advantage of having a separate test DSL is that we
can also generate tests or checks for the analysis models.
For POOSL, we generated a tester process that communicates
with the generated state machine. Every test trace results in a
method that applies stimuli to the state machine process and
checks whether the returned responses are as expected. The
results are written to a file with a test report. For mCRL2
we generated properties to express that the expected traces
occur in the generated state machine. This property can then
be checked by the mCRL2 tools.

Using POOSL and mCRL2, we detected problems in the
DSL instance, e.g., the simulation in POOSL revealed a miss-
ing condition. Moreover, we can detect whether a termstatus
occurs in multiple main states. An alternative would be to use
the validation possibilities of the Xtext/Xtend framework.

C. Evaluation

We discuss the questions listed in the introduction (Sect. I):
• How much time is needed to learn the tools and tech-

niques?
Clearly, the learning curve for new techniques depends on
previous education and knowledge. The work reported
here was mainly done by the first author who inde-
pendently learned the DSL techniques from the manual

mentioned before [18]. With a Master’s in Computer
Science, including course about grammars and formal
techniques, the basic part of the manual requires 4 hours
to install the tools and to redo the examples of the manual.
This was enough to get started with the case study.

• How much effort is needed to migrate the current legacy
component to a component which is defined by a high-
level human-usable DSL?
It took about 35 hours to create the two DSLs presented
here and to integrate them with the power control unit
and the test tool. This step was sufficient to demonstrate
the usefulness of the approach to management. In later
increments, we added the generators for the analysis
models and the use of SAL for test generation. Since
the adaptation of grammars and generators is relatively
easy and fast, the approach supports an incremental
way-of-working. The Eclipse/Xtext framework is quite
mature and provides many basic features such as syntax
highlighting, auto completion, and content assist.

• Does the DSL approach support the combination with
analysis techniques such as simulation tools and formal
model checkers?
Given earlier experience with POOSL, mCRL2, and
SAL, it was straightforward to write generators for these
languages. For each of the three languages mentioned,
this took about 5 hours. The generators to visualize the
state diagram and test traces using PlantUML requires
only a few hours of work.

• What are the benefits of introducing these new techniques
compared to the current way of working?
The complexity of our configuration files is expected to
increase quickly; as already mentioned above, the file
size almost doubled for a new product release. With
an investment of only 35 hours, we are ready to deal
with this increasing complexity. We can now create the
configuration and test cases for the power control unit in
a readable, easy to change and maintainable format. The
tests are now 3 times faster with a double coverage. It is
expected that for a new product release we need only 8
hours instead of the estimated 60 hours.

Our experience is in accordance with a recent report about
the state of practice in model-driven engineering [26]. It shows
that most successful applications of model-driven development
use small DSLs.

D. Future Work

Future work includes an extension of the configuration DSL
such that also the configuration file which contains the details
of the recalls (i.e., the required setting of the high and low
voltage terminals) can be generated. Similar to the low-level
state machine, also this configuration file is hard to read, to
change, and to maintain.

As a next step, we intend to remove the Visual State
framework, and generate the full state machine directly in
the C programming language. The generators for POOSL,
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mCRL2, and SAL are a good indication that this will be
feasible.
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Abstract—Reactive systems have been investigated and used
for a long time. Due to new methods and new technology
development, the reactive systems needs their redefinition. These
systems are currently an interesting topic for IT (Information
Technology) solution providers. In this paper the authors try
to define a new view of the architecture of reactive systems,
because reactive systems are evolving and there is no clear
definition of them. The starting point of the investigation was the
reactive manifesto which defines reactive systems by four main
features (quality attributes): responsiveness, resilience, elasticity
and message driven interoperability. The mentioned quality
attributes are the basis for developing a system solution. For each
of the quality attributes, a set of tactics are proposed to maintain
attribute required behavior. The suitability of the proposed tactics
was investigated for Reactive Sensor Middleware which is part
of a CoS (Cloud of Sensors) in the PaaS (Platform as a Service)
layer. A cloud of sensors for pollution monitoring in urban areas
was used as an example. Verification of the tactics has confirmed
that some of the proposed tactics are suitable for the selected
CoS subsystem.

Index Terms—Keywords Reactive systems, reactive manifesto,
software architecture, quality attributes, tactics, cloud of sensors,
pollution sensing

I. INTRODUCTION

IN THIS paper an approach is presented for the purpose
of defining a software architecture model for a class of

systems. The class considered here are reactive systems.
In the classic book [1] on reactive systems design, sys-
tems are described by their characteristics: highly interac-
tive, nonterminating process, interrupt driven, state-dependent
response, environment-oriented response, parallel processes,
usually stringent real-time requirements. The starting point of
the analysis of reactive systems was the reactive manifesto [2],
which defines reactive systems by its features. The manifesto
stated that “a coherent approach to systems architecture is
needed, and we believe that all necessary aspects are already
recognized individually: we want systems that are responsive,
resilient, elastic and message driven”. The systems described
by these features are called reactive systems. The reactive
manifesto went through two revisions. The scalable and event
driven traits from the previous version are replaced by elastic
and message driven in the current version. We found this
clarification interesting, especially when observing changes
in dependency diagram which is part of both revisions. In

the previous version the traits are all connected bidirectional
lines, suggesting that all of them depends on each other, which
was not very informative. That changed in Reactive Manifesto
2.0. The current iteration contains far more interesting inner
dependencies. Message Driven pattern was defined as basis
for all other traits. Responsiveness seems to be the main goal
of reactive systems, because all other traits depends on it.

The goal of this paper is to develop an system solution
based on selected quality attributes responsiveness, resilience,
elasticity and message driven pattern. For the predefined set of
quality attributes architectural tactics are proposed. The tactics
will be used in determining architectural models. The approach
is based on the classic software architecture development
process proposed by Software Engineering Institute [3][4]. In
the literature different solutions are proposed in the field. In [5]
a general approach is proposed for embodying nonfunctional
requirements (NFRs) into software architecture using architec-
tural tactics. In [6] the influence of quality properties on deci-
sion making regarding software architecture was investigated.

II. QUALITY ATTRIBUTES OF REACTIVE SYSTEMS

Quality attributes are referred to as Non Functional Re-
quirements (NFR) and represent a desirable behavior of the
system and are key success factors in developing software
architecture. In next subsections three quality attributes are
considered: elasticity, resilience and responsiveness.

A. Elasticity

Elasticity is the ability of a system to scale resources up or
down with minimal latency for different environment behavior
during system runtime for different time periods. The ability
can be reached manually or automatically. For the reactive
systems the following sub attributes can be distinguished:

Consistent System Load. The load of IT systems can be
not evenly distributed. The system should be able to scale
both up and down - changing dynamically and automatically
the amount of resources allocated. The goal is to handle user
requests in a predictable, consistent manner. Attribute metrics
should represent a standard level of usage of resources. It‘s
lower boundary should not be set too low (the system is
wasting resources, over-provisioned) while it‘s upper boundary
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should not be set to high - in this case, we are in constant risk
of throttling the system at any moment (under-provisioning).

Latency in allocating and deallocating resources. The sys-
tem should be able allocate resources to achieve elasticity
corresponding to the current load. Due to that time is a
critical criteria - the amount of time needed to set up an
additional application process should be as short as possible.
The application should be small and granulated and it‘s startup
time really quick beginning from the “cold” system and ending
with the ability of handling user requests. The criteria chosen
are time of allocating and de allocating new resources. The
attribute metrics are numeric - startup time from the state
before allocating new resources to the moment, when new
resources are able to handle new users.

Scalability. An elastic system should be scalable in a pre-
dictable way. Its performance should improve proportionally to
added resources. The overhead of adding new application in-
stance should be as small as possible. It is desirable to achieve
linear proportion between those two values (performance to
capacity of added resources).

B. Resilience

A resilient system is one that delivers a service that can
be justifiably trusted when facing changes [9]. Resilience is
related to a system’s ability of maintaining service provision
without deviating from the fulfillment of system goals, despite
changes that might affect the system or its environment. An
example of resilience evaluation is presented in [7]. For de-
scription of resilience the following sub attributes are selected
based on the “technologies” defined in [9].

Evolvability. It is ability to respond effectively to change.
Within evolvability, an important topic is adaptivity, i.e., the
capability of evolving while executing and retaining the notion
of justified confidence.

Assessability. It is based on verification and evaluation.
Classically, verification and evaluation are performed offline
in a pre-deployment stage. In reactive systems assessment and
evaluation has to be performed at run-time, during operation.

Usability. Computing systems have already pervaded all
activities of our life, hence the importance of usability.

Diversity. Diversity should be advantageous in order to
prevent vulnerabilities, e.g. have single points of failure.

From our perspective, there are additional sub attributes
which resilient system should have:

Automaticity. Reactive systems, due to constant changes,
should not be administrated by people only. A system should
react automatically on changes in it (e.g. a situation when
a given service is down or a new deployment is ready) and
perform a predefined strategy, mitigating the occurrence of
human errors which could cause the system to close down. In
a resilient system, infrastructure should automatically resize
itself to keep required quality.

Rationality. The system should be able to provide value
even when it is partially inaccessible. In that case the system
is built from the isolated micro services, it shouldn‘t happen
that the system is not responding when one trivial part is not

able to respond (e.q. we have parts of system unaccessible
due to power blackout). This feature cannot be easily added
to the system in the later stages and should be taken into
account during the design process. A system should know
which parts are important and cannot be missed (responding
to a failure) and which parts are trivial (it’s just add value).
Rational systems don‘t fail if there is no reason to do that.

C. Responsiveness

Responsiveness refers to the ability of a system to fulfill
assigned tasks within a given time as seen by the user.

Consistent response time. It is important to achieve con-
sistent response time for a system request. Typically, mean
response time is used as a metrics. Unfortunately, it doesn‘t
say much about a time consistency of a request. Two systems
with exactly the same mean can have a highly different pattern
of behavior. One system can be predictable and consistent, the
other may have quick as well as slow response times. For both
systems their mean metrics will still be similar. Consistency
increase user trust in the system reliability. The attribute
metrics may be a standard deviation of response time for a
full request-response loop. It describes how a system behaves
in the long term in a given time and presents information about
the best and worst cases.

Adapting data processing to the given usecase. Data from
the system should be accessible as fast as they bring the value
for the end client. Topic becomes more important when we
are talking about communication between systems which are
better adapted to fast data acquisition and usage. Internet of
Things presents both new opportunities and challenges, that’s
why Fast Data term becomes more and more important in
synergy with Big Data systems.

III. TACTICS FOR REACTIVE SYSTEMS

A tactic is a design decision that aims to improve one
specific design concern of a quality attribute [5]. Software
architects utilize a rich set of proven architectural tactics and
patterns to help satisfy specific quality concerns. Architectural
patterns have an overarching impact on a software system,
and are typically selected early in the design process. They
determine the overall style of the design and include well-
known solutions schemes [8]. Tactics and patterns are known
architectural concepts; the work [9] provides more specific
and in-depth understanding of how they interact. In the next
subsections tactics are proposed for a previously selected set
of quality attributes.

A. Elasticity

1) Ability to scale part of a system independently: If we
want to achieve usage of resources in a sufficient way, we need
the ability to scale a different part of the system in response
to its growing demand. Today, applications no longer rely on
monolithic architecture. Parts of the system are developed in
different technologies and they can have a very distributed
necessity of system resources.
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Sharding. Sharding is a specific type of database partitioning
and its role is to split a database into smaller pieces, called
shards, which are easier to manage, faster and less vulnerable
to problems of global locking, meanwhile being easier to repli-
cate due to its reduced size. Shards shouldn’t share information
between them, giving the ability to spread data between differ-
ent physical instances and scale them independently, without
the necessity of maintaining high-end, high-power systems. A
common strategy is e.g. sharding data geographically, where
we can take into account problem of latency too.

2) Decrease overhead of single components: Starting the
executing of software components is the biggest factor in
system latency. Below, are some tactics proposed, which are
used to reduce software overheads

Containerization. Containerization and Software Containers
are not new topics. However, they gain attraction in recent
years, thanks to the support of IaaS Providers. In contrast
to virtual machines it uses the kernel of the host machine
and runs on isolated user space instances. Containers can be
prepackaged and quickly distributed, with a minimal starting
time of a single instance. It’s worth to mention that there are
particular Operating System Solutions created directly to work
with Containerized software.

Lightweight technology stack. The bigger codebase, the
longer load time can be felt by user. Splitting application
into smaller pieces can drastically shorten time needed to run
the new instance. Due to that fact, when want to achieve
ability to run application instances dynamically on demand,
we shouldn‘t relay on heavyweight enterprise technologies
with huge amount of dependencies. Each application should
have as little dependencies as possible and use external li-
braries/framework only when it‘s necessary.

3) Allowing for Resource Balancing: In the system which
rely on the input from user, who can join or disconnect in
any moment, amount of received data can vary dramatically
over time. Having that in mind system should have ability for
automatic resources balancing. Humans are error prone and
too to slow to react while working with rapidly changing load.
System should be able to allocate and deallocate resources to
maximize ratio between throughtput and economic cost.

Implementing Backpressure. Backpressure in terms of re-
sponsive systems means the ability to acquire a feedback mes-
sage from request passed through the system, e.g. by passing
the message through the queue. Acquiring feedback is neces-
sary to scale software in the correct way, e.g. the utilization of
component resources. The implementation of backpressure is a
nontrivial problem due to the asynchronous model of the com-
munication. However, it is especialy important while dealing
with the everlasting stream of data - there is possibility that the
system under load will be overloaded by the incoming data.

Resource Managing based on Kernel Sharing Layer. An
approach is used based on kernel features to provide the
abstraction and isolation of system resources, instead of them
on system-level defined rules, rather than monitoring the
application and pooling its state through metrics values, such
systems respond to application demands, by increasing its

resources and spawning new instances (e.g. Apache Mesos
[10] with Apache Aurora). It’s solution fitted for Server Racks
and Clusters to hide abstraction of multitenancy systems.

Immutable Designing. The less mutable state inside
application, the easier application is to scale. In that case
instances can‘t be easily replicated and a client can be served
only by the instance with which started communicating. If
the application is stateless, the load balancer can pass user
input to whatever instance of application has free resources
at the moment. The Domain Driven Design methodology is
a good tool to evaluate which part of the application should
be mutable and which not. Using good suited tools, such as
functional programming languages or using message driven
approach can be also benefitial.

B. Resilience

The resilience of the system is an offshoot of both depend-
ability and availability, defined to better suit the demands of
an architecture based on micro services. Lack of availability
of microservices sums up. The important thing is to design a
system in such way that when one of the elements fails it will
not bring down the whole application functionality.

1) Replication: The most obvious way to achieve high
availability of all systems parts is to provide redundancy. This
is especially preferable when a considered system is stateless
and every request can be processed by any instance.

Bulkhead. Bulkheads are used in ships to create separate
watertight compartments which prevents the ship from sinking.
The idea can be effectively used in computer systems. In a
similar manner, a computer system should have redundant
components which are easily replicable whenever something
happens to the system and one of its counterparts.

2) Delegation: In contrast to the classic synchronous
method calls, a reactive system cannot use exception and ex-
ception handling due to its isolated nature. Thrown exceptions
don‘t have a chance to reach component which is able to
handle it. Information about failure should be delegated to
another component able to resolve it.

Feedback supervisor. In the reactive system a supervisor
should exist, which is a special component existing outside
the standard flow of the systems and has information about
the whole system. Whenever a failure occurs, corresponding
information with the whole bounded context should be send
to the supervisor. It‘s a great way to decouple the standard
flow of the system from the failure support and error handling
mechanism (e.g. Netflix‘s Hystrix).

3) Isolation: The main problem of distributed systems is
the possibility of partial failure. We don‘t want errors prop-
agate over the systems, dragging whole infrastructure down.
Isolation is an important trait of the system created from the
micro services, which assures that failure of one part does not
spread over whole system.

State and behavior containment by Bounded Context. Ev-
ery component should be as small as possible and enclose
specific problem domains inside the bounded context. Bound-
aries are connected by messaging protocols. This ensure that
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the system architecture reflects the problem domain making it
easy to evolve. It also promote component composability and
modularization on the architectural level.

Containment of failures. It should be possible to contain a
failure inside the block where it occurred. The failure shouldn‘t
be promoted to the next block, inhibiting “disease spreading”.
No error should be able to cascade through the system. When-
ever we do not provide the fallback, we should fail-fast to not
saturate system resources and pass failure to the supervisor.

C. Responsiveness

The responsiveness of the systems was investigated for
a long time. In [5] six general principles for the synthesis
of responsive software systems are presented: fixing, locality
design, processing versus frequency tradeoff, shared resources,
parallel processing, and centering. In the current systems de-
veloping a new approach for responsiveness tactics is essential.

1) Deferred data validation: The biggest difference be-
tween local software and software working throughout the
network is the fact, that the distributed software has a far
much longer feedback loop for each request. Whenever a user
performs any action, it needs to wait to validate it on the
server side, which can be a long operation striking user out of
context. That‘s why it is important to sustain for the user an
illusion of local work.

Normalization of data. System need to be able to cope with
different type of inputs communicating on both a different
protocols and data quality. That bring a necessity of bringing
normalization layer which is able to retrieve common values
from system, marking all data with an input specific metadata
which can be used to additional analytics.

Data store synchronization. Thanks to better technology, it
is possible to use data storage both on the client as on the
server side. During work with web applications the user has
feeling to work with native application by providing him with
two data stores, a local and remote one. This is especially
handy when both client and server are written in the same
technology, sharing a common codebase. The user is working
on the local copy bringing a short feedback. The local copy
synchronization is performed in the background. The user is
informed only whenever conflict happens.

Multiplayer game style data validation. To achieve smooth-
ness of experience, programmers introduced a sophisticated
system of the multiplayer game. Each player plays in his local
environment and information about his actions is passed to the
server, which confirms if its actions are possible to be done.
The server has godlike power over each player and if he finds
conflicts, resolves them and informs players about a verdict.
Thanks to that each player has his own smooth experience.

2) Sustaining consistent response time: It is necessary
to receive data as soon as they are able to be processed by
system and end user. Synchronization should be done in the
background. If our system responds to fast, responses it will
be placed inside a buffer which should be maintained. If it
will be too slow, we risk lowering the consistency of the
overall system.

Streaming based data store To suit needs of the Fast Data
system, our technology stack need to be adapted to processing
not only huge amount of data, but also need to be able to
process them in the fast way. Such a system needs to be able to
combine storing huge amount of data from the many different
concurrent inputs as a data warehouse, it also need to be able
to deliver stream result in a quick way with a most current
results for a waiting clients. An example of such a solutions
can be Apache Storm and Apache Spark.

Non-blocking client-server communication. Communicat-
ing in a synchronous way is the biggest issue when trying
to achieve consistent response times. A server communicating
in a synchronous way is always waiting for a response and a
one long request can delay a whole queue of operations. Each
request should be responded to in the deferred way.

Worst case scenarios designing. To ensure that a response
will be produced in reasonably, consistent time, it is important
to use algorithms with low complexity. To provide a good level
of stability in distributed systems, we need to bound a system
with realistic timeouts. It is important not to break connections
in case the data are processed correctly, but too long.

IV. A CLOUD OF SENSOR WITH REACTIVE SENSOR
MIDDLEWARE

The proposed tactics for the reactive system will be verified
for RSM (Reactive Sensor Middleware) which is part of a CoS
(Cloud of Sensors) in the PaaS (Platform as a Service) layer.

The proposed RSM is very important because it is assumed
that the number of sensors will increase rapidly. The physical
sensors and a well-defined communication interface will be
delivered by sensor providers. The sensor providers will deal
with service installation, sensor infrastructure maintenance,
and the sensor data offering to sensor service consumers over
the Internet. The service consumers can use the sensor data
with their own or other providers’ applications, which are
integrated with the physical sensors. The described solution is
known as a CoS (Cloud of Sensors). This makes it possible for
users to lease the sensing hardware and associated applications
instead of buying the complete infrastructure.

There are similar solutions to CoS such as cyber physical
cloud (CPC), the Internet of things (IoT) or Fog Computing
[11], which is a paradigm that extends Cloud computing to
the edge of the network and services can be hosted at end
devices. All these solutions [12] have sensors and a cloud as
an integral part of their architecture. CPS consists of computer
(cyber) systems that interact with the physical world. CPC is
simply a CPS with cloud integration. Thus, CPC is CPS with
a cloud as its backbone for computation and communication.
In contrast, the Internet of Things (IoT) enables pervasive
and ubiquitous interconnection in near real-time on a massive
scale with different remote devices (mostly sensors) that can
be uniquely identified, located, and communicated with. Cost
effective and scalable IoT solutions can be achieved using
cloud-centric architecture.

Cloud of Sensors Solution Architectures Existing research
into CoS and related architectures proposes various solutions.
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Fig. 1. CoS structure with Reactive Sensor Middleware located in PaaS layer

Some interesting examples are given below.
Paper [13] presents the design and evaluation of a Data

Quality-Aware Sensor Cloud (DQS-Cloud) which is based
on a cloud-based sensor data services infrastructure. The
objective of the paper is to make a DQ as a multidimensional
space in which all sensor devices produce multiple quality
parameters or metadata such as accuracy, delay, frequency,
latitude, longitude, sensor type, etc. Paper [14] proposes a
new infrastructure called Sensor-Cloud infrastructure which
virtualizes a physical sensor as a virtual sensor using cloud
computing. An important issue is the developing of mathe-
matical models (e. g. [15]) for the virtualization of sensor
node resources. In [16] two alternative architectures for service
management in IoT and sensor networks are discussed: based
on Open Service Gateway (OSGi) framework and Remote
Services for OSGi (R-OSGi) bundle.

For CPS systems other solution architectures are more
suitable. In [17] a unified 5-level architecture is proposed
as a guideline for implementation of CPS (Cyber Physical
Systems). CPS solutions can be extended using SOA (Service-
Oriented Architecture) solutions.

The CoS solution used for tactics verification of reactive
systems, using cloud-centric architecture with Reactive Sensor
Middleware in the PaaS layer is outlined on Fig. 1.

Pollution Monitoring in an Urban Area A cloud of sensors
may have very broad applications. As an example an atmo-
spheric pollution monitoring system was chosen in the paper.
The goal of such a system is on-line pollution monitoring
for decision making and the development of environmental
policies, with the goal of reducing the impact of pollution on
ecosystems and human health.

Some distinguished examples are given here. In [18] an
interoperable system for air quality information management

is proposed. The system is based on open-source standards-
compliant tools and designed to develop a Spatial Data In-
frastructure (SDI). In [19] a Pollution-Sense system for air
pollution monitoring and control is presented. Participatory
sensing combines the use of everyday mobile devices, such as
cellular phones, GPS technology and location-based services,
and sensors, to form interactive, bidirectional mobile sensing
information systems. The system should provide large amounts
of pollution data in time and space with different granularities.
In [20] a method is described for the automatic detection of
air pollution and fog using sensors mounted on vehicles. The
described system consists of sensors which acquire their pri-
mary data from cameras and Light Detection and Recognition
(LIDAR) instruments. In [21] a sensor cloud based on WSN
(Wireless Sensor Networks) is proposed which virtualizes the
wireless sensors and provides sensing as a service to users.

Different users of pollution monitoring systems can be
distinguished. Some examples of users of such systems are:
(1) Single persons or families (e.g. planning an excursion in an
urban area); (2) People with allergies or breathing problems
like asthma (e.g. planning to go outside); (3) Schools (e.g.
planning different sport activities outside for children); (4)
Early warning systems for municipal operation; (5) Urban
planning used for air pollution reduction.

There are different types of pollution sensors which can be
wearable, mounted on vehicles or UAVs, or installed in fixed
positions (buildings, weather stations, etc.). The specialization
of pollution sensors may differ significantly: (1) Personal
environmental sensors, which are wearable sensors connected
to or integrated with smart phones; (2) Pollution sensor
stations installed on fixed points or on vehicles measuring air
pollutants; (3) LIDAR (Light Detection and Recognition) used
to detect small concentrations of air pollutants.

From the above discussion it is clear that providers of the
sensor as a service layer can be individual persons or orga-
nizations with the motivation to receive payment for service
proportional to sensor usage. The presented discussion aims
only to be an overview of possible pollution system monitoring
solutions, and is not intended to demonstrate the full picture.

V. VERIFICATION OF TACTICS

The proposed set of tactics will be verified for an RSM
which is part of a CoS placed in the PaaS layer. Of course
not all of the proposed tactics for reactive systems will be
suitable for RSM. Only the tactics most useful while building
the aforementioned system will be selected.

Elasticity is a very important aspect of a system based
on dynamically attached external data sources (in our case
sensors). We do not know in advance the size of the streams
of data that our application will be exposed to. For this
reason correctly implemented resource balancing needs to
be a core part of the infrastructure. Proper implementation
of backpressure tactics is especially important as the system
needs to be able to control the flow of data. A perfect solution
would appear to involve quickly running and disabling new
application instances when there is an urgent load increase
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or decrease, in order to setup and disable containers on the
shared Resource, especially when the application is stateless
and implemented using a light technology (a good example of
such a stack is Node.js Amazon Lambda). In this case, for a
cloud of sensors a sharding tactic should be proposed. Usually
data received from sensors are closely related to geographical
locations or data sensor types, therefore the data should be
logically grouped to ensure processing efficiency. This makes
it possible to easily separate data in order to mitigate latencies
during querying of the data store.

Resilience is defined as the time taken by a system to return
to an acceptable state after failure. The investigated cloud of
sensors is highly dependent on the external data, therefore
constant supervision is essential. A component which
monitors the behavior of intermediate elements is needed, and
this can be achieved by using a feedback supervisor tactic. A
good level of isolation in the system should be provided as
data can be acquired from different inputs and the instances
collecting the data are independent. A containment of failure
tactic can be used to prevent the failure of one instance
impacting others. All instances should not be deployed in
a single cluster, instead the system should use a bulkhead
tactic which splits it into different physical locations, thereby
mitigating the potential for a critical situation in which the
system is unresponsive as a whole.

An important aspect of the design of the discussed sensor
cloud from a responsiveness perspective is the use of a
normalization of data tactic. This ensures that the data store
always has data in a proper, common format and is able to exe-
cute all necessary analytic operations quickly and responsively,
without intermediate steps. Also, providing non-blocking
client-server communication is important if we want to achieve
consistent response times for clients of our cloud solution.

VI. SUMMARY

The current reactive system’s needs must be examined from
different perspectives due to the emergence of new system
solutions and new technologies. One such factor is the big
data processing issue, caused by the need for real time data
stream acquisition and visualization, which makes it important
to perform architecture refactoring of reactive systems. The
approach presented, which starts with the analysis of quality
attributes and their tactics, seems proper at this stage of de-
velopment. The investigation of the suitability of the proposed
tactics for Reactive Sensor Middleware which is a part of CoS
(Cloud of Sensors) placed in the PaaS (Platform as a Service)
confirms the approach. The next stage will be experimentation
on other real system examples, analyzing suitable architecture
patterns and finally defining a reference architecture model for
reactive systems.
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Abstract—In the article a vision system for shape and colour
recognition of dishes (plates, bowls, mugs), which can be used
to automate the process of customer service in a self-service
canteen is described. In consists of three basic components: object
segmentation using so-called background model subtraction,
shape recognition using geometric invariant moments and SVM
classifier, as well as colour recognition using a Gaussian model.
In addition, recognition in case of close or abut objects using
a distance transform like approach is presented. The solution was
evaluated on a dedicated test stand with controlled LED lightning.
A 98% accuracy was obtained on over 100 test images, which
indicates that the solution could be used in business practise.

I. INTRODUCTION

IN TODAY’S world a rapid automation of customer services
in different areas can be observed. Among numerous exam-

ples worth to mention are: the growing number of vending and
ticket machines, automatic cash registers in supermarkets or
recently emerging touch-screen kiosks for ordering and paying
in fast food restaurants.

The customer service process in a self-service canteen can
also be subjected to automation. This topic is particularly
relevant in the context of the currently ongoing economic and
social changes. The model, which assumes eating lunch or
dinner after work at home changes to dining in canteens,
lunch-bars or restaurants. Therefore, an increasing number
of various types of self-service restaurants can be observed.
There, the customer takes a tray, collects the meals and
proceeds to the cash desk, where the content of the tray is
priced by the cashier and the payment is made.

The automation of the described process requires the use
of two modules: the pricing of products on the tray and the
payment collection. The second issue is already well know and
applied on a large scale: payment terminals (with PIN based
authentication and so-called contactless cards) and CDMs
(cash deposit machines). However, the automatic pricing of
meals or dishes is still a challenge.

The topic of vision based food classification is addressed
in several research papers. It should be noted that the issue is

The work presented in this paper was supported by AGH University of
Science and Technology project number 15.11.120.476.

very challenging due to the great variety of possible meals,
which are often quite similar. Another big problem is the
segmentation of a particular food type on a plate.

In the work [1] the GrabCut segmentation is used to extract
individual food types, as well as SURF features and SVM
classifier. The accuracy of the system is more than 81%. In
paper [2] the concept of using local and global features is
described. Additionally, the results from several individual
classifiers are combined to improve the accuracy, which for
the system is about 80%. Similar results were obtained in the
work [3]. The authors of the work [4] used a combination of
deformable part-based and a texture model. For particular food
recognition a multi-view multi-kernel SVM was utilized. The
accuracy of this system reaches 90%.

This short analysis reveals that the topic of food recognition
is up to date and intensively researched. However, the high
complexity limits the accuracy of the systems to about 90%.
This is insufficient for an automated pricing system in a self-
service canteen. It is also worth noting, that for similar systems
several patents can be found – for example from the SRI
company [5]. In addition, an interesting system to automate
the pricing of bakery products developed by Brain Corporation
is presented in a video available at [6].

In this paper a pricing system based on video analysis of the
shape and colour of dishes is presented. To the best knowledge
of the authors, this is the only described in the literature vision
system operating on this principle. The input to the system
is a photo (single video frame) of a tray with one or more
dishes (plates, bowls, mugs). Then, the individual objects are
extracted and their shape and colour is determined. To use
this information in the pricing task it has to be assumed that
on a given day, on a particular dish (defined by shape and
colour) and single meal is served. For example: on a large
round, green plate pork chop with french fries and on a large
round, red plate fish with potatoes is served. It is worth noting
that such a system quite strictly defines the operation rules
of the canteen. The meals have to be placed by the staff
on appropriate dishes. This can be done on a regular basis
(applying to the customer’s request) or prepared in advance
(the problem of keeping the meal warm). In addition, it should
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be assured that the boarder of the dish is free form parts of
the meal.

The remainder of this paper is organized as follows. Section
II contains a general overview of the proposed vision sys-
tem. Detailed information about particular modules i.e. object
segmentation, shape recognition, colour recognition and close
or abut object recognition are given in Sections IV, V and
VI. Evaluation of the system is presented in Section VII. The
paper ends with a summary and indication of future research
directions.

II. OVERVIEW OF THE PROPOSED VISION SYSTEM

This section provides basic information about the discussed
vision system. Is has been implemented in C++ programming
language using the OpenCV image processing library [7] and
the Qt GUI library [8].

The designed and implemented algorithms were evaluated
on a specially constructed test stand, which consisted of:

• digital camera – a typical USB camera with resolution
640× 480 pixel was used (Logitech Webcam Pro 9000),

• illuminator – in order to provide good lighting condi-
tions for image acquisition, a LED based illuminator
was developed. It was a source of strong, white and
diffused light. This reduced the problems of shadows and
disturbances caused by external lightning,

• housing – to partially isolate the workspace from external
lighting. It was also the mounting point of the illuminator
and the camera,

• worktop – it was used for proper tray positioning.
In the application image processing and recognition was

performed in two modes:
• continuous (for every frame) – tray and hand presence

detection, background model acquisition and update,
• on-demand (at user request) – object segmentation and

recognition followed by item pricing.

A. Continuous mode

In order to provide proper classification, it is necessary to
correctly place the tray in the field of view of the camera (i.e.
in the workspace). It was assumed that the positioning in the
axis perpendicular to the typical tray movement will be forced
by two guide-rails (movement to and from the user), while in
the other axis will be controlled by automatic detection of
square markers. The markers are placed in the workspace, in
a distance corresponding to the tray width. Using information
about their visibility, the presence and position of the tray can
be determined.

The second module working in the continuous mode is the
detection of the so-called empty workspace i.e. a situation
when in the camera’s field of view there are no objects: plates,
tray or even dirt. It such case, the current image is saved and
than used in the segmentation phase as a background model
(details in Section III).

The third module is responsible for detecting the presence
of objects that have a common part with the boarder of the
workspace. This prevents from starting the image analysis,

a) b)

c) d)

Fig. 1. Object segmentation using background subtraction. a) current
workspace image, b) background model (image of an empty workspace), c)
differential image, d) thresholding result overlaid on the input image (with
same additional post-processing)

when the user still holds the tray or has his hand in the
camera’s field of view. A detailed discussion of the three
modules is presented in the work [9].

B. On demand mode

When the tray is correctly positioned and the user has
removed his hand from the workspace, the analysis can be
started by pressing a button. It consists of the following steps:

• object segmentation,
• object shape recognition (also for close or abut objects),
• object colour recognition.
These steps will be discussed in detail later in the paper.

The final result is the information about detected objects –
their shapes and colours. On this basis, it is possible to price
the tray.

III. OBJECT SEGMENTATION

The segmentation of objects (i.e. dishes/plates) is one of the
most important elements of the described vision system. On
its accuracy, to a large extent, depend the further processing
steps: shape and colour recognition.

Taking into account the specificity of the task, the purpose
of segmentation is to isolate:

• the correct shape of the objects – for classification,
• continuous edges of the objects, thick enough to retrieve

colour information – the interior of the dishes can not
be considered as a reliable source of information about
colour, as it usually contains meals.

In addition, the method should reduce the possibility of
connecting separate objects due to occurring shadows and have
a tolerance to variable lighting conditions.

In the proposed solution object segmentation is based on the
so-called background subtraction approach. From the current
image with tray and plates, a background image is subtracted
(view of an empty workspace). Thresholding the differential
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image allows to extract individual objects. The concept is
illustrated in Figure 1. It is worth noting that in Figure 1b there
are no markers visible on the worktop. This is due to a marker
removal procedure, that involves replacing the marker’s ROI
with a workspace image from another location. This allows
to obtain correct segmentation of the tray content, because
markers are not detected.

The method has two main advantages. Its concept and the
obtained results are easy to interpret i.e. all detected objects
are regarded as dishes. Furthermore, it is very efficient. It
should also be noted, that the empty workspace detection and
background model update procedures allow to compensate
lighting changes (e.g. naturally occurring during the day),
which could affect the segmentation accuracy.

Limitations include: the need that objects or at least their
boarder, have a colour different from the workspace and
the requirement that the tray has the same colour as the
workspace background – the tray should be transparent for
the segmentation procedure.

In the current version of the algorithm, the segmentation is
carried out in the RGB colourspace. First, the absolute value of
the difference between the current image and the background
model is computed – separately for each component. Then the
maximal difference is selected and compared with a thershold.
The obtained object mask is post-processed using morpholog-
ical closing with a 5× 5 square structuring element. Finally,
a hole filling procedure is applied to eliminate the influence
of the plate content on the segmentation result. A detailed
description of the segmentation procedure is presented in the
work [9].

IV. OBJECT SHAPE RECOGNITION

The object shape recognition is a two-step process. First,
a feature vector, which describes each shape, is generated.
Then, this vector is assigned to a pre-defined class (i.e.
classified). The input to this procedure is a binary object mask
(containing a single object) and the output the class to which
this object belongs.

A. Feature vector

To describe the shape of an object (i.e. to generate a fea-
ture vector) a common approach involves the use of shape
descriptors. This task is not easy, because on one hand a good
differentiation of shapes is required (e.g. squares, circles,
ellipses, etc.) is required. On the other hand the description
must be insensitive to scaling, translation, rotation, affine
transformations and some disruptions (e.g. "ragged" shape
edge). In the literature a lot of different shape descriptors are
described. They can be roughly divided into contour based
(only the edge is analysed) and area based (the whole object
is analysed). In the paper [10] four of them were evaluated:
Fourier descriptors, curvature scale space descriptor, angular
radial transform and image moments. The experiment showed
that the geometric moments are a good solution for shape
description. Furthermore, their are implemented in the popular
image processing library OpenCV [7].

Fig. 2. The used shapes: circle, mug, rsquare, elipse

In the described system geometric invariant moments, also
often referred to as Hu moments, are used. They have been
proposed in the work [11] and are the basis of many shape
recognition approaches. For example, in [12] they are utilized
for human action recognition.

B. Classifier

As a classifier the Support Vector Machine (SVM) algorithm
was used. It was originality proposed by Vladimir Vapnik [13]
and is one of the most popular machine learning algorithms.
This is due to: intuitiveness of the method, good accuracy, high
computational efficiency and quite simple and quick learning
procedure (possible to automate because of small number of
parameters).

In the basic version, the SVM is a binary linear classifier.
However, a modification was proposed (so-called kernel trick),
that allows the classification of non-linear problems. It in-
volves the transformation of the feature vectors to a new space
with higher dimensionality. Often as the kernel the Gaussian
radial basis function (RBF) is used (the default solution in
OpenCV library).

To enable the classification of more than one object type
the multi-class problem is transformed into multiple binary
classifications. For example, for three shapes S1, S2, S3 three
classifiers are required: C1 to distinguish S1 from S2 and S3,
C2 to distinguish S2 from S1 and S3 and C3 to distinguish
S3 from S1 and S2.

C. Training dataset preparation

The use of a machine learning approach requires the prepa-
ration of three datasets: training, validation and test. The
first is used to train the classifier i.e. to obtain the required
parameters. The second to test various options (e.q. SVM
parameters or number of used features). The last to asses the
final solution. Typically, the input dataset is divided at a ratio
of 60%, 20%, 20%.

In the current version of the system the following shapes
are used:

• circle (big plate, small plate, bowl),
• mug (circle with a handle),
• rounded square (rsquare) (plate, small bowl),
• elipse (platter).
The used shapes are presented in Figure 2. Using these tem-

plates three datasets: training, validate and test were generated.
For this purpose the templates were: scaled, rotated, subjected
to affine transform, disturbed.

A template and exemplary samples (rotated and disturbed)
are presented in Figure 3.
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Fig. 3. Shape template (rsquare) and two samples: rotated and disturbed

Finally, the training dataset consisted of 2696 samples (673
for each shape), the validation dataset of 748 samples (187
for each shape) and test dataset of 876 samples (219 for each
shape). For each sample the first three Hu moments were
computed. They formed a feature vector used in training and
evaluation of the classifier. The features were subjected to
normalization given by: sn = (s − fmin)/(fmax − fmin),
where fmax and fmin are respectively the largest and smallest
value of the feature (particular Hu moment).

D. Classifier training and evaluation

Training and evaluation of the classifier was performed on
the prepared training, validation and test datasets. The SVM
with RBF kernel available in OpenCV was used. The classifier
was trained with the train_auto function, which performs
a multiple cross-validation procedure to select the best SVM
parameters.

During the experiments, the impact of number of used Hu
moments on the classification performance was evaluated. The
accuracy ACC = TD/(TD + FD) ∗ 100% measure was
utilized, where TD – number of correct classifications, FD –
number of incorrect classifications.

The obtained results are summarized in Table I. The analysis
indicates that using only the first two Hu moments should
allow to obtain very good classification accuracy. For this
case an experiment on the test dataset was carried out and
the following results were achieved: circle – 100%, elipse –
100%, mug – 100%, rsquare – 100%.

E. Results and comments

The proposed shape recognition method achieved almost
100% accuracy. It turned out, that Hu moments are well suited
for distinguishing simple geometric shapes. For the considered
application the use of the first two invariants resulted in
satisfactory performance. The SVM classifier is very easy
to use (lots of libraries, available in OpenCV and Matlab)
and fast during classification. The solution was designed to
allow a simple extension of the feature vector – for example
adding other Hu moments or shape descriptors. It is also worth
to notice, that the automatic generation of training samples
significantly facilitated the evaluation of the approach.

V. OBJECT COLOUR RECOGNITION

Colour, next to shape, is the second feature which is used
to identify a particular dish in the system. In this section the
method of obtaining colour samples, evaluation of various
colour models, as well as the used solution is presented. In

(a) (b) (c)

(d) (e)

Fig. 4. Edge extraction demo. (a) current image, (b) object mask, (c) mask
after erosion, (d) subtraction of (b) and (c), (e) the extracted edge

the current version of the system colours: blue, orange, green,
brown1 are recognized.

A. Obtaining colour samples
The process of obtaining samples used to build the colour

model is an element of the system calibration procedure.
During its course, the dishes with particulars colour are
placed in the workspace. Then object segmentation and edge
extraction are performed. Reliable colour information can be
only obtained from a narrow edge of the dish, mainly due to
presence of meals in its central part.

The edge is extracted using a morphology-based approach.
First, the input mask (obtained in the segmentation stage) is
subjected several times to erosion with a square structural
element of size 3 × 3 . Then the input mask and erosion
result are subtracted. Finally, the edge with colour samples
is obtained. Examples of this procedure is presented in Figure
4.

B. The analysed colour models
In this subsection the analysed colour spaces and colour

models (Gaussian and histogram based) are described.
a) Colour spaces: In the experiments several common

colour spaces were used:
• RGB (Red, Green, Blue) – the basic colour space used

in input (cameras) and output (displays) devices,
• YCbCr – a colourspace with a luminance (Y) and two

chrominance (Cb, Cr) components. It is used in image
and video stream compression (JPEG/MJPEG),

• CIE Lab – colour space similar to YCbCr, but defined
to be perceptually uniform i.e. the distance (Euclidean)
between two colour samples corresponds with the differ-
ence noted by a human.

The HSV (Hue, Saturation, Value) colour space was not
analysed, because of the angular coordinates of the H com-
ponent, which causes some difficulties in models using mean
and standard deviation.

1This colours were available in the used dish set
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TABLE I
CLASSIFICATION RESULTS FOR DIFFERENT FEATURE VECTORS

circle elipse mug rsquare
Hu moments Train Validate Train Validate Train Validate Train Validate

1 99.9629 % 99.8656% 89.9703 % 90.5914 % 89.8217% 89.7849 % 99.9629 % 100 %
1,2 100 % 100 % 100 % 100 % 100 % 100 % 100 % 100 %

1,2,3 99.9629 % 100 % 100 % 100 % 100 % 100 % 100 % 100 %

Fig. 5. Colour model samples displayed on a 3D scatter plot. From left: RGB, YCbCr, CIE Lab

TABLE II
STANDARD DEVIATION ANALYSIS FOR USED COLOUR SPACES

Colour RGB YCbCr CIE Lab
orange 14352,61 2282,61 2351,64
blue 4030,69 932,80 150,01
green 3966,19 569,31 230,09
brown 11199,39 424,27 679,77

In the first step, the used colour samples were displayed
on a 3D plot – Figure 5. On this basis it can be concluded
that for the YCbCr and CIE Lab colour spaces the samples
are more separated from each other than for RGB. This
observation is also confirmed by calculating the standard
deviations of the individual components of the samples. In
Table II the product of standard deviations for each component
is presented. It illustrates the dispersion degree of samples
around the mean value. The analysis confirms the earlier
observation that YCbCr and CIE Lab have better properties
than RGB. It should also be noted that YCbCr and CIE Lab
are quite comparable, with a slight indication of the latter.
However, due to much more efficient conversion between RGB
and YCbCr comapring to RGB and CIE Lab in the further
analysis the YCbCr colour space is used.

The obtained colour samples are used to create a represen-
tation (model) for classification. In this work models based on
Gaussian distribution, 1D histograms and 3D histograms were
evaluated. More advanced approaches like Gaussian Mixture
Models [14], artificial neural networks [15] or typical machine
learning [16] approach were not considered. However, if in
future versions of the system, more, especially quite similar,
colours should be recognized, than this methods could provide
better performance and reliability.

b) Gaussian distribution model: For each vector of train-
ing samples assigned to a particular colour, mean and standard
deviation can be computed. On that basis a Gaussian model
can be build. However, there are two options available. In

general, it is assumed that the individual colour components
are interdependent. Then the probability that a given pixel
belongs to a particular model is given by:

p(x|θ) = 1

(2π)n/2
√
(detΣ)

e−
1
2 (x−µ)TΣ−1(x−µ) (1)

where: x – given pixel, θ – given colour, n – number of colour
components (3), Σ – covariance matrix, µ – mean value vector.

It can be also assumed that the components are independent,
which simplifies the equation:

pc(x|θ) =
1√

(2πS)
e−

(x−µ)2

2S (2)

where: S – standard deviation.
In this case the probability is obtained separately for each

component. Therefore, to define it for a pixel, the particular
results should be summed up: p(x|θ) = pc1(x|θ)+pc2(x|θ)+
pc3(x|θ).

Thus, for a given pixel the probability of belonging to
a particular colour model is obtained. The computations are
performed for the whole edge of the dish. At this point, there
are two possibilities. First, individual decisions about colour
assignment for each pixel can be made. Than the obtained
“votes” can be summed up to perform a final classification.
Another way involves the summing up of the probabilities and
making the decision for the entire image. In the experiments,
the second approach was used.

c) 1D histogram model: Another common used colour
model is a histogram. It can be one-dimensional or three-
dimensional (described in the next paragraph). In the first case
the given colour is described by three separate histograms, one
for each colour component. An important parameter of the
method is the number of histogram bins. If the value is less
than 256 (assuming that the colour component values are in
range 0-255), then nearby values are aggregated.

Colour classification can be performed in two ways. In the
first, using the pixel values as an “address” – the corresponding
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histogram values are obtained and summed. The resulting
number is a measure of probability that the pixel has a given
colour (histogram normalization is assumed). The numbers,
like in the Gaussian model, should be summed up for the
whole image. Following this procedure for each colour model
(i.e. 4 × 3 histograms) and then selecting the maximal value
allows to perform the recognition.

In the second approach, a histogram is computed for edge
pixels. Then it is compared with the model using a distance
measure between two histograms. The most common are
correlation, intersection and Bhattacharyya distance.

d) 3D histogram model: A three-dimensional histogram
can also be used as a colour model. A certain disadvantage of
this approach is its high memory complexity – in the default
case the histogram has 2563 bins. Therefore, aggregation (bin
number reduction) is frequently used. The classification can
be done in two ways – analogous to those described above for
the 1D histogram.

C. Evaluation and results

When evaluating different colour models, two aspects
should be addressed. Firstly, high classification accuracy is
required. This means that for each test image the correct
result should be obtained. Unfortunately, during research it
turned out that this is not a sufficient criterion. The test image
database does not include all possible cases that may occur
during operation of the system. This applies particularly to
potential changes in lightning. Therefore, it is advisable to
propose and use an additional measure that will determine
which model is better, even in the case when more than one
has 100% accuracy on the test dataset.

In this research a classification certainty factor was used.
For methods with a probability output the following coefficient
can be computed: cS = P (m)∑

P (c)
, where: P (c) denotes the

probability than an object (i.e. a dish edge) belongs to the
colour class c and P (m) is the maximum of this factor. In the
ideal case this value should be one, which indicates that all
pixels were correctly classified.

For methods based on histogram comparison this coeffi-
cient should be modified. In case of correlation, a positive
value is obtained when the classification is correct (positive
correlation). For other colours the value is usually negative.
Therefore, it seems to be eligible to use the absolute value and
repeat the above described scheme. When using the histogram
intersection, the cS coefficient can be used directly. However,
for the Bhattacharyya distance it is necessary to subtract the
final values from 1 (cS = 1− cS).

The finally implemented model was selected after a series
of experiments. A dataset of 64 images containing dishes
in different workspace locations and orientations was used.
Additionally, possible lightning conditions were simulated:
brightening, darkening and adding gradient (using appropriate
gamma correction).

In the first stage, the models with 100% classification
accuracy on the test dataset were selected. This were the
Gaussian model with dependencies between components and

Fig. 6. Example of abut objects. On the left the input image, on the right the
corresponding object mask

3D histogram. However, it is worth noting that the remaining
models obtained results ranging from 97% to 99%.

In the second stage the classification certainty coefficient
was evaluated. For the Gaussian model the value cS = 0.99
was obtained. Similarly for the probability version of 3D his-
togram, as well as correlation, intersection and Bhattacharyya
histogram distance (using 256, 128 and 64 bins). Therefore,
all this approaches should be regarded as very robust.

It should be noted that there was no significant impact of the
number of histogram bins on the classification performance.
This could be due to the considered colours, which were quite
different from each other (separated in the colour component
space). Finally, the Gaussian model was used because of its
lower memory complexity.

VI. CLOSE OR ABUT OBJECT RECOGNITION

In this section a procedure of shape and colour recognition
for close or abut objects is described. An example of such
a situation is presented in Figure 6.

It should be noted that in the initial vision system specifica-
tion it was assumed that objects should be placed apart from
each other i.e. on the object mask each of them should appear
separately. Therefore, when close or abut object are detected,
a message for the user is generated: "Please correct the
positioning of the dishes". However, to speed-up the service
and increase system capabilities an automatic procedure for
this case was developed. The issue is quite complex and at
least two main problems have to be addressed and solved:

• determining that two or more objects are segmented as
one (are close or abut) – distinguishing this situation from
typical arrangement of dishes on the tray,

• detecting abut objects with the same colour. In a general
case the information about colour can not be used in this
procedure, also due to possible influence of food or meal
colour on the segmentation results.

A. Abut objects detection

A situation in which two or more objects are close or abut
can be detected by analysing:

• object’s shape – there is no recognition by the SVM
classifier (i.e. the abut objects form a new shape, which
is not similar to any other recognized by the system),

• object’s size – it is larger than other recognized by the
system.
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Thus, if during the shape analysis an object with un-
recognised shape and large area appears, it is regarded as
a collection of abut or close objects. Here it is assumed,
that several small objects can not “form” a large, recognized
object (e.g. a big plate formed by several small mugs). Correct
recognition in this case seems to be very difficult and would
require more sophisticated segmentation algorithms.

B. Different concepts of separating objects

During preliminary research different methods of separating
abut objects were analysed. The most straightforward solution
is the use of information about edges, because this allows
a human to correctly recognize connected objects. Unfor-
tunately, the approach of: detecting edges using Sobel or
Canny, thickening them and subtracting from the input mask
does not allow to properly separate objects. Mainly due to
discontinuities of detected edges and disturbances caused by
meals or non-uniform lightning. Furthermore, the obtained
object masks are usually smaller then the input ones, which
causes difficulties during colour sample extraction.

Another promising solution is the Hough transform, but
it has a quite high computational complexity, especially for
shapes, whose analytical description requires multiple param-
eters (circle, ellipse) and it can not be used for all kind of
shapes (non-analytical curves).

However, the use of some kind of "knowledge" about the
recognized shapes seems to be the key to proper connected
object segmentation. This is the result of the observation that
knowledge of how the objects look like, in combination with
edges and colour information make the task of separating
objects quite easy for a human. Therefore, basing on the results
published in [17] a distance transform (DT) based solution was
used in the proposed system.

C. The proposed shape recognition method

The starting point for the shape recognition algorithm de-
velopment was the analysis of the distance transform method
described in [17]. It uses two of the mentioned observations:
object edge analysis and pattern detection (i.e. knowledge).

In the first step of the method, for the input image edges are
determined. The resulting binary edge mask is used to compute
the so-called distance transform (DT). It is an image in which
a pixel value represents the distance (Euclidean, chessboard,
Manhattan, quasi-Euclidean) to the nearest edge. An example
is presented in Figure 7c.

In the developed algorithm, extracting individual objects
requires the use of shape templates in the form of an edge
mask and a binary mask. The template is moved across the
DT image using a sliding window approach. For each location,
the following factor is computed:

Dcoef =
1

|T |
∑

t∈T

DT (t); (3)

where: |T | – number of pixels for a given template, DT (t)
– distance transform value for pixel t from template T .

(a)

(c)

(a) (b)

(d) (e)

Fig. 7. Distance transform example: (a) input image – object mask, (b) binary
edge mask, (c) DT result, (d) modified DT result, (e) binary DT result

(a) (b) (c) (d)

(e)

(f)

Fig. 8. Used shape templates: (a) – elipse, (b) – big plate, (c) – small plate,
(d) – bowl, (e) – small bowl (rounded square), mug (without handle)

The location with the best match for a given template is
characterized by the smallest Dcoef value.

In the general case, to ensure proper operation for this type
of algorithm, template modifications like translation, scaling
and rotation are required. Translation is “built-in” in the sliding
window approach. Scaling is not required, because the distance
between the camera and object is fixed. However, rotating the
template is necessary for selected, asymmetrical shapes like
an ellipse.

The used shape templates are presented in Figure 8. It
should be noted, that for the mug template the shape was
simplified to a circle (the handle was omitted). This eliminates
the rotation necessity, but does not affect the recognition
performance, as there are no objects of similar size and shape
in the system.

During preliminary research three variants of the DT based
approach were considered: basic DT, modified DT and DT
reduced to a binary mask. In the modified version the initial
DT image was transformed according to the following for-
mula: DT (i, j) = DT (i, j)α (during tests α = 2). Such an
approach promotes locations with good template match. An
example image is presented in Figure 7d.

A further simplification is the assumption that the DT image
has a binary form – in a small neighbourhood of the edges the
DT values are set to 0 and in the remaining part to a maximal
value. This further enhances the promotion of good-match
locations. An example is presented in Figure 7e. It is worth
noting, that in this case computing the "DT" image involves
only performing a morphological dilation of the edge mask,
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(a) (b) (c)

Fig. 9. Template search with sliding window approach: (a) template, (b) initial
situation (Dcoef = 232.96), (c) best match (Dcoef = 52.51)

which greatly improves the computational efficiency.
Initial experiments demonstrated a similar performance of

the three described DT variants. Therefore, in the final version
of the system, the binary DT approach was used, since
it is most computationally efficient. However, it is worth
considering why such a simple solution obtains comparable
results with the “full” DT transform. First, in the described
system, the algorithm operates only on the object’s outer edge
mask, whereas the original solution used all edges of the
input image. This significantly limits the number of edges that
could potentially affect the shape recognition. Second, the used
templates are quite simple, rigid, with well defined size and
only slight variation caused by perspective issues. Finally, due
to strictly controlled lighting conditions the object’s boarder
segmentation is very reliable.

D. Shape recognition procedure for connected objects

During designing the solution, the primary goal was to
ensure high recognition reliability. Therefore, an iterative
search procedure was proposed. In a single iteration one most
probable shape is found.

First, the edge mask and the DT binary image are computed.
Next, for each shape template the sliding window procedure
is applied and the best location (lowest Dcoef ) stored. At
the configuration stage, it can be determined if a particular
template should be rotated. In the current version of the
system, the rotation is only performed for the ellipse with
30◦ step, which results in 5 different templates. For the non-
symmetrical template rsquare it turned out that no rotation is
necessary. Example of the search procedure is presented in
Figure 9.

After obtaining the Dcoef (compare Equation (3)) values
for all used shape templates, the minimum is selected. In this
way, the most probable shape is detected.

In the next step this shape is removed from the object
mask. The new mask is subjected to filtration. This involves
the removal of connected components with area smaller than
a preset threshold (so-called area open) and morphological
processing. An example in shown in Figure 10. The described
iteration is repeated until all object are removed.

a) Template localization improvement: During experi-
ments it was noted that the obtained, in the above described
procedure, shape locations are not very accurate. This has
a great impact on the subsequent colour extraction method,

(a) (b)

Fig. 10. Shape removal example: (a) – input mask, (b) – mask after shape
removal (rsquare).

(a) (b)

Fig. 11. Example of obscuration area detection: (a) – input image, (b) –
obscuration mask.

particularly for dishes with narrow edge like a bowl. In order to
compensate this error a simple template position improvement
method was proposed. First, using the initial location estimate,
a ROI from the input object mask is extracted. It size is slightly
bigger than those of the considered template. Next, in this ROI
a sliding window approach is used to find the location, where
subtracting the template mask from the object mask results in
removing maximal number of pixels. This is then regarded as
the improved object location.

b) Analysis of the detected objects: The result of the
above described procedure is the information about all detected
objects i.e. their shape and location. For the purpose of colour
recognition edge extraction should be performed. However, in
case of close or abut objects often some obscuration occurs.
For example a bowl could cover a part of a plate. Extracting
colour samples in this areas could lead to errors.

Therefore, such regions should be detected and excluded
from further analysis. This is done using a so-called obscura-
tion mask – example presented in Figure 11.

In the next step, for the detected objects, edge masks are
obtained. This is done in three steps:

• determining the logical AND (intersection) of the objects
mask and template mask,

• extraction the edge of this object (using the described
prior morphological approach),

• determining the logical AND of the edge mask with the
negation of the obscuration mask.

The obtained masks are used in the colour recognition
procedure. An example of the described approach is presented
in Figure 12. It is worth to notice, that despite some minor
errors in determining the localization, the final detection is
correct.
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(a) (b) (c) (d)

Fig. 12. Example of abut objects splitting. (a) – input image, (b), (c), (d) –
edge masks for the detected objects

Fig. 13. Examples of test images used in evaluation of the close or abut
object recognition procedure

E. Evaluation and parameter selection

The impact of different parameters on the connected object
separation procedure was evaluated. For this purpose 30 test
images with different close or abut objects were used. Two
examples are presented in Figure 13.

The accuracy of the procedure was evaluated by comparing
the returned shape and colour recognition with reference
ground truth (more details in Section VII). The following
parameters of the method were analysed: template edge thick-
ness, image resolution, sliding window step.

For the first parameter it was observed, that above a certain
edge thickness value, the obtained results were incorrect.
Finally, for edge extraction an erosion with 7 × 7 square
structuring element was used. This results in 3-4 pixels thick
edges. In case of reducing the input image resolution, the size
of structuring element should also be reduced.

The resolution of the analysed image (object mask) has
a great impact on the performance of the described procedure.
This is directly related to the sliding window approach and
Dcoef calculation. Therefore, reducing the image size brings
significant acceleration to the entire vision system. In the
experiments it was determined that changing the size from
640 × 480 to 192 × 144 (30% of the input value) does not
result in loss of accuracy – all objects present on test images
were correctly recognized.

The sliding window step value is a compromise between
template location accuracy and calculation speed. During
experiments it was determined, that the value 4 pixel (vertical
and horizontal) is suitable for the used resolution of 192×144.

Additionally, in an experiment is was proved that switching
off the template localization improvement procedure leads to
errors in colour classification for the bowl shape.

VII. VISION SYSTEM EVALUATION

The developed vision system was subjected to a series of
test on the designed stand (compare Section II). Their goal

was to evaluate basic functionalities like:
• proper tray position detection,
• empty workspace detection,
• presence of hand in the workspace detection,
• object segmentation,
• shape and colour recognition,
• recognition of close or abut objects.

In addition, elements of the algorithms that require further
improvement and modification were identified.

Evaluation of the first three functionalities were conducted
on-line i.e. the system behaviour was observed during real-
time analysis of the video stream acquired by the camera.
The tray position was detected correctly. The only potential
problem that occurred was the partial visibility of a marker
(the marker was not fully covered by the tray). However,
even if it was detected as an object, due to small size it
was excluded from further analysis. In addition, it is assumed
that the user will co-operate i.e. place the tray as accurate as
possible (supported by the feedback provided by the system).

The empty workspace detection module worked correctly
in case of proper camera placement and marker position
calibration. However, it should be noted that presence of
some kind of dirt in the workspace may cause errors –
be recognized as an object. Consequently, the background
model update mechanism will fail. It is worth mentioning
that a frequent background model update is necessary for
proper segmentation. During experiments, despite the used
LED illuminator, the external lighting changes had impact on
the segmentation.

The presence of hand in the workspace detection works
correctly. The only exceptional case is when the user wears
a sweater or sweatshirt with long sleeves in colour similar to
the workspace. In the future, skin-colour regions segmentation
could be considered. Whereby, the result interpretation could
be quite difficult – some food could have colour similar to
skin.

Other functionalities were tested both on-line and off-line
on selected test images.

A. Test images annotation

In order to automate the vision system evaluation and
parameter selection process a tool for object annotation was
designed. Each object (dish) present on a test image can
be described by: location (rectangle inscribed in the object),
shape, colour.

For the purpose of frame annotation, a simple GUI ap-
plication was created. It allows to browse a directory with
images and set information about location, shape and colour
of different dishes.

B. Object segmentation evaluation

The used segmentation method worked correctly when
the background model was up to date. The only observed
problems occurred when cast shadows, present due to specific
dish location, caused incorrect operation of the abut object
recognition procedure.
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TABLE III
SHAPE AND COLOUR OF DISHES USED IN THE EVALUATION.

Shape name C 1 C 2 C 3 C 4
circle_huge [big plate] brown blue green
circle_big [small plate] brown blue green orange
circle_small [bowl] brown blue green orange
mug [mug with handle] brown blue orange

rsquare [small bowl, plate] —-
elipse [platter] —-

C. Object shape and colour recognition evaluation

Evaluation of the object shape and colour recognition pro-
cess was performed by comparing the results returned by the
application with prepared manual annotation (ground truth).
A series of test scenarios was prepared: from simple one with
one dish, to complex involving close or abut objects, as well
as presence of additional objects (like napkins or cutlery). The
used dishes – they shapes and colours – are summarized in
Table III.

For the test procedure 81 images with single dish, 9 with
multiple dishes (not close) and 33 with close or abut dishes
were prepared. The current version of the system returned an
incorrect result in 2 out of 123 cases (accuracy 98%). Both
errors were related to a quite significant shape change due to
location far from the centre of the camera’s optical axis. This
could be eliminated by proper camera calibration.

VIII. CONCLUSIONS

In this paper a vision system able to recognize the shape
and colour of objects was described. It can be used to
automate to process of customer service in a self-service
canteen. It is built of four main modules: object segmentation,
shape classification, colour classification and recognition of
close or abut objects. When designing each module, different
possibilities were considered and those with high efficiency
and low computational complexity were selected. The final
system meets the design constrains i.e. accuracy above 95%
and computing time < 1s on an typical PC.

The solution can be further developed in several direc-
tions. One of them is the broadly understood relaxation of
restrictions. A good example is the use of tray with colour
different than the workspace (i.e. not "transparent" for the
segmentation). Another one would be the determination of the
minimum edge thickness required for proper colour recog-
nition. This would allow to use dishes with only a thin
colour boarder instead of "full" colour and therefore use more
different colours.

In addition, the use of a lens distortion correction module
or another camera should be considered. In a long term
perspective, a food recognition module could also be added.
An interesting and promising direction is the development of
a smart camera vision system to perform the described image
processing, analysis and recognition.
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Abstract—In this paper, the problem of segmentation of 3D
Computed Tomography (CT) brain datasets is addressed using
the fuzzy logic rules. In particular, a new method which combines
Fuzzy C-Means clustering and the idea of super-voxels is intro-
duced. Firstly, the method applies the extended Simple Linear
Iterative Clustering (SLIC) method to divide image into super-
voxels, which are next clustered by Modified Fuzzy C-Means
algorithm. The method deals with 3D images and performs fully
three dimensional image segmentation. Ten samples are supplied
proving that our Modified Fuzzy C-Means (MFCM) together
with super-voxels are apt to take into account a large diversity
of special domains that appear and which are inappropriate
solved adopting classical Fuzzy C-Means approach. The results of
applying the introduced method to segmentation of the Cerebro-
Spinal Fluid (CSF) from the brain ventricles are presented and
discussed.

I. INTRODUCTION

D IVIDING an image into coherent regions, that are some-
how homogeneous and uniform leads to image segmen-

tation.
One of the most popular clustering algorithms used for im-

age segmentation is the Fuzzy C-Means (FCM) approach [1].
Since the method has a lot of advantages (e.g. it provides
the best results for overlapped data sets of pixels) it is
especially popular when the segmentation of medical images
is required [2]. In particular, there was a significant number of
attempts to apply FCM clustering for brain segmentation [3],
[4], [5]. These works however consider mainly MRI datasets.
To the best of our knowledge, there are only few works
regarding brain segmentation from CT datasets.

Despite its popularity, the FCM algorithm has also some
disadvantages, which limit its application to segmentation of
3D CT medical datasets. The main limitation of the algorithm
is in particular its high computational complexity, intensive
memory workload and unacceptably long time of computa-
tions. These result from the necessity of processing billions of
voxels contained within a scan.

Therefore, the most of the existing FCM-based algorithms
dedicated to 3D image segmentation are in fact 2.5D ap-
proaches. This means that they perform FCM segmentation

slice-by-slice and then compose 3D result by combining 2D
results obtained from single slices [6], [7].

To overcome the above mentioned limitations of FCM
algorithm and make the the method available also in the case of
3D images this paper proposes a solution which incorporates
the idea of super-voxels into the Fuzzy C-Means clustering
approach. In particular the proposed approach extends the idea
of super-pixels into supre-voxels. The Super-voxels are next
clustered using FCM algorithm according to statistical features
extracted using the co-occurrence matrix.

The proposed approach is next applied to extract the CSF
from 3D CT datasets of brain.

The following part of this paper is divided into five sections.
Firstly, in Section II, the technical background and a brief
review on super-voxels and Fuzzy C-Means techniques is
presented. Next, in the Section III datasets used in this paper
are characterised. This is followed in Section IV by the
description of the introduced approach. The results of the
method are presented and discussed in Section V. Finally,
Section VI concludes the paper.

II. THEORETICAL BACKGROUND AND RELATED WORKS

A. Fuzzy C-Means Clustering

FCM is an algorithm proposed by Bezdek [8] as an alterna-
tive for K-means clustering [9]. According to FCM algorithm,
each datum point is a part of a cluster whose degree is
governed by its membership grade.

What is distinct about FCM is that it divides a collection of
N vectors into c fuzzy groups with a cluster centre for each
group. It is worth noting that a datum point may be a part of
many groups and it gets a membership grade ranging between
0 and 1.

The role of FCM revolves around having c as the number
of clusters, ci as the cluster centre of fuzzy group i and
the parameter m as the weighting indicator for every fuzzy
integrating group. Through optimizing the function of FCM,
the fuzzy subdivision can be conducted.
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The membership JFCM(U,V ) and the cluster centres are
determined according to the following equation [9]:

JFCM(U,V ) =
n

∑
k=1

c

∑
i=1

(uik)
md2(xk,v j) (1)

where: uik is a matrix of size (c× d), d =‖ x j,vi ‖ is the
Euclidean distance between the centroid vi and each pixel
x j, U = uik represents the matrix of fuzzy partition, V =
v1,v2, ...,vn is are class centres, m is the fuzzy factor with
m > 1 and c is the class number.

Because of its advantages, FCM approach has been widely
applied in segmentation of medical images. Application of the
method to brain segmentation is especially popular. Addition-
ally, numerous improvements to the FCM method have been
proposed.

One of the major proposals in the medical image segmen-
tation is concerning the adoption of the spatial distance into
the clustering based segmentation as initiated by Tolias and
Panas [10], [11], [12]. Furthermore, Liew [13] proposed an
automatic segmentation of 3D dimensional Magnetic Reso-
nance Imaging (MRI) brain images. They used a local spatial
distance into the FCM algorithm adopting a new dissimilarity
index instead of the standard Euclidean distance. In addition,
they created a cluster prototype with variation of 3D multi-
plicative bias field [14].

In the same context, there is an approach which provides the
extraction of some features. It can incorporate the intensity in-
formation for the voxels neighbours [15]. Moreover, the fuzzy
logic supply to segment 3D image under the consideration
of the following three information: position, boundary and
intensity knowledge [16]. This method aims to extract the three
portions of the brain such as the left cerebral hemisphere,
right cerebral hemisphere, cerebellum and brain stem. One
popular technique involves adopting Fuzzy C-Means stand on
the local spatial continuity [14]. It takes into account the voxel
neighbour information and the intensity variation.

Regarding to other methods, [17] adopted a new method for
segmentation of 3D datasets, based on Fuzzy C-Means. This
approach is applied only to the three views; sagital, coronal
and axial. Furthermore, the extraction of CSF is reported in [6].
This approach is based on the fuzzy inference rules. It is
focused on the information obtained by the fuzzy information
granulation.

The use of the Fuzzy C-Means may present some con-
straints, especially, when applied to brain segmentation. Brain
image segmentation from CT scans faces the numerous num-
bers of challenges due to the characteristics of the images:
poor image contrast, high-level speckle noise, weakly defined
boundaries and boundary gaps. The traditional Fuzzy C-
Means method is often unable to perform adequately on these
images complex extension. Therefore, to overcome the above
drawbacks, this paper proposes a new method based on the
second statistic feature by the use of the co-occurrence matrix.

B. 3D Co-occurrence Matrix

The co-occurrence matrix stores information about the
occurrence of couples of pixels in the image. It takes into
consideration the neighbouring pixels and the spatial rela-
tionship of pixels. In the case of intensity images, the co-
occurrence matrix is also called grey-level spatial dependence
matrix or grey level co-occyrence matrix (GLCM). This matrix
is determined based on pixel intensity values. The idea of the
GLCM determination is explained in figure 1. In particular,
the (5×4) matrix shown on the left represents image with pixel
intensities represented by numbers, while the (6×6) matrix on
the right represents the corresponding GLCM.

Fig. 1: The idea of the gray level co-occurrence matrix deter-
mination: the input image (on the right) and the corresponding
co-occurrence matrice (on the left).

The GLCM was introduced to describe two dimensional
images. However, in the literature, there are approaches which
concentrate on using the 3D co-occurrence matrix which
involves a good description of the image information. For the
first time GLCM was adopted to extract important features
using the texture, called the second order statistics [18]. These
include the homogeneity, the angular second moment, the
entropy and the contrast. After that, the 2D Haralick texture
feature was applied to medical images and extended to 3D
domain [19]. Furthermore, it is adopted for the hyperspectral
imagery as an image cube [18].

In the same context, the self organizing map (SOM) is a
kind of artificial neural network founded on competing as well
as unsupervised learning. The combination of SOM and FCM
with the GLCM is assumed to extract the first and the second
statistical features preceded by a segmentation of the input
image [19]. The main inconvenient of 3D image segmentation
performed in this way is that it involves only the 2D images,
performing image segmentation slice-by-slice [6] [7].

C. Super-voxels

A super-pixel can be defined as a set of connected pixels
that posses similar attributes. Most commonly, pixel intensity
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or colour is regarded [20]. Figure 2 shows the super-pixel
principle. The top image represents an input 2D image, while
the bottom image is an output image after image division into
super-pixels.

Fig. 2: A model of image segmentation using super-pixels
algorithm.

The state-of-the-art is replete with approaches for image
division into super-pixels, which have been proposed for 2D
images. These include SLIC approach [21], [20] which uses
linear iterative clustering, Turbo-pixels [22] which use curve
evolution, NC super-pixels [23] based on the normalized graph
cuts, FH super-pixels which use greedy segmentation proposed
in [24] or methods based on energy minimisation framework
as proposed in [25].

There are also some approaches which extend the idea
of super-pixels into 3D images. For example, the approach
proposed in [26] aims to divide a three dimensional image
into blocks. Other method uses the super-voxel technique for
processing a Voxel Of Interest (VOI) [27] instead of the whole
voxels of the image. In [28], the convexity is considered as
a metric for the super-voxel extraction. Moreover, a method
of super-voxel combined with a clustering approach has been
reported in [29] in order to extract statistical features. The
same problem is treated in [30]. It aims to determine the
region of interest adopting shift followed by the super-pixel
algorithm. Its advantage is that it is applicable not only for 3
dimensions, but also from 1 to N dimensions.

The method proposed in this paper extends Zero version
of Simple Linear Iterative Clustering (SLICO) approach into
three dimensions. SLICO method is widely used in the liter-
ature. It aims to divide the input image into a super-pixels,

that commonly have a uniform and compact shape with better
boundary stickiness. In this paper, we adopted the SLICO
technique because it is fast to compute, memory efficient, and
simple to use. The memory efficiency and low computational
cost is especially important when segmentation of 3D images
is considered.

Figure 3 shows the application of SLICO approach to a
sample CT brain slice. In particular, the figure (3-a) represents
the input 2D image, while the figure (3-b) shows the result of
SLICO method.

Fig. 3: SLICO approach for 2D image super-pixel segmenta-
tion: a- Image after windowing, b- Result of SLICO algorithm.

To the best of our knowledge the combination between the
FCM and super-pixel is concerned only in [31] and [32]. The
first work takes into account the super-pixel technique as a
clustering objects in spite of the classical super-pixel. The
second approach inspects a different strategy. An additional
feature of segmentation is added (eg. extraction of CSF, white
matter and gray matter). Both methods however are dedicated
only to segmentation of 2D brain images.

III. INPUT DATA

Ten CT brain scans in Digital Imaging and Communications
in Medicine (DICOM ) format were used in this paper. All
of them present brain with the ventricular system enlarged
due to the hydrocephalus. The images were adopted in order
to extract the CSF contained within the brain ventricles, to
test the proposed approach and to evaluate its performance in
comparison to other methods. The average number of slice
in the dataset was 215. Each slice had the spatial resolution
of 512×512, the bit resolution of 12 and the slice thickness
equal to 1.5000. In addition, the spacing between slices has
0.7500mm.

The figure 4 shows 2D the selected slices composing a
sample 3D CT brain scan. The slices are after intensity
windowing.

IV. PROPOSED METHOD

The Modified Fuzzy C-Means algorithm based on super-
voxels is our proposed approach. The main idea behind this
approach is to perform image division into super-voxels using
the extended SLICO approach and then cluster the resulting
regions using FCM algorithm.

The proposed method contains three main steps, namely:
image pre-processing followed by an application of the super-
voxels technique and finished by using the modified Fuzzy
C-Means algorithm.
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Fig. 4: Sample CT brain slices after pre-processing step.

The block diagram of the introduced approach is shown in
figure 5. The details regarding each step of the introduced
approach are given in the following subsections.

A. Image pre-processing

The pre-processing is the fundamental task for the intro-
duced approach. It is mainly operated by window and contrast
adjustment. The modification of the window as well as the
contrast values depends on the input image and the region of
interest. The information about the desired window is usually
given in the DICOM header.

In the preprocessing step, firstly image intensities are lin-
early transformed according to the rescale intercept and slope
as described in equation ( 2).

NewHU = (RPV ×RS)+RI (2)

where: RPV is the raw (original) pixel value, RS is the rescale
slope and RI represents the rescale intercept.

After applying the rescale/intercept transformation, image
windowing is performed. Generally, crucial brain regions such
as the cerebrospinal fluid, the white matter and the grey matter
drop within the interval from 0 to 150 under Hounsfields
Units (HU). Accordingly, the windowing procedure has to be
achieved to highlight intensities within the region of interest.
In particular, the original pixel values declined over the range
are threshold to black or white. To obtain this, the window
centre WC is set to 40, while, the window level WL is set to
80. Finally, the images converted to 8-bit grey scale format,
where intensities range from 0 (black) to 255 (white). This
procedure is described by equation ( 3).

GrayImage = 255
WMax−WMin

NewHU −WMin
(3)

Start

Input 3D Image

Intensity Windowing

Contrast Enhancement

Image Division Into Super-Voxels

3D Modified Fuzzy C Means

3D Segmented Image

Stop

Fig. 5: The block diagram of the proposed method.

where: WMax =WC +WL/2 and WMin =WC−WL/2.
Figure 6 illustrates the original image and the image after

the windowing. In particular, sub-figures 6 a and 6 c show
sample images before windowing, while sub-figures 6 b and 6
d correspond to images after this procedure.

After intensity transformation, intensities corresponding
with brain region and CSF region are highlighted.

B. Super-voxels algorithm

In this paper, the SLICO super-pixels algorithm is extended
to be adequate with three dimensional images and greyscale
super-voxels. In order to do this, the initialization of the cluster
is required. Thus, we called SLICO technique a super-pixel
clustering. The second step is to calculate the spatial distance
between the cluster centre and each voxel in the window of
size (7×7×7). Eventually, the new cluster centres have to be
updated relatively to the spatial distance.
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Fig. 6: Image windowing: a- 2D original image, b- 2D win-
dowed image, c- 3D original image, d- 3D windowed image.

The proposed method presents several advantages compared
to existing ones. Simple linear iterative clustering (SLICO) is
an adaptation of k-means for super-voxels generation, with
two important distinctions:

• The number of distance calculations in the optimization
is greatly decreased. This reduce is due to the limiting the
search space to a region proportional to the super-voxels
size. This minimizes the complexity to be linear in the
number of pixels N and also independent of the number
of super-voxels k.

• While simultaneously a providing control over the size
and compactness of the super-voxels, a weighted distance
measure combines colour and spatial proximity. SLICO
is similar to the approach described in [17]. This latter
is used as a pre-processing step for depth estimation,
which was not fully explored in the context of super-
voxel generation.

The algorithm 1 can be described step by step as fol-
lows [33]:

1) Use the vector [lx,ax,bx,cx,xk,yk,zk] to represent each
voxel, [lx,ax,bx,cx] for the voxel colour vector (in
the case of greyscale image, this vector = [0,0,1] ),
[xk,yk,zk] is the voxel position, then the voxel of our
colour similarity and distance to produce super-voxels.
The grid interval is (S = N/K

√
2); initialize the K clusters

centres.
2) In the area of where (n∗n∗n), find the minimum gradient

position I(xk,yk,zk) is (xk,yk,zk) position of the voxel
[lx,ax,bx] vector, ||.|| is the norm.

3) Perform the following steps to know the cycle E

Algorithm 1: Super-Voxels Algorithm (SLICO)

procedure
/*Initialisation*/
Initialize cluster coordinates Ci = [lx,ax,bx,cx,xk,yk,zk]T

Sampling voxels at regular grid steps S
Move cluster centres to the lowest gradient position in

a (7*7*7) neighbourhood
for each voxel i do
label l(i)=-1

Set distance d(i) = inf
end for
repeat
/*Assignment*/

for each cluster center Ck do
for each voxel in a (7S∗7S∗7S) region around Ck do
Compute the distance D between Ck and i

if D < d(i) then
set d(i) = D
set l(i) = k

end if
end for
end for
/*Update*/
Compute new cluster centers
Compute residual error E
D1 distance between previous centers
recomputed centers
Until E ← threshold
Enforce Connectivity

end procedure

(residual error) < a threshold:
Each cluster centre Ck is designed for (7S× 7S× 7S)
voxels area. The most appropriate voxel allocated to
this cluster is for the greater value of m .

4) After the clustering is complete, recalculate the cluster
centres and E;

5) Connect similar regions.

The adopted technique is described by Algorithm 1.
The improved SLICO technique adopts the typical com-

pactness parameters (chosen as an initialization) applied to all
super-voxels in the 3D image. In the case of a high smoothness
in some regions with a high texture for the others, the SLICO
provides a smoothness repeatedly super-voxels in the weak
regions and extremely intermittent super-voxels in the textured
regions.

SLICO is an improvement of SLIC proposed in [33] to
solve that problem effectively. The compactness parameter
must not be initialized by the user. SLICO precisely selects
the compactness parameter adequate for each super-voxel
separately. This achieves ordinary shaped super-voxels for both
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textured and non textured parts in the image.
The figure 7 represents the application of SLICO algorithm

after its extension to three dimensions as proposed in this
paper. The figures 7-a and 7-c show the original 2D and 3D
images after windowing, while, the figures 7-b and 7-d show
the 3D image after division into SLICO super-voxels.

Fig. 7: Results of the extended SLICO algorithm applied to 3D
Image: a- input 2D image, b-after SLICO super-voxel, c-3D
image after windowing, d-3D image after SLICO.

C. Modified Fuzzy C-Means

The modified Fuzzy C-Means is a combination between a
creation of the co-occurrence matrix and the standard Fuzzy
C-Means algorithm.

Conventionally, many approaches of 2D image segmentation
take into account the two specified parts: the segmentation
technique and the representation system. Throughout this
structure, the proposed approach is defined as an amend-
ment of the Fuzzy C-Means algorithm, established on a co-
occurrence matrix [34]. The Fuzzy C-Means algorithm can be
adopted to compute the membership degree for each super-
voxel. However, the FCM algorithm involved only the grey
level and does not include the super-voxels spatial information
with consideration of each other. For this reason, we deter-
mined the statistical attributes of the image after applying the
super-voxels technique. This combination may help to impress
this inconvenient.

The steps of 3D Modified Fuzzy C-Means method are
specified as follows [34]:

1) Choose our input image after super-voxel technique.
2) Set the size of the sliding window.
3) Calculate of the co-occurrence matrix for the sake of

extracting a peculiar image.
4) Perform the standard Fuzzy C-Means algorithm which

is applied to the attribute image to attain the final
segmented one.

5) Adopt the standard Fuzzy C-Means technique in order
to extract the region of interest (CSF).

1) Spatial feature correlation method: In this paper, we
used the co-occurrence matrix [35] as it is related to the
presence of a voxel pair from the given image I. The co-
occurrence matrix is made of important data that restore the
class bias of I. Consequently, the proposed co-occurrence
matrix performs a major role in image dividing.

The co-occurrence matrix, known also as spatial feature
correlation method, describes the occurrence of voxel pairs
in the distance denoted d in a certain direction in accordance
to the following equation:

Cooc(i, j,k,R)= card
{

((x,y,z), (x’,y’,z’) ∈ D,checking R(d,θ)
I(x,y,z) = i; I(x’,y’,z’) = j

(4)

where card(A) denotes the cardinality of the subset A,
checking R(d,θ) expresses the relation between two voxels, d
is the Euclidean distance between two voxels. θ is the angle
that describes the orientation of the two voxels among the
horizontal direction. This angle can be equal to 0° or 45°
or 90° or 135°. Every element of the co-occurrence matrix
Cooc(i, j,k,R) conforms to the number of voxel pairs (i, j,k).
It expresses the number of occurrence of a voxel which has
a gray-level value j. Therefore, this occurrence have to be
related to a horizontal adjacency. Subsequently, the evaluation
of the regions within the image is made through the use
of the co-occurrence matrix. Therefore, the removal of the
second statistical features will be simple. These features are
the mean Me (Eqn. 5), the variance V (Eqn. 6), the Skinewski
Sk (Eqn. 7) and the Kurtosis Ku (Eqn. 8).

Me =
1

M×N×S

s

∑
k=1

w−1
2

∑
i=−w−1

2

w−1
2

∑
j=−w−1

2

I(n+ i,r+ j, t + k) (5)

V =
1

M×N×S

s

∑
k=1

w−1
2

∑
i=−w−1

2

w−1
2

∑
j=−w−1

2

(I(n+ i,r+ j, t + k)−Me)2

(6)

Sk =
1

M×N×S

s

∑
k=1

w−1
2

∑
i=−w−1

2

w−1
2

∑
j=−w−1

2

(I(n+ i,r+ j, t + k)−Me)3

(7)
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Ku =
1

M×N×S

s

∑
k=1

w−1
2

∑
i=−w−1

2

w−1
2

∑
j=−w−1

2

(I(n+ i,r+ j, t + k)−Me)4

(8)
where I denotes the image and (M×N × S) represents the
size of I, (w×w×w) is the sliding windows as shown in the
figure 9. The four features are obtained from the windows size
(7×7×7), described by the figure 8.

Fig. 8: A sliding window for statistical features extraction.

The window is centered at the voxels (n,r, t) in order to
extract a centred window around every voxels. Hence, in
the figure 8, the vector that contains the statistical features
(DM, Direc, Ener, ODM) is classified adopting the C-Means
algorithm into c classes.

The segmentation based on the C-Means algorithm divides
the image in c regions (classes). The dimensional scanning
plan of an image is implemented voxel by voxel.

2) Standard Fuzzy C-Means Algorithm: After applying
the SLICO super-voxels algorithm for dividing the image
into super-voxels, we extracted the attribute image (Means,
Variance, Skinewski and Kurtosis). The third step of the
proposed method is to adopt the Fuzzy C-Means algorithm
to each super-voxels of the obtained image.

The Fuzzy C-Means aims to minimize the weighted within
class sum of squared error objective function [3] :

JFCM(U,V ) =
s

∑
l=1

n

∑
k=1

c

∑
i=1

(ulik)
m‖xk− vi‖2 (9)

where x = [x1,x2,x3, . . . ,xn]
T is the data set, U is composed

by memberships uilk of kth bit in the ith class and m is the
fuzzy factor with m > 1.

The proposed solution of the objective function can be at-
tained using an iterative process, that is performed as follows:

1) Input of the original image which has a size (M×N×
D),

2) Initialize the parameters: the fuzzifier and the centres of
classes,

3) Initialize the partition matrix U (0) based on random
variables between 0 and 1,

4) Calculate of the Euclidean distance referring to the
following equation :

d(x,y,z) =
√

(z2− z1)2 +(y2− y1)2 +(x2− x1)2, (10)

where: (x1,y1,z1) are the coordinates of the first voxel,
while (x2,y2,z2) are the coordinates of the second voxel.

5) Update of the prototype using the equation as follows:

bi =
∑n

k=1 Um
ik × xk

∑n
k=1 Um

ik
(11)

6) Calculate the partition matrix U (k) according to equa-
tion:

Uli j =




s

∑
l=1

c

∑
k=1

(
d2(x j,bi,zl)

d2(x j,bk,zl)

) 2
(m−1)



−1

(12)

7) Convergence test: repetition of the 4, 5 and 6 steps
described by the following equation:

||U (k+1)−U (k)||< ε (13)

where ε is the tolerance. It converges to zero.

V. EXPERIMENTAL RESULTS

This section presents the results of applying the introduced
approach to 10 sample CT images of brain. In particular,
a region of CSF is extracted by the proposed method.The
sub-figure (10-a) is the windowed 3D image, the sub-figure
(10-b) is the result after applying the SLICO algorithm. The
sub-figure (10-c) shows the image after applying the SLICO
algorithm combined with the mathematical morphology (10-
d) is the image after Modified Fuzzy C-Means algorithm. The
Figure 11 presents an the results shown in 3D. While, the
figure 12 represents the sample slice overlayed.

The proposed approaches were compared in terms of the ac-
curacy and the execution time with the following approaches:
Modified Fuzzy-C Means, the combination between SLIC and
MFCM and the combination between SLICO and MFCM.

The results of accuracy comparison (in percentage) are
given in the Table I. It was measured as follows :

Accuracy =
Numberofcorrectleyclassifiedpixels

Totalnumberofpixels
×100%

(14)
The first column shows the case ID. This is followed by
the accuracy of the MFCM. The third column represents
the accuracy of SLIC combined with the MFCM and the
last column shows the accuracy percentage of our proposed
method (SLICO+MFCM). While Table II presents comparison
of execution time between the Modified Fuzzy C Means,
the combination between the Modified Fuzzy C-Means, the
Modified Fuzzy C Means combined with the SLIC super-
voxels algorithm and the the combination between SLICO and
MFCM.

The execution time is given in the table II. Tests were
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Fig. 9: The adaptive sliding windows from the left to the right and from the top to the bottom on an (M*N*D) Image.

Fig. 10: Image segmentation result: a- Image after window-
ing, b- Image after SLICO supervoxels, c- After SLICO +
mathematical morphology, d- After Modified Fuzzy C-Means.

Fig. 11: SLICO combined with the MFCM Results in 3D.

performed on a PC computer with an Intel Core (TM) i5-
3450 CPU 3.10 GHz, a 32 GB of RAM and a CUDA for
Graphic Processing Unit using Graphic Parallel Unit Toolbox
under Matlab 2013a version.

We can interpret the figure 12 and 13 that the two classes
are correctly extracted for 2D and 3D images. The first class
is the CSF region and the second one if for the rest of the
image.

In our paper, we are interested in the CSF region. So, the

Fig. 12: Sample slice overlayed.

figure 13 takes into account the region of Interest (CSF). It is
clear that, our SLICO technique combined with the Modified
Fuzzy C Means is more efficient than the SLIC technique
combined with the Modified Fuzzy C-Means.

From the Table I, we can say that the 3D Modified Fuzzy
C Means takes much time than the ameliorated version based
on the GPU. Otherwise, the MFCM combined with SLICO
technique is faster than the SLIC technique combined with
the MFCM algorithm. The average time of the combination
between SLICO technique and Modified Fuzzy C-Means is
about 20.94 s. Althought, for The average time of the combi-
nation between SLIC technique and Modified Fuzzy C-Means
is about 29.10.

Furthermore, the Table II demonstrates that the ameliorated
MFCM combined with the SLICO is more accurate than the
combination between the MFCM algorithm and SLIC super-
voxels technique.

The extracted CSF from three dimensional image is showed
in the figure 13. As can be seen in this figure, the visualization
of the (VOI)Volume Of Interest using our prposed method
(MFCM+SLICO) is more consistent than the Modified Fuzzy
C-Means combined with the SLIC technique.

VI. CONCLUSION

The segmentation method proposed in this article, is a
novel region segmentation method based on the super-voxel
technique and the modified Fuzzy C-Means algorithm while
the Cerebro-Spinal Fluid (CSF) part has a good consistency.
This method consists of three steps. In the first step, the
intensity windowing and contrast enhancement are applied
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Fig. 13: CSF Visualization: a) SLIC combined with MFCM,
b) SLICO combined with MFCM results.

TABLE I: Comparison the accuracy between original MFCM,
SLIC algorithm combined with MFCM and SLICO algorithm
combined with MFCM.

Case ID
Accuracy
MFCM

(%)

Accuracy
SLIC+MFCM

(%)

Accuracy
SLICO+MFCM

(%)
01 93,12 96,13 97,50
02 92,60 93,15 98,27
03 88,54 90,04 96,87
04 90,45 95,68 97,31
05 75,21 80,05 82,86
06 80,05 82,78 89,17
07 91,80 93,43 95,01
08 82,34 86,15 91,33
09 76,23 89,90 90,17
10 78,14 81,94 85,35

TABLE II: Comparison the execution time between original
MFCM, SLIC algorithm combined with MFCM and SLICO
algorithm combined with MFCM.

Case ID
Time

MFCM
(s)

Time
SLICO+MFCM

(s)

Time
SLIC+MFCM

(s)
01 1120,56 11,13 11,50
02 1240,60 14,30 14,55
03 1224,34 12,84 13,40
04 1149,57 11,68 12,16
05 1180,68 10,05 10,76
06 1202,85 12,78 13,23
07 1136,90 13,43 15,02
08 1210,42 13,15 13,44
09 1119,35 11,90 12,27
10 1127,14 11,94 12,68

to the input 3D CT image. In the second step, we adopted
an image division into super-voxels. Then, a segmentation
modified Fuzzy C-Means approach is applied in order to
segment the image into two classes. Considerable evaluation
results have demonstrated great potential on our new approach.

Regarding to the main objective of this research paper, there
is no exist method suggested the combination of fuzzy logic
rules with a super-voxel technique. Furthermore, the proposed
method considers the neighbouring membership degree among
the voxels of the images during the determination of a final
classification which can be unable with traditional segmenta-
tion methods.
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Abstract— Today, the most of the video streaming system 

provides quality adaptation and prefers to send their packets 

over HTTP. MPEG group has standardized Dynamic Adaptive 

HTTP Streaming (DASH) regarding this tendency on the 

adaptive HTTP streaming. Besides providing quality adaptation 

with a non-scalable codec, DASH standard also allows Scalable 

Video Coding (SVC) to adapt quality. Software Defined 

Networks (SDN) is a recently emerged networking paradigm. 

SDN enables to separate control and data plane of computer 

networks and hence provides flexibility to network operators to 

implement their own routing approaches. In this paper, we 

propose a system for increasing Quality of Experience (QoE) of 

SVC-DASH clients by utilizing SDN. Our experimental results 

show that the proposed system provides an increase in received 

video quality and decrease in outage duration and startup delay 

when compared to the performance of the client running over 

todays Internet implementing shortest path routing.    

INTRODUCTION 

ISCO estimates that IP video traffic will be up to 80% 

of global Internet traffic in 2018 [1]. The huge demand 

on IP video lead researches to develop video streaming 

applications providing high Quality of Experience (QoE) to 

the clients [2]. Video streaming applications need to adapt 

their bitrate according to the underlying network conditions 

to provide good performance in terms of QoE. Popular video 

streaming applications such as Youtube [3], Microsoft 

Silverlight [4], Apple HLS [5] send video packets over 

HTTP and perform quality adaptation by sending HTTP 

requests for receiving the video partitions with different 

qualities. HTTP protocol is preferred since it reduces the 

server load by HTTP caches while providing reliable data 

transfer.  

 In HTTP adaptive streaming, video files encoded at 

various rates are stored in the server. Each video file, i.e. 

representations, is separated into the small partitions called 

segments. The clients observe several parameters giving 

indication about underlying network capacity, such as buffer 

level or download duration to transfer the recent segments. 

                                                           
 This work is funded by the Scientific and Technological Research 
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As a result of observed parameters, the clients send their 

request indicating the selected representation for each 

segment. Hence, the selection of video quality changes over 

time regarding the client requests. Recently, MPEG group 

has standardized Dynamic Adaptive HTTP Streaming 

(DASH) [6]. DASH standard defines the formats of the 

segments and document containing the segment information. 

With a non-scalable codec, video file should be separately 

encoded in order to obtain different representations having 

different quality. If scalable video coding (SVC) is used, 

video file is encoded once and video sequences with 

different quality can be extracted from this encoded file [7]. 

Hence, SVC provides the storage advantage. If SVC is used 

with HTTP streaming, storage advantage provides cache 

efficiency and optimizes the bandwidth usage since only one 

encoded video sequence is send to the HTTP cache for a 

video file [8]. Using SVC with DASH allows producing 

video sequences with large range of representations while 

providing cache efficiency [8].    

 Software defined networking (SDN) technology 

decouples the control and data plane of computer networks 

[9]. This separation allows network operators to implement 

different routing algorithms designed by considering specific 

application needs. In an SDN domain, a centralized device, 

called controller, has the network topology view. The 

controller determines the routing paths and sends related 

information to the forwarding elements. SDN paradigm 

offers a flexible platform to implement various routing 

algorithms designed for different network applications. 

In this study, we propose a system for improving the 

performance of SVC-DASH clients running over SDN. We 

use quality of experience parameters such as received video 

quality, buffer underruns -i.e. outage durations-, and startup 

delay to measure the performance. SDN architecture enables 

to select different streaming path to transfer different video 

layer flows. We define a method for controller to learn which 

layers are streamed to which clients without communicating 

with the clients and the server, and provide path assignments 

using this information. We also give the design guideline of 

a SVC-DASH client running over SDN.  
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Fig.  1 DASH diagram showing different representations of the same video content. 

 

 

The rest of the paper is organized as follows. In section 

two, the background of SDN and SVC-DASH are given with  

the related work proposed in the literature. In section three, 

the design of the proposed system is detailed. The 

performance of the proposed system is reported in section 

four. Finally, the conclusion is given followed by the 

references.    

BACKGROUND 

A. Dynamic Adaptive Video Streaming over HTTP 

In DASH standard, more than one video file encoded at 

different bitrates for the same content is stored in a web 

server. In Fig. 1, a DASH diagram is given where a video 

content is encoded at three different bitrates with different 

resolutions. 

In the server, each video sequence is separated into the 

segments. The segments can be independently decoded and 

has the data of fixed time interval. Information about the 

segments such as representation ID, URL address and bitrate 

are kept in Media Presentation Description (MPD) file. 

DASH standard defines MPD document and segment 

formats [6]. When a client connects to the DASH server, it 

gets the MPD file after establishing TCP connection between 

itself and the server. The quality adaptation is performed by 

client requests via selecting the segments with different 

qualities. Hence the complexity is given to the clients.  

DASH client decides which representation to be selected in 

each request. The clients adapt the video rate by changing 

the representations over time and send request to the server 

to get current segment of selected representation. 

 Rate adaptation algorithm is the algorithm that determines 

the policy of representation selection. The rate adaptation 

algorithms of DASH clients differ according to the 

parameter which is taken into account when selecting the 

next segment. This parameter can be measured bandwidth 

[10, 11] or the level of buffer fullness [12]. Some client 

algorithms use both of them to decide representation [13].  

SVC provides to produce video sequences with various 

qualities in one file. The video content is encoded so as to 

consist of one base layer and one or more enhancement 

layers with SVC. While base layer can be decoded 

independently, it is required to base and n-1 enhancement 

layers to decode n
th

 enhancement layer. Base layer has the 

minimum quality and each enhancement layers increase the 

quality. In SVC-DASH or Advanced DASH, each layer 

corresponds to one representation. The layer dependencies 

are defined in MPD. Hence, when a client requests for a 

segment, it may also request segments of lower layers 

according to the dependencies given in MPD document.  

B. Software Defined Networking 

SDN paradigm enables to separate control and data planes 

of computer networks. This approach moves the intelligence 

from forwarding elements to an external device, called 

controller. Network operators can implement novel routing 

strategies taking requirements of network applications into 

account by programming the controller. The controller sends 

commands containing forwarding rules to the forwarding 

elements, i.e. switching devices. Another advantage that 

SDN provides is that the controller can have the network 

topology information such as traffic amount on the links, 

packet loss ratio or drop packets by communicating with the 

switches. The SDN architecture is given in Fig. 2. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  2 SDN architecture showing decoupled structure of control plane 

and the data plane [9].   
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OpenFlow is the first protocol designed for providing 

communication between the controller and the switches. 

OpenFlow opens a secure communication channel. Switches 

update their forwarding tables according to the messages of 

the controller, sending via using OpenFlow protocol. When a 

switch gets a packet, it checks the header information of the 

packet, and performs an action regarding the defined rule for 

that information. In other words, the switches implements a 

<match, action> processing for each packet. Forwarding a 

packet, discarding a packet, or querying controller for asking 

the rules of a packet can be given as action examples.      

C. Related Work 

Since both DASH standard and SDN paradigm have 

gained great attention from the academia and market, 

researchers has proposed several studies related on these 

topics recently.  

In [14], dataset for SVC-DASH is presented. HTTP cache 

efficiency of SVC-DASH is discussed in [8]. In this study, it 

is shown that if SVC-DASH is used, then network traffic 

reduces when compared to the traffic amount of MPEG-

DASH. 

The performance in terms of QoE of DASH clients can be 

improved by utilizing SDN capabilities. In [15], the authors 

aim the provide fairness among DASH clients. For this 

purpose, the controller communicates with the clients and 

sends commands indicating which representation should be 

selected. This selection is determined according to the 

network topology information and client type. Since SDN 

provides controller to decide forwarding rules, different 

selection strategies for the flow routes between server and 

the clients is also proposed in several studies to increase 

QoE of DASH clients. In [16], a traffic shaping policy is 

determined for OpenFlow enabled switches, which gives 

priority to the HTTP flows. This approach provides DASH 

clients to achieve higher performance when compared to the 

case that HTTP flows has no priority. QoE centric path 

assignment over SDN networks for DASH clients is 

proposed in [17]. The controller communicates with DASH 

clients and if the performance decreases in terms of QoE 

parameters, the bottleneck point is detected by the 

information obtained from the switches. If the problem is in 

SDN network, then a different path is selected, otherwise the 

server is changed [17]. Path assignment by considering the 

bitrate of the segments and path capacities for increasing 

DASH clients’ performance running over SDN networks is 
proposed in [18]. The server signals the controller to give 

information about the bitrate of the current segment and the 

paths are changed if the capacity of the current path is not 

enough to convey that segment packets.  

Path assignment capability of SDN networks brings a 

natural approach to send packets of scalable coded video by 

sending base layer video over a different path. In [19], base 

layer video packets is send over a lossless path while the 

remaining traffic is send over the shortest path over SDN 

network. Besides sending base layer video packets over 

lossless path, forwarding enhancement layer packets over 

another path is proposed in [20]. The flow routes of base and 

enhancement layers packets are determined according to the 

output of an optimization model by considering packet loss 

and delay variation [21]. Quality adaptation techniques and 

flow route decisions considering the quality adaptation are 

not briefly discussed in these studies. 

To the best of our knowledge, there is one approach 

proposed in the literature to route HTTP flows for SVC-

DASH clients running over SDN. In [22], the path that has 

the smallest load is assigned to route base layer packets. 

Similar to base layer path assignments, the paths determined 

for enhancement layers are done based on layer priority; the 

packets of enhancement layer having higher priority are sent 

over a path having smaller load. The SVC-DASH client 

always requests all enhancement layers for each segment, i.e. 

it has no rate adaptation algorithm. Since rate adaptation is 

not implemented in that client software, there is no strategy 

defined for selecting the representation to be requested. The 

client sends requests in every 2 seconds [22]. 

In this study, we propose a system for SVC-DASH 

streaming over SDN. In the system, we think each video 

layer packets as a separate flow and assign streaming paths 

considering the bitrate of the layers. The paths of each layer 

can be the same if the available bandwidth is enough, but can 

be different, otherwise. Our approach differs from the studies 

in the literature in the following aspects. First, the controller 

does not communicate with the server or the clients to get 

information about the client requests. Second, we utilize 

different OpenFlow message types to detect received quality. 

And finally, we give an implementation guideline for SVC-

DASH clients running over SDN.          

FLOW ROUTE ASSIGNMENT FOR SVC-DASH OVER SDN 

In this section we give the details of the proposed system 

for improving the performance of SVC-DASH clients 

running over SDN and give the details of SVC-DASH client 

implementation in the proposed system.  

D. SDN for SVC-DASH Clients 

In the proposed system, flow routes i.e. streaming paths 

between the server and the clients are determined by the 

controller. The controller communicates with the switches in 

both proactive and reactive manner. It queries the switches 

periodically in order to obtain traffic information as 

proactive behavior. The controller calculates the available 

bandwidth of each path in the network by using the traffic 

information. Whenever the controller receives a message 

from a switch querying for a flow, it sends the forwarding 

rule to that switch. This is the reactive part.  

Since the controller determines the paths for video flows 

between server and the clients, the switches need to 

communicate with the controller to learn the forwarding 
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Procedure Path_Assignment 

 

1:  ci: i
th

 online client 

2:  N: number of online clients 

3:  cpp: the capacity of path p 

 

4:  i = 0; 

5:  while i<N 

6:   p: the path having max available bandwidth 

7:   assign p for the base layer packets of client i 

8:   cpp = cpp – bitrate of base layer; 

9:   i++; 

10: end while 

 

11: i = 0; 

12: current enhancement layer = first enhancement layer; 

 

13: while current enhancement layer ≠ NULL && there  
 exist any p with cpp  bitrate of current enhancement layer 

  

14:  while i<N 

15:   p: the path having max available bandwidth  

(i.e. capacity) 

16:      if (cpp   bitrate of current enhancement layer) 

17:    assign p for the current enhancement layer  

          packets of client i 

18:    cpp = cpp – bitrate of current enhancement layer; 

19:   end if 

20:   i++; 

21:  end while 

 

22:  if (current enhancement layer =  

            highest enhancement layer) 

23:   current enhancement layer = NULL 

24:  else 

25:   current enhancement layer = next enhancement  

                   layer; 

26:  end if 

27: end while 

rules. The controller determines the paths for video layer 

packets; and then sends the forwarding rules related to the 

assigned path. Note that, the controller has to send the 

message containing forwarding rules to all switches along 

the chosen path. 

As a path assignment strategy, the controller can assign 

the path having maximum available bandwidth for the newly 

joined client.  Although the path having maximum available 

bandwidth is selected as streaming path for that client, 

sending each video layer packets over the same streaming 

path may decrease the capacity utilization. For example, 

suppose we have two paths where the capacity of first and 

second path equal to bitrate of base and first enhancement 

layer, respectively. In this case base layer packets can be sent 

over the first path and enhancement layer packets can be sent 

over the second path. But capacity of each path is not enough 

to transfer both layers packets.  

Because of capacity utilization problem, we advocate to 

assign different streaming paths for the video layer packets 

requested by the same client for maximizing the network 

capacity utilization. For capacity utilization maximization, 

the best solution is to assign paths regarding the bitrate of the 

layers being sent. When a client joins the system, the 

controller makes system-wide path assignment for each 

client in the system by taking capacity of the paths and 

bitrates of the video layers into account. 

In order to assign paths for the video layers packets of the 

clients, one approach is for controller to communicate with 

the clients or the server, to obtain requested layer 

information and to assign path according to the retrieved 

layer information. However, this reactive approach brings 

extra message complexity to the system. Instead of 

communicating with the server or the clients, we propose a 

method for controller to have the requested layer information 

without introducing extra messaging burden. We provide 

that the server sends each layer from a different TCP port 

and put this port information of video layers into the MPD 

file. The clients send video layer requests according to the 

given information in the MPD file. For example, if a client 

requests base and one enhancement layer, it sends these 

requests to defined ports of base and first enhancement 

layers, not the same port on the server. Hence, the switches 

look for a match of the tuples (client IP address, server IP 

address, port number) when receiving request messages of 

the clients. If this match does not present in its flow table, 

the switches sends a query containing the tuple.   

SVC-DASH client establishes a TCP connection between 

the server and itself after connecting to the system. The first 

message of the TCP connection establishment is TCP SYN 

message being sent by the client. The OpenFlow enabled 

switch that newly joined client is connected to sends a 

PACKET_IN message to the controller after receiving TCP 

SYN message. The controller assigns paths upon getting a 

PACKET_IN message. Since the controller has not the 

information of what representation, i.e. which layers will be 

Fig.  3 Path assignment algorithm running by the controller. The output 

of the algorithm determines the paths for all clients 

 

requested by the client; it determines the paths for base layer 

packets and for enhancement layer packets in case of there is 

enough network capacity.    

The path assignment algorithm is given in Fig. 3. As given 

in the algorithm, the controller first assigns the paths having 

maximum available bandwidth for transferring base layer 

packets of all clients between the 5
th

 and 10
th

 lines of the 

algorithm. Since base layer packets are crucial, the controller 

has to assign paths for them even if the capacity of the 

network is not enough to send these packets properly. Upon 

completing the path assignment for the base layer packets, 

the controller assigns the paths for enhancement layer flows 

starting from the first enhancement layer for all clients in the 

while loop starting at line 14. But this time, if the network 
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capacity is not enough to transfer the packets of an 

enhancement layer, then this assignment procedure is 

stopped. In other words, the paths for enhancement layer 

packets are assigned if and only if there is enough capacity.   

After determining the paths for transferring the packets of 

video layers, the controller sends related flow information to 

the switches. The switches overwrite new forwarding rules to 

the existing entries in their flow tables. Note that at this 

point, although the switches have the information of rules for 

forwarding base and one or more enhancement layer packets, 

the clients may not request to receive any enhancement layer, 

in turn, these rules may not be used. Here, the controller 

determines the paths in proactive manner.  

As defined in HTTP adaptive streaming, the clients 

request for a representation after it joins the system and gets 

MPD file from the server. Besides that, online clients 

continue to request representations according to their rate 

adaptation algorithms. At this point, there are three possible 

cases for a client: 

(i) The controller may have assigned the paths for exactly 

same number of enhancement layers with the number of 

enhancement layers that a client requests to.  

(ii) The controller may have assigned paths for i 

enhancement layers but the client requests more than i 

enhancement layers packets.    

(iii) The controller may have assigned paths for i 

enhancement layers but the client requests less than i 

enhancement layers packets. 

Clearly, for the first case, the forwarding rules for the 

requested representations, i.e. video layers flows are already 

determined on the flow tables of the switches.  

In the second case, the switch gets a packet (or more than 

one packet) which flow information does not present in its 

flow table. It sends a PACKET_IN message to learn what to 

do with the received packet. This case occurred when the 

client measures available bandwidth and decides that it can 

receive more enhancement layers, which shows that the 

available bandwidth of at least one of the paths assigned for 

that client is higher than expected. Suppose the client 

receives video packets over n paths. The controller assigns 

the path having maximum available bandwidth among these 

n paths for the requested flow.  

In the third case, the switches have more forwarding rule 

entry than it is required to. In this case, there are unused flow 

entries in the flow tables of the switches. The same situation 

can happen when a client decreases the quality by requesting 

less number of enhancement layers than that of it requested 

in previous period. In the OpenFlow protocol, each flow 

entry has an idle timeout which is determined by the 

controller. The switch removes a flow which has no 

matching packets in idle timeout and informs controller by 

sending FLOW_REMOVED message. In this work, the flow 

of base layers has no idle timeout where the enhancement 

layers is set to a certain threshold called flow timeout. When 

controller receives a FLOW_REMOVED message, it 

determines the path having minimum throughput among the 

paths which are assigned to transfer video layer packets for 

that client. The controller changes this path to a new path 

having maximum available bandwidth and sends related 

forwarding rules to the corresponding switches. The 

controller performs the second step in order to find better 

path which can be provide to increase the quality received by 

the client.   

There is one thing left subtle but important. As stated in 

previous section, DASH clients request for the segments 

consecutively. If a segment is downloaded fast, the client 

waits for a while before it sends the request for the next 

segment. In other words, it enters the successive 

downloading and waiting periods. This phenomenon is 

known as on/off behavior [23]. On/ off period cause a traffic 

measurement problem if the controller measures of a current 

flow traffic when the client is in off period. If the client is in 

off period, then the controller measures the current traffic on 

that path as zero. In order to prevent that misconclusion, we 

have conducted a set of experiments and determine 

maximum length of off periods. Then we set idle timeout of 

the flows to a value higher than maximum off period length. 

Hence, we provide that the controller to sense traffic if there 

is at least one client receiving packets over corresponding 

path. 

E. An Implementation of SVC-DASH Client Running over 

SDN  

Typically, two parameters are determined regarding the 

output of the rate adaptation algorithm: which representation 

(if SVC is used, which enhancement layers) will be 

requested and when it will be requested. In this section, we 

give the details of the implemented SVC-DASH client 

software.  

When a client joins the system, it requests MPD file from 

the server as stated in DASH standard. Since we added the 

port information in MPD file, the client extracts the port 

information for each video layer from the MPD document 

besides the information of the bitrate of each video layer. 

The client also estimates the available bandwidth by 

calculating the download rate of the MPD document. Based 

on this calculation, the client determines the number of video 

layers to be requested for the first segment. 

In SVC-DASH client implementation given in [22], the 

client requests base and enhancement layers segments 

consecutively. For example, if client decides to request video 

segment of second enhancement layer after executing rate 

adaptation algorithm; it sends request for base layer packets 

first. Upon receiving the base layer packets, it requests for 

the first enhancement layer packets, and after receiving first 

enhancement layer packets, it requests second enhancement 

layer packets.  

Since the controller can assign different paths to the video 

layer flows in SDN network, the clients does not have to 

request video layers sequentially. In our SVC-DASH client 

CIHAT CETINKAYA ET AL.: AN SDN-ASSISTED SYSTEM DESIGN FOR IMPROVING PERFORMANCE OF SVC-DASH 823



 

 

 

 

implementation, the client requests video layers 

simultaneously after deciding which layers will be requested. 

Suppose the client decides to request one base and two 

enhancement layers. The clients send an HTTP GET 

message to the corresponding ports of the server at the same 

time. Hence, the client throughput is maximized since it does 

not have to wait downloading packets of a video layer to 

request the next layer packets for a segment. 

In order to calculate throughput, we need a new method 

since each video layer packet transmitted over a different 

path. Suppose the client request base and n enhancement 

layers. Let tdt represents the total time to download base and 

these n enhancement layers. Then tdt and the throughput for 

the requested segment are calculated according to the 

formula given in (1) and (2), respectively. In the formulas, ei 

represents the i
th 

enhancement layer, b represents base layer. 
last

xt  is the receiving time of the last packet of x
th

 layer, trequest 

is the sending time of the request and brx is the bitrate of the 

x
th

 layer. 
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bdt t
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After calculating the throughput, the client selects the 

representation which has the maximum bitrate value lower 

than the throughput. The client sends next HTTP GET 

message upon downloading the requested layers packets of 

current segment. 

PERFORMANCE EVALUATION 

F. Experimental Setup 

The experiments have been performed over a test bed 

shown in Fig. 4. SDN environment including OpenFlow-

enabled switches and hosts that run SVC-DASH clients and 

SVC-DASH server are emulated using Mininet [24] 

software. SDN controller is implemented using Floodlight 

[25] software.  

In the experiments, Big Buck Bunny video [14] which has 

one base layer and three enhancement layers are served by 

the SVC-DASH server. The bitrates of the video layers are 

given in Table 1. Note that the bitrates given in the table are 

cumulative because of inter-layer dependency. The video is 

divided into 300 segments each with a length of 2 seconds.  

Therefore the experiments last for 600 seconds. The clients 

join the system with interval of 30 seconds and never exit 

during the experiments. Flow idle timeout is set to 20 

seconds. 

 

 
 

Fig 4. Experimental Testbed 

 

TABLE I. 

THE BITRATE DISTRIBUTION OF VIDEO LAYERS 

 

 

 

 

 

 

 

 

 

 

 As seen from Fig. 4, there are three different paths 

between server and the clients in the network topology. The 

capacity of each path in the network equals to 6000 Kbps. 

This means that although the network capacity is enough to 

send base layer to each client, there is not enough capacity to 

send the highest enhancement layer to all clients in the 

system.   

G. Experiment Results 

 In order to show performance of the proposed system, we 

observe several QoE parameters: received bitrate, received 

video quality and, number and length of durations. We also 

perform experiments with same set of parameters by using 

traditional Internet shortest path routing and give the results 

comparatively. The topology includes only one shortest path 

with the length of one hop. Hence, the video packets are 

streamed over the same path with shortest path routing. Each 

experiment is repeated 10 times; averaged results are 

obtained and shown in the graphs. 

 In Fig. 5a and Fig. 5b, the average bitrates received by 

each client in the proposed system and in the system with 

shortest path routing are given as a function of time, 

respectively. While the averaged received bitrate values for 

the clients are in the range of 5000 Kbps and 8000 Kbps, 

these values are in the range between 2000 Kbps and 4000 

Kbps with shortest path routing. In both approaches, the 

clients can achieve bitrate higher than the capacity of the 

paths. The main reason of that is on/off period pattern of the 

clients. A client may even use the full capacity of a path if 

other clients using that path are in their off periods.    

Video Layer Bitrate 

Base 1555 Kbps 

Base + Enhancement 1 2700 Kbps 

Base +  Enhancement 1 + 

Enhancement 2 
4547 Kbps 

Base  +  Enhancement 1 + 

Enhancement 2 + 

Enhancement 3 

6857 Kbps 
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(a). Received bitrates with the proposed system 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

(b). Received bitrates with the shortest path routing 

 

Fig 5. Averaged received bitrate as a function of time 

 

 In order to show the quality of the received video, we 

measured the total length of the video segments that received 

from each layer and give the results in Fig. 6. In the figure, 

base and enhancement 3 denotes the minimum and maximum 

quality, respectively. During the streaming session, the 

clients in the proposed system experience the video quality 

provided by the enhancement 2 most of time, where the 

clients receive the base layer quality in the shortest-path 

approach. Furthermore, the clients in the shortest-path 

approach never experience the quality provided by the 

enhancement 3. Note that, the values given in the graph are 

cumulative. In other words, if receiving an enhancement 

layer is shown in the graph, it means base and all 

enhancement layers below the received enhancement layer 

are also received.  

 When the bandwidth is not enough to send the selected 

representation, the clients may drain their buffers and then 

start to experience outages. In Fig. 7, average durations in 

seconds observed in the proposed system and the shortest 

path approach are given. As it is seen, the proposed system 

has a lower number of outages. The reason of this is that the 

proposed system dynamically changes the paths and provides 

to increase network capacity utilization. Thus the clients get 

the maximum available bandwidth. But in the shortest path 

approach, the clients always use the same path. So their 

share of bandwidth decreases which causes outages to 

increase. In Fig. 8, CDF graph of total outage durations is 

given in order to show the distribution of outage durations. 

 

 
 

Fig 6. Received video quality in terms of layers 

 

   

 

 

 

 

 

 

 

 

 

 

 

 
Fig 7. Total duration values of outages measured in the experiments 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 8. CDF graph of observed duration of outages 

 

 In Table 2, averaged startup delays experienced by each 

client are given. Startup delay equals to the elapsed time 

from requesting the first segment to playing the video. As 

seen from the table, limited capacity causes an increase in 

startup delays. The clients experience longer startup delay 

with shortest path routing.  
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TABLE II. STARTUP DELAY VALUES IN SECONDS

Proposed system
Shortest-path

routing 

Client 1 10 sec 10 sec

Client 2 11 sec 12 sec

Client 3 11 sec 17 sec

CONCLUSION

In  this paper, we propose  a system for  increasing  QoE

SVC-DASH client running over SDN. For this purpose, we

think each layer of the video as a separate flow and assign

paths by taking path capacity and the bitrate of the layers

into account.

Our  system  differs  from  the  similar  studies  in  the

literature as the controller  does not communicate with the

server and the clients to detect which video layers are sent to

the  clients.  In  order  to  detect  requested  number  of

enhancement  layers,  we  utilize  PACKET_IN  and

FLOW_REMOVED messages  sent  by the switches  to the

controller. The controller decides system wide re-routing of

flows or change the path of a flow according to the received

message type and capacity of the paths.

The performance of the proposed system is measured by

considering  the  QoE  parameters  such  as  received  video

quality,  outage  duration  and  startup  delay.  When  we

compare the achieved performance of the proposed system

with the traditional shortest-path routing of today’s Internet,

our  system provides  to  yield  better  performance  for  each

QoE parameter.  

In the future, we are planning to measure the performance

of  the  proposed  system  with  larger  number  of  clients,

different types of video resolutions and with different types

of network topologies.
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Abstract—The multimedia databases are becoming more and
more popular nowadays. One of their main problem is a
huge data amount storage. Another problem with multimedia
databases is querying. Traditional approaches, based on textual
keywords are not sufficient. More advanced techniques, incor-
porating image content features, should be used. In this paper
we propose new multimedia database structure with ability of
Content Based Image Retrieval which is based on our previous
work: Query by Shape method (QS). Query by Shape is a method
which is based on decomposing an object into features. Each
feature may consists of shape primitive, a color or a texture.
In this paper we only use shape primitives. In order to achieve
high scalability and workload control, we propose a modified
Scalable Distributed Two-layer Data Structure, as a storage.
The modification incorporates adding tree structure, comparing
algorithm and returning a set of results to the client.

I. INTRODUCTION

THE MULTIMEDIA databases are becoming more and
more popular nowadays. There are many applications

where they are needed, like social media portals (e.g. Face-
book, Instagram, Flickr and Google+) or monitoring systems.
Because modern cameras produce high resolution images,
the amount of data which has to be stored is very huge.
Another problem with multimedia databases is their query-
ing. Traditional approaches, based on textual keywords are
not sufficient. More advanced techniques incorporating image
content features should be used.

In this paper we propose the idea of a multimedia database
structure with ability of Content Based Image Retrieval which
is based on our previous work described in [1], Query by
Shape (QS). Query by Shape is a method which is based
on decomposing an object into features [1]. Each feature
may consists of shape primitive, a color or a texture. In this
paper we only use shape primitives. As a data structure for
storage we use a modified Scalable Distributed Two-layer Data
Structure which is highly scalable, distributed data store [2].
The modification incorporates adding tree structure, comparing
algorithm and returning a set of results to the client.

This paper is organized as follows. The Section II presents
the survey of image retrieval algorithms. The Section III
contains a short review of NoSQL data stores. The idea of
Scalable Distributed Two-layer Data Structures is described in
the Section IV. The Section V shows the motivation of our

research. The idea of our database structure is presented in
the Section VI. The conclusion of the research is given in the
Section VII.

II. IMAGE RETRIEVAL ALGORITHMS

In the area of multimedia databases, three types of retrieval
algorithms can be distinguished: Keyword-Based Image Re-
trieval (KBIR), Content-Based Image Retrieval (CBIR) and
Semantic-Based Image Retreival(SBIR).

The first group, KBIR, is based on the relational database
approach, where images are stored in the database and they
are described using keywords. During the query, the proper
keywords should be given. The database structure is very
simple but strongly relies on the textual annotations given by
a human. This approach is prone to mistakes because of the
subjective kind of descriptions [1]. Moreover it is very hard
to cover the whole information, present in the image, using
textual description [3], [4].

The CBIR algorithms are based on different approach than
KBIR. Image features are used to index images and perform
queries [1]. All algorithms in this group could be divided into
two categories: low-level and high-level algorithms. The low-
level algorithms process images globally, extracting features
from the whole frame, using e.g. a normalized color histogram
[5], a spatial domain [6], a difference moment and entropy [7]
or an MPEG-7 image descriptors like shape and texture [8].
The low-level features used by CBIR algorithms are easy to
compute but they are insufficient if the query is oriented on
searching for similar objects rather than whole images, which
incorporates separating the object from the background.

The high-level CBIR algorithms provide more reliable and
precise results in this situation. The major part of the algo-
rithms from this group are based on the regions extraction
and graphs matching. A region is a group of similar pixels,
most often grouped by colors. There are also methods which
uses during region extraction: a set of primitives [9] or fuzzy
pattern [10] detection, moment-based local operators [11] or
parallelograms, ellipses, corners and arcs detection [12]. After
region extraction, a graph is being constructed in order to
store the relations between them [1]. During the multimedia
database query, the graph-subgraph matching is performed
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e.g. using the classic Ullman algorithm [13] or more ad-
vanced ones. There are algorithms that are automatic or semi-
automatic with ability to present preliminary results to the user
who may choose important regions and repeat the query [14].
Another group of CBIR algorithms allows queries without full
knowledge about searched images or objects. One of the first
and most successive approaches in this area uses a human
drawn sketches which are compared with the corresponding
sketches in the database, globally for the whole image [15].
Another example is Query by Shape method [1], which is
our previous research and which is used as a base of this
paper. The idea of the algorithm is to decompose objects into
features like shape primitives or color features. The features
are not used for region extraction but for constructing an
object’s sketch or skeleton which is strictly a graph. Also the
matching algorithm is proposed which uses the similarity
coefficient. The similarity informs how similar two graphs
are. If they are the same, the similarity is equal to 1, if
they are completely different, it takes 0 value. All intermediate
values indicates that graphs are partially similar.

The SBIR algorithms are algorithms that try to overcome
the "semantic gap", which is the difference between what is
present on the image and what a human could interpret [4],
[16]. Most SBIR algorithms are based on textual description
which, in contrast to the KBIR algorithms, is a much longer
phrase. The phrase is easy to create, use and understand
by the human, the example could be "the sunrise in the
mountains". The textual descriptions are not used directly, but
they are mapped onto semantic features and then a query is
performed [17].

All groups of algorithms need efficient data storage meth-
ods. One of the most often used structure is a cell or a tree,
because it can store the relations between similar images [8].
There are also approaches that joins both data structures.
One of the example is [18] which is based on gathering
similar records in the same cells. Additionally, some biological
processes are added, like mitosis, when the similarity between
items in the same cells is below the specified level.

III. THE NOSQL DATA STORES

The multimedia databases very often stores millions of
photos or images. Because there has to be stored and processed
very huge amount of data, with high availability and workload
management, the traditional SQL-based databases may not
be sufficient. Much better results are obtained using NoSQL
databases. The NoSQL databases may be classified into the
following groups: Graph databases, Key-Value data stores,
Document data stores and Column-based data stores [19].

The Graph databases provides similar features as relational
databases but they are not well-prepared to store huge amount
of data because of the problems with scalability [19]. Key-
Value data stores use an unique single key (e.g. a number) for
storing data (value). Most often they have only two operations:
inserting and retrieving data [20]. The examples of such data
stores are Dynamo data store by Amazon which uses single
integer key [20] or Apache Hbase which identifies the data by

Fig. 1. The SD2DS structure overview.

a timestamp, column name and row name [21]. The Document
data stores use textual data interchange formats, like JSON or
xml to store data. The most popular document data store is
MongoDB [19].

The NoSQL data stores were successfully adapted to store
images. As an example the Apache Hbase may be given, which
was used to store Google Earth images [21].

IV. THE SD2DS DATA STORES

Scalable Distributed Two-layer Data Structures (SD2DS)
are one of variants of Scalable Distributed Data Structures
(SDDS) [2], which may be classified as an distributed NoSQL
data store. They stores data using a key and a value in so-called
"buckets". Each bucket has storage limit and when it is reached
a split is performed. Buckets may be distributed through many
machines, e.g. nodes on the multicomputer. The SD2DS stores
data in two separate layers. The first layer contains only data
headers which consists of the data locator and metadata. The
data locator is used to locate the stored data in the second layer.
The metadata is an additional information connected with the
actual data and may contain optional information e.g. the data
length, a checksum, insertion date or data description. The
second layer contains only the actual data, called body [2].
That structure maintains data more efficiently, because both
layers are independent of each others and may be stored on
different machines. Moreover the data store is highly scalable,
without theoretical limitations and may contain as many data
as is needed. The SD2DS allows also to use as a second layer
other solutions, even without buckets. The SD2DS structure is
presented in the Fig. 1.
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The SD2DS may be easily extended e.g. by adding through-
put adjustment [22] which highly improves the data access
time.

V. MOTIVATION

The problem of multimedia database querying is very
complicated. As a continuation of the previous research [1],
we would like to propose the Content Based Image Retrieval
Database incorporating Query by Shape Method. The database
has to store a very huge amount of data. Simple records table,
a tree or a cell would be not sufficient. Because of that, more
advanced data stores, especially NoSQL-based should be used.
In order to obtain very high scalability and availability, as a
base for our system the Scalable Distributed Two-Layer Data
Structures should be used. As a result of our research we
would like to create the system which will fulfil the following
requirements:

• queries using a graph of features e.g. primitives,
• similarity control for graphs comparison, the similarity

should be set by the client,
• client feature: graphical queries easily drawn by a human

(without drawing skill), e.g. using predefined shapes,
• client feature: automatic image transformation into a

graph, used for a query,
• very fast data access,
• scalability without turning off the system,
• easy addition of the new hardware used for storage,
• good performance for the very huge data workload stored

in the database.

VI. THE SYSTEM OVERVIEW

The proposed system extends the SD2DS data store struc-
ture. The classical approach consists of two layers with the
first layer containing record’s headers, the second with their
bodies and the client which uses single key to retrieve the
single record. In order to provide features mentioned in the
previous section, some modifications have to be made. The
system overview is shown in the Figure 2.

A. The Client

The client should query the data store by a graph, instead of
a standard key. Moreover it has to be able to receive the result
of a query which may consists of many records. Therefore,
the following messages are defined:
Messages send by the client:

• record (graph and image) insertion (GI) - a message used
to insert a new record containing a graph and an image
into the database,

• query (SQ) - a query after which all result records are
sent by the database in a one message,

• distributed query (DQ) -a query after which result records
are sent gradually with one message per one record,
allowing e.g. to show progressively results for a user,

• get record (GR) - a message used to retrieve the record
using its key.

Messages received by the client:

Fig. 2. The proposed system overview.

• result of the insertion (RI) - sent by the database as a
response to GI message, returning the failure code or new
node’s record key,

• not found (NF) - sent by the data store when there are
no similar graphs/images in the data store, returned for
both SQ and DQ messages,

• results (RR) - contains list of similar records, returned
only as a response to SQ message,

• single result (SR) - contains only one similar record,
returned only as a response to DQ or GR messages.

All sent messages contain the query graph and the minimal
similarity which is used during comparisons. Moreover the
messages may define if as a result full record or only a header
should be returned.

B. The First Layer

The first layer of the data store was redesigned into two
sub-layers: the Tree Coordinator and the Tree. The Tree sub-
layer consists of the standard SD2DS record headers. Each
record header is treated as a one tree node, containing as a
metadata a graph and a list of children nodes (a list of records
keys). The Tree Coordinator is responsible for communicating
with the clients and the logic of the tree: storing the tree
root record key, adding new nodes, traversing tree and making
queries. Moreover it is able to execute queries in two ways,
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analogously to the SQ and DQ messages. In order to improve
the performance, some of the Tree Coordinator features, like
comparing graphs and tree traversing may be implemented as
a part of buckets. Also the DQ message could be directly sent
by the bucket.

1) The tree structure: The tree nodes used in the database
are stored in the first layer using standard SD2DS headers
records. The graphs are inserted into the tree hierarchically,
storing its common parts in parent nodes. Because of that,
the root node may contain a graph with only one shape or an
empty graph. The example tree structure with scooter, bicycle
and car objects is shown in the Fig. 3. Moreover, because there
are indirect nodes which stores only graphs without connection
to any images, the SD2DS modification allows records headers
in the first layer with empty bodies.

2) Record Insertion: after receiving the GI message the
Tree Coordinator compares the graph with graphs stored in
the tree, starting from the root node using the Query by Shape
comparison algorithm (QS) [1] and the minimal similarity
parameter extracted from the GI message. The algorithm is
presented in the Alg. 1. The Tree Coordinator retrieves the
record using similar procedures as the client in the standard
SD2DS. Then children nodes are extracted from the record
and used for the next records retrieval.

3) Querying: The querying algorithm is very similar to the
insertion of a node. The algorithm is shown in the Alg. 2.
During the query, the results could be sent immediately to
the client or stored in the Tree Coordinator temporary buffer
before completion and then sent.

C. The Second Layer

The second layer has not been modified. Because of the
tree structure, there may be less bodies than records in the
first layer. The images are retrieved during querying, but the
client in the SQ or DQ could force the database to only send
headers from the first layer or even only the keys.

VII. EXPERIMENTAL RESULTS

The presented tree-based structure has been evaluated using
experimental implementation written in C++. The results were
compared with the linear SD2DS QS system and are shown
in the Tables I and II. The linear SD2DS QS system uses also
first SD2DS layer to store graphs, but without tree structure.
During the query, all elements has to be compared with the
query graph. In order to evaluate algorithms performance, the
precision and recall coefficients were used [1]:

precision =
number of relevant results images

total number of results images
(1)

recall =
number of relevant results images

total number of relevant images in the database
(2)

As a number of relevant results images we assume the number
of images which are from the same class as the query image.
For the tests, about 117 real life images of different objects
classes were used.

Algorithm 1 Inserting new node to the tree
Require: graph and image extracted from the GI message

if tree is empty then
2: add record as a root node, store its key as a Root Key;

send RI message with the key to the client;
4: else

add Root Key to the FIFO queue;
6: while FIFO queue is not empty do

key ← pop first element from FIFO;
8: treeNode← get record with key == key;

compare graph with treeNode using QS;
10: if treeNode is not a root node then

if graphs similarity ≤ similarity of graph and
treeNode’s parent then

12: add graph as a child of treeNode’s parent;
send RI message with the graphs’s key to the
client;

14: end if
else

16: add graph as a new root node;
add treeNode to the graph’s children list

18:
end if

20: if graphs similarity ≥ highSimilarity then
add record as a child to treeNode;

22: send RI message with the record’s key to the
client;

else
24: if treeNode does not have any children then

add graph to the tree;
26: add the common part of graph and treeNode

as their parents;
if treeNode is a root node then

28: the Root Key ← common part’s key
end if

30: send RI message with the graph’s key to the
client;

else
32: add each treeNode children to the FIFO queue;

end if
34: end if

end while
36: end if

The test results shows that for most queries the tree structure
increased the precision comparing to the previous, linear
structure. This is due to the additional steps during the query
algorithm (Alg. 2) which omits the whole sub-tree with too low
precision and check if the precision is increasing in children
nodes. Moreover, the lower precision in the automated queries
was caused by some failures of shape detection algorithms.

The recall measurements shows that for the manual queries
more relevant results were returned by the tree algorithm
version. The automatic query was problematic for same cases
for tree version because of occurrence of many unconnected
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Fig. 3. The example of the tree with bicycle (node 4), scooter (node 5) and 3 cars graphs (nodes 6-8). The shape sizes were omitted during tree construction
in order to show the main idea and simplify the structure.

TABLE I
THE PRECISION RESULTS FOR THE EXAMPLE BICYCLE AND CAR QUERIES

Manual queries Automated queries
Tree-based Linear Tree-based Linear

bicycle no. 1 0.7708 0.6065 1 0.9
bicycle no. 2 0.8529 0.5714 1 0.8
car no. 1 1 0.7059 0.4182 0.5658
car no. 2 1 0.8 0.5902 0.5428

TABLE II
THE RECALL RESULTS FOR THE EXAMPLE BICYCLE AND CAR QUERIES

Manual queries Automated queries
Tree-based Linear Tree-based Linear

bicycle no. 1 0.9737 0.9737 0.3023 0.2093
bicycle no. 2 0.7636 0.8421 0.2558 0.0930
car no. 1 0.5814 0.5581 0.5 0.86
car no. 2 0.7209 0.4651 0.72 0.76

nodes in skeletons. This caused problems with inserting them
in the proper sub-tree.

The performance of the structure is dependent on the
number of elements. During our experiments using SD2DS, to
up to 1000 elements there were very small difference between
tree and linear version. For higher number of elements, the
tree structure was becoming more and more faster. We also
implemented version which uses as a storage vector array.
During experiments the tree version occurred to be up to 2x
faster than linear version.

VIII. CONCLUSION

In this paper a new Content Based Image Retrieval database
structure was presented. The main idea of our research is to

apply our previous research results, Query by Shape method
[1], into Scalable Distributed Two-layer Data Structure. The
modification of data store included redesigning it to store
records in a tree. Also a Tree Coordinator was added to the
first layer in order to communicate with the client and perform
tree queries.

The future research includes implementing the version of
the algorithm with comparison algorithm moved to buckets.
We expect that it should improve the querying time as well
as allows to use buckets and nodes more efficiently. Moreover
the throughput adjustment may be added in order to improve
the image data access time.

Another direction of research will concern the Query by
Shape method in order to improve the results precision.
This may include e.g. adding other primitive types and color
features. Moreover more advanced graph matching algorithms
should be applied, as well as some optimization methods
should be evaluated, e.g. [23].
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Abstract—New  e-book  readers  and  multifunctional  mobile
tablet  devices  are  currently  emerging,  so  bringing  about  a
transition from printed to the electronic books. It is important
to learn how usable these mobile devices are, by testing them on
real  users  from various  backgrounds.  The  paper  presents  a
study which explores the perceived usability of two electronic
reading devices, one dedicated reader and one  multifunctional
device. More specifically, the study employs eight tasks which
users were required to complete within a specific time with two
devices. Our results show that users functioned better on the
multifunctional device in terms of performance measures, such
as navigation, task difficulty and satisfaction.    

 

I. INTRODUCTION

lectronic reading devices, including e-readers and tablet

computers, are becoming popular so rapidly today, that

it is vital to understand how the users themselves perceive

the usability of  such devices.  An e-reader  is  designed  for

displaying  electronic  books,  magazines,  and  periodicals.

Various e-readers use various formats. For example, ibooks

are  produced  for  the  iPad,  whilst  AZW,  TXT  and  KF8

formats  are  mostly  used  by  the  Kindle.  E-books  are

frequently available in PDF format,  which is common for

popular computer operating systems.

E

New opportunities for  e-reading  appeared,  when lighter

devices  with  better  screens,  such  as  the  Amazon  Kindle,

appeared in late 2000 and the content available to devices

increased  at  the  same  time.  A vital  question  is  why  one

should  use an electronic  reader, when one can  use a net-

book, tablet or a smart phone. The fundamental advantage of

the  electronic  reader  lies  in  its  display.   Thanks  to  the

materials  from  which  the  display  is  manufactured,  its

appearance resembles that  of  paper, which means that  the

user does not have to strain his or her eyes when reading.

Making objects  more usable  and  accessible  is  part  of  the

larger  discipline of  User-Centered  Design,  which  employs

various methods and  techniques [1].  Usability testing is a

method  employed  to  evaluate  a  product  by  testing  it  on

representative users. Greenberg  and Buxton point out that

“Usability evaluation is valuable for many situations,  as it

often  helps  validate  both  research  ideas  and  products  at

varying stages in its lifecycle” [2].  The purpose of our study

was to explore user experience with two e-reading devices.

One  was  dedicated  e-reader  device,  the  Cybook  Odyssey

and the other was a multifunctional device, the Apple iPad.

The main criterion for  selecting these mobile devices  was

their availability on the Greek market at the time, November

2013. Despite the best efforts of designers, new technologies

often fail to meet basic human needs and desires [3]. 

We start our paper with a review of the literature, which

establishes the theoretical background to our study. We then

describe  the  research  methodology  employed,  discuss  the

results and offer some conclusions.

II.BACKGROUND

A. E-readers

An  e-reader,  also  called  an  e-book  reader  or  e-book

device, is a mobile electronic device designed primarily for

the purpose of  reading digital  e-books.  New opportunities

for e-reading emerged when new lighter devices, such as the

Amazon Kindle, that had better screens, appeared at the end

of 2000 and the available content for devices increased at

the same time. E-readers  reproduces the appearance of   a

printed book. 

Thus an e-reader should ideally offer readability, be able

to  host  extensive  texts,  be  portable,  allow  one  to  read

anywhere and possess a long-lasting battery. It should also

offer  the ability to create bookmarks,  to add notes  on the

book  and  to  highlight  passages  as  desired.  The  most

important  part  of  an  e  -  reader  is  the  screen.  Unlike  the

majority of displays with which we interact on daily basis,

paper is a reflective medium. As Zehner notes, a reflective

display has  an inherent  advantage  in  terms of  readability,

because the brightness of the display naturally adapts to the

ambient  lighting  conditions  [4].  E-paper  displays  are

expected to provide the user with a more paper-like reading

experience that does not cause eye strain and that possess

the contrast and reflection of real paper [5].
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B. E-Ink technology

E-Ink is a bistable display technology that creates a near-

paper-like reading experience and requires minimal battery

power  [6].  Electronic  ink  is  made  up  of  millions  of  tiny

microcapsules  only  100  microns  in  width.  Every

microcapsule contains positively-charged white particles and

negatively-charged  black  particles  suspended  in  a  clear

fluid. When a positive or negative electric field is applied,

the  chips  will  either  rise  to  the  top  or  be  pulled  to  the

bottom, where they become visible to the viewer [7]. This

makes the surface appear either white or black at the spot in

question. Patterns of white and dark can then be created to

form words  and  sentences  (Fig.1).  E-Ink  displays  do  not

need any background lighting and are easy to read, even in

direct sunlight. Although E Ink technology devices require

energy for turning pages, they do not consume much battery

power. This means that a device, when fully charged, can be

used for several thousand pages or several weeks.

        Fig.  1 Scheme of electronic ink technology.

C.iPad

The iPad is a tablet computer. Its basic technology differs

from  that  of  dedicated  e-readers,  in  that  it  has  a  colour

screen  which  does  not  employ  the  eye-friendly  E-Ink

technology  and  it  is  multi-functional.  The  iPad  has  been

found to compete well  with dedicated  e-readers.  Probably

the  most  comprehensive  iPad  usability  studies  are  those

carried out by by Nielsen and Budiu in 2010 and 2011 [8,9].

Their findings are summarized below:

Read-tap asymmetry

Content was large enough to read, but too small to tap.

Accidental activation

This was a particular problem in apps lacking a back button.

Too small touchable areas too close together

This lead to accidental activation.

Users disliked typing

They thus avoided the registration process

Splash screens 

A compulsory introduction screen bothers users.

Information squeezed into too small areas

This made the content harder to perceive and manipulate.

Too much navigation

The large number of navigation options gives one less space.

D.E-readers and Usability

Nielsen  did  a  within-subjects  study  employing  32

competent adult readers.  The text was a Hemingway short

story  in  several  formats,  namely  printed  book,  personal

computer,  iPad  and  Kindle.  The iPad  gave  a 6.2% lower

reading  speed  than  the  printed  book,  whereas  the  Kindle

gave a speed 10.7% slower than print  [10].  However,  the

difference  between  the  two  devices  was  not  statistically

significant, because of the fairly high variability of the data.

Clark  et  al.,  reported  that  36  Kindle  users  at  the

University  of  Texas  thought  that  the  limited  content

availability, the inconsistent pricing of titles, poor graphics

resolution  and  other  functions  were barriers  to the wider

acceptance and use of the device [11].

B. Usability testing

The  term “usability” is frequently employed in the field

of  human-computer  interaction  (HCI).  Nielsen  describes

usability  as  an  issue  related  to  the  broader  issue  of

acceptability  [12].  In  his  view,  “Usability  is  a  quality

attribute that assesses how easy user interfaces are to use”.

Usability  is  a  significant  part  of  the  user  experience  and

therefore  of  user  satisfaction.  Α  formal  definition  of

usability  is  given  in  the  ISO  standard  9241–11  :  “…the

extent to which a product can be used by specified users to

achieve  specified  goals  with  effectiveness,  efficiency  and

satisfaction, in a specified context of use”.   Effectiveness is

defined as the accuracy and completeness with which users

achieve  specified  goals  and  efficiency  as  the  resources

expended in relation to the accuracy and completeness with

which  users  achieve  goals.  Satisfaction  is  defined  as  the

freedom from discomfort, and positive attitude to the use of

the product,  whilst  the context of use is defined as users,

tasks, equipment and the physical and social environments

in which a product is used [13].

Usability testing is a method employed in user-centered

design  to  evaluate  product  design  by  testing  it  on

representative users.  Such users thus yield quantitative and

qualitative data in that they are real  users performing real

tasks [14].

 Dumas & Redish  argue that  usability testing  is a  “a

systematic  way  of  observing  actual  users  trying  out  a

product and collecting information about the specific ways

in which the product is easy or difficult for them” [15]. 

III. RESEARCH METHODOLOGY

To examine how  users conceptualize interaction with e-

readers,  we  created  a  user  test  involving  two  e-reading

devices.  We  compare  one  dedicated   e-reader  with  one

multifunctional device (Fig.2). 
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Fig.  2  The two mobile  devices compared in the study: The Cybook
Odyssey and the Apple iPad.

Nielsen  [16]  argues  that  five  participants  will  discover

80%  of  the  problems  in  a  system.  In  any  case,  a  small

quantity of users, that is, generally fewer than 10 subjects, is

sufficient, for any formative evaluation of usability [17].  On

the  other  hand,  Spool  and  Schroeder [18] state  that  five

users  identified  only  about  35%  of  the  problems  in  a

website. The research by Turner et al. implies that a group

size of seven may be optimal, even when the study is fairly

complex [19].

   According  to  Sauro  and  Lewis  “the  most  important

thing in user  research,  whether  the data are qualitative or

quantitative,  is  that  the  sample  of  users  you  measure

represents the population about which you intend to make

statements” [20].

A. Participants

Our  session  was  designed  specifically  to  include  a

representative  pool  of  the  potential  users  of  e-readers.

Twelve participants (N=12) aged between 18 - 65 (mean age

= 36.08,  SD = 14.47, years),  seven of whom were males

and five females, participated in the session. Using either a

skilled  participant  or  an  under-qualified  one  will  bias  the

outcomes of usability testing. All participants were novices

as regards e-reading devices, but were fond of reading. On

the other hand, all of them had used a digital device (e.g. PC

or  mobile  phone)  prior  to  this  study,  to  read  news,

information or academic content  online.   The participants

received short  instructions on how to turn their device on

and off, but were not instructed in how to operate it. This

was  designed  to  test  the  usability  of  the  devices  and  to

examine how intuitive the interface was for the participants.

Participants  did  not  suffer  from  any  visual  or  cognitive

impairment and were educated to at least high school level.

Participants  gave  written  informed  consent  prior  to

participation.

B. Material

Two mobile devices, the Apple iPad, a multifunctional e-

reader and the  Cybook Odyssey, a dedicated e-reader, were

compared in the study. Devices were chosen on grounds of

anticipated availability on the Greek market.  A Panasonic

HDC-SD40 digital  camera  was  used  to  create  a complete

record of all user interactions with the e-readers. Technical

specifications for the mobile devices are provided in Table I.

C. User Tasks

For  the usability test, the participants were required to

read  a  segment  of  the  text  from  an  e-book  on  Greek

mythology on the two e- reading devices and to complete

eight  tasks  given  in  Table  II.   The  tasks  were  chosen  as

being representative and as covering as many as possible of

the features of the e-reading devices. Task success (whether

or  not  a  participant  successfully  completed  a  task)  was

recorded.  Participants  were  allowed  up  to  two minutes  to

complete each task.

TABLE II
PARTICIPANTS TASKS

Tasks Task Description 

Task 1 Open the book “Mythology”

Task 2 Go to page 26

Task 3 Change the page to landscape format 

Task 4 Highlight  the first two sentences of the page

Task 5 Delete the highlighted sentences

Task 6 Make a note of  the first paragraph of the page

Task 7 Increase the font size 

Task 8 Add bookmark

D. User Performance

User  performance  was  recorded  in  terms  of  the
effectiveness,  efficiency  and  ease  of  use  of  e-reading

TABLE I.
TECHNICAL SPECIFICATIONS OF THE TWO COMPARED DEVICES.

Thechnical  Specifica-
tions 

Cybook Odyssey Apple  iPad  (3rd

generation)

Intro year 2013 2012

Display size 6" 9.7″

Display type I-ink HD  LCD screen

Rresolution 758x1024 2048 x 1536

Weight 180 g 652 g

Touch screen Multi touch Multi touch

Memory 2GB iNAND+ 
MicroSDHC up to 
32GB

16GB

Content ebook  
formats

EPUB, PDF, Adobe 
DRM, HTML, TXT, 
FB2

Ibooks,  ePub,
PDF

Content picture 
formats

JPEG, PNG, GIF, 
BMP, ICO, TIF, PSD

JPEG,  GIF,  TIF,
PSD

Battery life Up two weeeks Up to 10 hours
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devices. In order to evaluate task effectiveness, we measured
the  percentage  of  tasks  successfully  completed  within  the
time limit.  Task completion time refers to the time needed to
accomplish the task. To evaluate efficiency, we recorded the
time needed to process a task. To measure user satisfaction,
we asked users  to complete a post-test  questionnaire SUS
(system  usability  scale).   A SUS  questionnaire  gives  ten
statements  regarding  different  aspects  of  usability.  Users
mark  their  agreement  with  the  statements  on  a  five-point
Likert scale.

E. Post -test Questionnaire

The aim in administering a written questionnaire after the

test  (post-test  questionnaire)  is  to  record  participants’

preference, in order to identify any potential problems with

the product. Information collected usually includes opinions

and feelings regarding any difficulties encountered in using

the  product.  Our  questionnaire  was  based  on  the  System

Usability Scale (SUS) developed by Brooke [21], since this

is the most precise type of questionnaire for a small number

of  participants,  as  is  shown by Tullis  and  Stetson’s study

[22].   SUS  employs  a  “quick  and  dirty”  approach  in

evaluating  the  overall  subjective  usability  of  a  system

(Appendix A). While the SUS was originally intended to be

used  for  measuring  perceived  usability,  i.e.  measuring  a

single dimension, recent research shows that it provides an

overall measure of satisfaction of the   system [22],[23],[24].

In addition to these advantages over other systems, the SUS

is a powerful and multifunctional instrument [25]. 

F. Test protocol

Participation in the study lasted approximately 40 minutes

for each participant and was conducted in an isolated room

in our Faculty.  Participation consisted of the series of tasks

mentioned above. Participants were informed for the process

of the test and all participants were tested individually.

After  being welcomed by the experimenter, participants

were told that they were to take part in a usability test and

were  to  interact  with  two  e-reading  devices.  Participants

were  reminded to note  the instruction for  gestures  on  the

desk   on  their  left.  In  addition  participants  gave  their

permission  to  be  recorded  on  video.  Subsequently

participants  completed our eight tasks. Finally there was a

question about what readers considered the most important

features in eReaders

IV. RESULTS AND DISCUSSION 

The main factors to be examined when testing usability

are  effectiveness,  efficiency  and  user  satisfaction.

Effectiveness  refers  to  how "well"  a  system does  what  it

supposed to do. In order to evaluate task effectiveness, we

measured  the  percentage  of  steps  successfully  negotiated

within  the  time  limit  (2min).   Efficiency  refers  to  how

quickly a system supports the user in what he wants to do.

To  evaluate  efficiency,  we  recorded  the  time  needed  to

process the task. Satisfaction refers to the subjective view of

the  system  on  the  part  of  the  user  [1].  Qualitative  and

quantitative  data  were  collected  from  each  participant.

Qualitative data included the participants’ verbal protocol as

recorded in video recording.

Problems of usability were identified and categorized. We

also  collected  comments  on  e-reading  devices  and

preference data and evaluations in the form of the SUS data

questionnaire completed by the users after the test. Any user

action that  did not lead to the successful  completion of  a

task we defined as error.

TABLE III
TASKS  COMPLETION RATES 

Cybook iPad

Task1 11/12 12/12

91% 100%

Task2 9/12 11/12

75% 91%

Task3 8/12 9/12

66% 75%

Task4 7/12 8/12

58% 66%

Task5 7/12 11/12

58% 91%

Task6 2/12 7/12

16.7% 58%

Task7 9/12 10/12

75% 83.3%

Task8 10/12 11/12

83.3% 91%

A. Effectiveness.

The percentage of users that manage to complete a task

successfully thus becomes a measure of the effectiveness of

the  design.  The  number  of  errors  made  on  the  way  to

completing a task is an example of a performance measure

[1],[12]. 

Errors were classified into two main categories, navigation

errors and comprehension errors. Navigation errors occurred

when partcipants did not move as expected. Comprehension

errors  occured  when participants  did not  understand the

design of the interface. (Table IV).

TABLE IV
 TYPES OF ERRORS BY E-READER DEVICE  

Type of error Cybook iPad

Navigation 3 4

Comprehension 5 3

Total 8 7

B. .Efficiency - Task Completion Time 

Efficiency  is a measure that is highly dependent on the

time spent  on  completing  the  task.  We recorded  the  total

amount of time required to complete each task on mobile

devices. Table V shows information on the mean time spent
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by the participants. The results thus indicate that participants

spent more time on task completion when using the Cybook.

 

TABLE V
AVERAGE TIME IN SECONDS FOR COMPLETING ALL GIVEN TASKS 

Tasks Task Description Cybook iPad

Task 1 Open the book “Mythology” 29,7 24,2

Task 2 Go to page 26 63,7 48,3

Task 3
Make a note of  the first 
paragraph of the page

78,2 65,1

Task 4
Highlight  the first two sentences 
of the page

67,3 52,6

Task 5 Delete the highlighted sentences 42,3 38,2

Task 6
Change the page to landscape 
format 

27,2 14,1

Task 7 Increase the font size 35,6 17,2

Task 8 Add bookmark 48,7 29,7

Average Time 49,1 36,2

Standard  Deviation 18,8 18,1

However  with  the  respect  of  the  amount  of  time  that

participants  spend  on  Cybook  was  higher  than  iPad.  The

expectation  was,  however,  that  participants  would  interact

more efficiently with a dedicated e-reader than with a multi-

functional device when reading a book (Fig.3). 

Fig.3 Task completion time per e-reader device. 

C. User satisfaction  

We. are aware that time-on-task measures can be useful

for  collecting  data  on  the  efficiency of  a  system.  On the

other  hand,  such  data  does  not  give  any  information  on

overall satisfaction on the part of the user. User satisfaction

may be an important factor  in motivating people to use a

product and may affect user performance. Thus, as a final

point, we decided participants should complete the  System

Usability Scale (SUS)  questionnaire which has   ten item

attitude Likert-scale which measures the view of subjective

assessments of usability and explore users’ experiences  with

the two mobile devices. A crucial feature of the SUS lies in

the fact that asks the user to evaluate the system as a whole,

rather than specific aspects.

All  10  questionnaire  statements  having  been  processed,

the overall  SUS score  for  each  prototype  is  that  given  in

Table VI.  To calculate the SUS score, first we summed the

score contributions of items 1, 3, 5, 7 and 9 (Appendix A).

The score contribution of these items  are their scale position

minus one. We then summed the score contributions of the

other  items:  five  minus  their  scale  position.  Finally,  we

multiplied the sum of the scores by 2.5, to obtain the overall

score with a range between 0 to 100. 

The study results showed the overall level of satisfaction.

Sauro reports that a mean value over 74 is level B, value

above 80.3 is level A [25]. An average value of below 51 is

level F (fail). The iPad, which was given an average value of

79.3,  is  to  be  placed  on  level  B,  and  Cybook,   with  an

average value  of  70.8,    level  B.  It  can be remarkable  to

notice that none of the  e-Readers had an  extremely high

satisfaction  score,  meaning  that  users  preferences  were

ambiguous.

TABLE VI
OVERALL SUS SCORE

Participants Cybook  iPad

P1 80.0 80.0

P2 70.0 87.5

P3 82.5 90.0

P4 77.5 90.0

P5 55.0 82.5

P6 70.0 77.5

P7 75.0 65.0

P8 70.0 75.0

P9 72.5 82.5

P10 70.0 82.5

P11 72.5 70.0

P12 55.0 70.0

Mean 70.8 79.3

Fig.4 Overall SUS score. 

C.Overall user experience

 Overall  users  liked  the  process  and  regarded  their

interaction  with  the  devices  positively.  Nevertheless,  in

some cases, the participants were apprehensive.  Uncertain
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in their selections, they demanded  greater confirmation and

reassurance  about  the  actions  they  were  to  take.  In  such

cases,  it  is  important  for  the  researcher  to  motivate

participants,  encouraging  them  discreetly  to  investigate

alternative  directions,  while  simultaneously  recording  any

mistakes made. Participants reported that the task in which

one had  to  make a  note  was  difficult  to   perform on the

Cybook,  as the keypad was complicated in comparison to

that of the iPad.  

Overall, participants had a preference for the iPad when

highlighting and making notes.  Additionally, the ability to

change font size on the Cybook   means that the device uses

location numbers, rather than page numbers. The following

conclusions can be drawn from the results derived from our

group  of  participants,  but  one  should  avoid  making  any

generalizations based on them. (Fig.4)

Participants complained of

• Poor page navigation 

• Difficulty in turning the page 

• Slowness in adapting to non-linear reading and

•  The environment

On the other hand, participants reported that :

•   In  the  case  of  the  dedicated  device  (the  Cybook),  the

menu allowed users  to find some functions easily,

•   older participants liked the ability to adjust font size,

• the portability and lightness of the devices was appreciated

and that,

•   when  users  read  a  narrative  on an e-book sequentially

from beginning to end,  they found e-ink technology more

friendly than   the corresponding  technology employed  on

the other device (iPad).

D. Limitations 

The results of the study should not be generalized to all e

-readers  mobile devices.  The small  sample size (n = 12 )

limited the ability to acquire a more comprehensive view of

the effects of various reading formats.  Some e-readers are

very similar in format to traditional print books. Reading on

a  very  small  screen  device,  however,  like  reading  on  a

smartphone or online reading in a personal computer, with

its links, multiple pages, and sometimes distracting graphics,

raises various issues [26].

Another  important  reason  was  that  participants  read  a

narrative book, rather than a text offering information.

V.CONCLUSION

The aim of our study was to explore user experience with

two  e-reading  devices.   One  was  a  dedicated  e-reader

device,  the  Cybook  Odyssey   and  the  other  was  a

multifunctional  device,  the  Apple  iPad.  We  tested  our

empirical  methodology on  twelve  individuals,  all  of  them

novices in terms of e-reader use. The goal of our user study

was to gain knowledge on the readability and usability of

two different  e-readers devices in a specific  context. As a

consequence of the small sample size (n=12), we evaluated

our  data  on  the  basis  of  descriptive  statistics.  Eight  tasks

were selected in order to elicit user experience.

The  results  of  the  study  show  that  both  in  terms  of

usabillity and overall impression, the iPad  was the preferred

device. This was somewhat surprising, as the lightness, long

battery life and  portability of the Cybook was greatly liked

by the  participants  in  the  study. Additionally  the  testing

material was a black and white book on Greek mythology

and not a multi color magazine which is better for iPad use.

However, we feel that our paper, which focuses more on

the users and their cognitive abilities, offers a new insight

into  how  users  perform tasks  with  e-readers  devices  and

conveys  their  overall  impressions.  Long  battery  life  and

portability are advantages for  any use,  but the inability to

facilitate  easy  browsing  and  navigation  make  the  devices

slow to use  for  any non-linear  reading.  In  addition,  from

users’ comments there emerged additional issues regarding

digital rights management (DRM), and storage which should

be explored in future studies.   We believe that  successful e-

reading use   depends on the integration  between reading

device,  content providers and  service platform. 

APPENDIX

Appendix A System Usability Scale
Strongly
agree

Strongly
   disagree

1. I think I would like to use this
device frequently

1 2 3 4 5

2.  I found the device
unnecessarily complex.

1 2 3 4 5

3. I thought the device was
easy to use.

1 2 3 4 5

4. I think that I would need the
support of a technical person to
be able to use this device.

1 2 3 4 5

5. I found the various functions
in this device were well
integrated.

1 2 3 4 5

6. I thought there was too much
inconsistency in this device.

1 2 3 4 5

7. I would imagine that most
people would learn to use this
device very quickly.

1 2 3 4 5

8. I found the device very
cumbersome to use.

1 2 3 4 5

9. I felt very confident using the
device.

1 2 3 4 5

10. I need to learn a lot of
things before I could get going
with this device.

1 2 3 4 5
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Abstract—The paper deals with the application of Lucas-
Kanade optical flow algorithm to develop an augmented reality
(AR) system. Merging of a live view of the physical real world
with context-related computer-rendered images to create a mixed
image is a challenging problem. A virtual object has to be
located in the correct pose and position in real time and
perspective. Besides the occlusion problem need to be taken into
consideration.

In the paper a computer-vision based method for AR systems
based on the fiducial marker matching is proposed. For simplicity
black square was used as the marker. This method consists of
two main steps. The initial step uses Hough’s transformation
to detect the marker initial position and to select the marker
tracked points. In the second step for each image frame these
selected points are being tracked using Lucas-Kanade optical
flow method. The positions of the selected points are used for
calculating the pose and position of a virtual object. Unlike
existing method proposed system using optical flow to increase
speed performance. The examples of AR applications using the
proposed algorithm are provided and discussed.

I. INTRODUCTION

THE Augmented Reality (AR) is a technology supple-
mented people’s perception of real world by using virtual

world. It consists in the integration of the computer generated
virtual information such as sound, video or graphics with the
real-world environment. This technology is characterized by
using real-virtual combinations, 3D registration as well as the
real-time interaction. AR interfaces superimpose in real-time
textural or pictorial virtual information onto real-world scenes
registered in 3D and allow users to interact with real and
virtual element simultaneously. The technical challenges in
AR technology lie in determining in real-time which image
elements should be shown, where and how. Since AR proposes
that the user has not to be able to distinguish between real
and virtual information it requires that the virtual elements
show both geometric as well photometric consistency with
the real part of the image. Geometric consistency includes
correct placement and size of the virtual element as well as the
identification of occlusions. Photometric consistency means
suitable shadowing, mutual reflections, chromatic adaptation
to scene illumination. The solution of these problems even
under simplified assumptions is not trivial.

AR technology appeared in the 1990s. It finds a wide variety
of applications like education, entertainment, architecture,
medical, machinery manufacturing and maintenance, military,
regional planning and many other fields. The implementation
of AR technology significantly depends on the used devices

and/or user interfaces. The main devices for AR are head
mounted or handheld displays, wireless wristbands or gloves
as input devices, digital cameras or wireless sensors as tracking
devices and powerfull CPU with considerable amount of RAM
memory to process camera images. The appropiate techniques
for intuitive interaction between the user and the virtual con-
tent of AR applications are one of the most important aspects
of AR. These techniques include tangible, collaborative, hybrid
or multimodal AR interfaces.

Correctly positioning of virtual objects relative to the real
enironment is called registration. AR image registration uses
different computer vision methods consisting usually from two
steps: tracking and reconstruction or recognizing. Tracking is
based on the detection in the camera images fiducial markers,
optical images or other interest points. To interpret camera
images tracking can make use of feature or edge detection
methods or other image processing methods. Most of the
available tracking techniques can be separated into two classes:
feature-based and model-based methods [18]. Feature based
methods consists in discovering the connection between 2D
image features and their 3D world frame coordinates. Model
based methods make use of model of the tracked object’s
features such as CAD models or 2D templates of the items
based on distinguishable features. Once a connection is made
between 2D image and 3D world frame it is possible to find the
camera pose by projecting the 3D coordinates of the feature
into the observed 2D image coordinates and by minimizing the
distance to their corresponding 2D features. The constraints
for camera pose estimation are most often determined using
point features. The reconstruction or recognizing stage uses the
data obtained from the firts stage to reconstruct a real world
coordinate system. There are different tracking technologies
available, including among others optical, magnetic, movem-
nent, ultrasound sensors or thermal imaging. They capture
features from the real world and based on this information
the AR system determines when, where and how the virual
scene should be merged with a real one.

Due to low cost, accuracy as well as robustness requirements
optical tracking is mostly used in AR applications. Two types
of optical tracking are usually used: marker based and marker-
less. The first approach makes use of known artificial patterns,
called markers, placed along the real environment in order to
perform camera pose estimation. Markers are designed to be
easy to recognize and the camera matrix can be recovered from
the detected marker pose. The position of the virtual object is
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computed using a camera matrix and a detected marker pose
for correct virtual object projection. Marker based tracking
is a more established approach for registration [15]. Marker
based AR consists in the identification of their location with
respect to camera as well as in the calculation of the projection
and transformation matrices used to correct positioning and
integrating of the virtual object with the real environmemt.
The position of the virtual object is calculated based on the
marker information. On the other hand markerless tracking
differs from the former one by the method to place virtual
objects in the real scene. In markerless AR natural objects
in the real scene are used as markers. This approach exploits
natural features of the real environment to perform tracking.
Since markerless AR is based on natural features rather than
on fiducial markers there are no ambient intrusive markers
that are not really part of the world. Moreover markerless AR
counts on specialized and robust trackers as well as provides
possibility of extracting from the surroundings characteristic
information that may be later used by the AR system for other
purposes. Markerless AR is subject of intensive research in
the last years and still presents important challenges to be
overcome [18].

II. RELATED WORK

In this paper marker based AR is adopted to estimate the
pose and position of the virtual object. Marker based AR
has been investigated by many authors [3], [4], [17], [18],
[19], [20], [21], [22], [23], [24]. The most frequently used
method has been proposed by Kato in [3] where the matching
technique for detection and tracking the square marker is
developed. Kato’s method has been implemented in the form
of computational library ARToolKit. In ARToolKit marker
position is computed for every frame of video sequence and
that lower real time performance of Kato’s method. Since
Kato’s method appeared sensitive to perturbations it has been
improved in [4] where vision-based corner tracker has been
used. Paper [23] presents many different types of fiducial
markers in AR applications designed for having many image
features that are easy to track by optical flow alghoritms [4].
Eleven criterias for robustness and usefulness of marker are
indicated where the most important are: false positive recogni-
tion, intermarker confusion, immunity to lighting connditions,
immunity to occlusion and speed performance. New types
of markers used for AR are proposed in [24]. For details
concerning the construction and the application of markerless
methods see [18]. Different aspects of using AR are indicated
in [19], [20], [21], [22]. Paper [14] is concerned with the devel-
opement of AR environment without specialized hardware or
pre-calibration. AR environment is built using SURF method
combined with bi-directional optical flow alghoritm. In [14]
Herakleous estemate SURF method as not sufficent for real
time performance giving only 10 frames per second. Applying
bi directional optical flow Herakleouts improve performance of
SURF for 50 percent. Paper [14] is not dealing with immunity
of linght conditions and immunity of occlusion.

This paper deals with the development of a marker based
approach to AR. A new hybrid algorithm combining camera
calibration, the selection of characteristic points on the marker
surface as well as tracking the movement of these points
using the optical flow technique and the estimation of the
position pose of the virtual object is proposed and tested. As a
initial step the camera calibration process is performed using
moving plane techniques [8]. That step is done only once.
Next step is to find marker position. Hough transformation
[16] is used for the detection of the marker pattern features.
For simplicity marker containt only one black square, but any
recognizable pattern could be applied. Next block of presented
method is tracking loop. A key elememt of the algorithm is
the application of Lucas Kanade optical flow method [2] to
track the movement of the selected marker points. Finally
the pose of the virtual object is estimated using the updated
camera projection matrix. The proposed algorithm has been
programmed in C++ enviroment and tested. The obtained
results are provided and discussed. They indicate that the
proposed algorithm is robust and efiicient tool in realizing AR
applications.

III. PROPOSED ALGORITHM

The proposed approach consists from two steps. At initial
step camera is calibrated and marker is detected. In main
part selected marker points are tracked using Optical Flow
method and virtual object pose and position are calculated.
Furthermore virtual object is rendered in front of image from
camera. System overview diagram is presented on Fig. 1.

A. Camera calibration

The aim of camera calibration is to determine the extrinsic
and intrinsic parameters of the transformation between an
object in real 3D space and the 2D image observed by the
camera based on visual data acquired from the images. The
extrinsic transformation parameters includes the rotation and
the translation matrices of the camera. The coordinates of
the principal point, the scale factors along the axes and the
skew of the two image axses are called intrinsic camera
parameters. These parameters, i.e., six extrinsic and 5 intrinsic
are assembled in the form of the 3 × 4 camera projection
matrix.

In this paper Zhang method based on moving planes tech-
nique is used [8] to calibrate and rectify the camera. This
algorithm consist of the following key steps:

1) The printed pattern is attached to a planar surface.
2) A few images is of the model plane is taken under

different orientations due to the movement either the
camera or the plane.

3) The feature points in the images are detected.
4) Estimate all the parameters using the homography be-

tween the model plane and its image.
5) Estimate the coefficients of the radial distortion by

solving the linear least-square problem.
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Fig. 1: System overview diagram.

6) Refine all parameters including the lens distortion pa-
rameters by minimizing the distances between the image
points and their predicted positions.

Remark the pattern could be anything as long as we know
the metric on the plane. If pixels are square the minimum
number of orientations is two but for better quality it should
reach 4 or 5 different orientations. Either camera or the planar
pattern can be moved. There is no need to know the motion
but a pure translation should be excluded.

Figure 2 presents detection of marker pattern while Figure
4 shows rectified image.

B. Tracking points selection

Since we confine to the fiducial marker based AR let us
choose a pattern of a marker. In literature [3], [17] there
exists many examples of marker selection.A marker that is
simpe black square was chosen. The black square corners are
perfect candidates for tracking points. For that alghoritm any
recognizable marker pattern can be used, but that required
different method of selecting tracking point then applied
Hough trasformation. For details see Fig. 5. In second step of
our algorithm our aim is to select the characteristic points of
the fiducial marker allowing to determining its initial position
and tracking it in the optical flow step.
First having acquired marker image we determined its edges
using method of [10]. Next Hough method [16] is used to de-
tect square edges characterizing the marker. Hough transform

Fig. 2: Camera calibration using marker pattern and its geo-
metrical representation (spherical distorition).

Fig. 3: Calibrated camera image (image without distortion).

is recognized as a powerful tool to extract parametrized curves.
The idea behind the method is simple: parametric shapes in an
image are detected by looking for accumulation points in the
parameter space. If a particular shape is present in the image
then the mapping of all of its points into parameter space must
cluster around the parameter values which correspond to that
shape. Usually this method consists from the following phases:
voting, peaks localization, determining the actual parameters
and verification. In our case black square generate 4 lines.I
assume that in the initial position of the marker these lines are
perpendicular. For our marker these set of lines is displayed in
Fig. 5. Having known the parameters of each line I solve the
system of linear equations to find their intersection points.
Among these intersection points I choose square corners.
These points are stable for Lucas-Kanade alghoritm [2], i.e.,
such points where the image function takes minimum and
maximum values with respect to black and white colours,
respectively. The selected points are feature points, deployed
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Fig. 4: Marker pattern.

Fig. 5: Marker detection. Black lines are detected by Hough
line detector.

at squares corners, which improve tracking stability during the
next optical flow step.

C. Lucas-Kanade Optical Flow

The core area of computer vision is the analysis of the
sequence of images to approximate motion of 3D objects.
Optical flow field is a convenient and useful image motion
representation. It is used to approximate the movement of 3D
objects based on a sequence of 2D images [12]. I expect that
optical flow is not too different from the motion field. The
optical flow calculations are based on two main assumptions:
the image brightness constancy and the small motion. The
first assumption means that while the object may change the
position in short time interval the reflectivity and illumination
will remain constant. The second assumption means that the
movements less than one pixel are considered. There are

numerous methods to calculate optical flow. These methods
include differential-based methods, frequency-based methods,
correlation techniques, multiple motion methods, feature based
method, as well as hierarchical approaches [12]. Optical flow
approach is widely used for object tracking, camera stabiliza-
tion, image mosaics, 3D shape reconstruction or obtaining a
structure form motion. Since tracked features points can move
in any direction or be obscured by other scene objects, tracking
is a chalenging investigation problem.

The optical flow methods are very often used in Augmented
Reality applications to track the movement of the extracted
features points [2], [14], [15]. Lucas and Kanade’s local
differential algorithm is one of the most popular method for
optical flow computations [13]. This method is based on
the assumption that in a given pixel the flow vector will
be similar to a small neigbourhood surrounding this pixel.
A weighted least square method is used to approximate the
optical flow at a given pixel. For each pixel an optical flow
vector consistent with the neighbouring spatial and temporal
gradients is found. This method is very popular these days,
but it still has some drawback. The first disadvantage of this
method is challenging computational problem and result image
is not dense. Only selected points can be computed for the
real time applications. The selected points for tracking can’t
be placed on edges or low textured regions where this method
doesn’t give stable results. The best candidates for tracking
are points in high textured regions. Lucas-Kanada’s optical
flow method use correlation window for tracking near pixel
movement. For point movement tracking Gaussian pyramid
with different scales of images is used [9].

The Lucas-Kanade’s Optical Flow algorithm [2] is used for
tracking the marker feature points in camera captured images.
This method is faster than detection image features analyzing
all pixels. Consider small window Ω ⊂ D ⊂ R2 occupied by
the pixels p of an image D. The pixel image p is characterized
by p = [x, y] where x, y denotes coordinates of a point in Ω.I
denote the intensity of the image at position (x, y) and at time
t by I(x, y, t) as well as the velocity v of the image pixel p
by

ṗ = v = (vx, vy) = (
dx

dt
,
dy

dt
) (1)

Based on the brightness constancy assumption of the pixel p
during the time increament dt I can write

I(x+ vxdt, y + vydt, t+ dt) ≈ I(x, y, t) (2)

If the brigthness changes smoothly with x, y, t I expand the
left-hand side of (2) by a Taylor series and obtain

I(x+ vxdt, y + vydt, t+ dt) = I(x, y, t) +

∂I

∂x
vxdt+

∂I

∂y
vydt+

∂I

∂t
dt+O(dt2), (3)

where ∂I
∂x denotes the first derivative of the function I with

respect to x and O(dt2) denotes the higher order terms. Due
to the small motion assumption I ignore in (3) the higher order
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terms. Substitutting (3) into (2) I obtain optical flow constraint
equation

∇I · v + It = 0 (4)

where ∇I = ( ∂I∂x ,
∂I
∂y ) denotes a spatial gradient, It = ∂I

∂t is
a temporal gradient and v = (vx, vy) denotes the optical flow
vector.
Remark, for each pixel, the equation (4) provides only a single
constraint for the two components of the optical flow vector
vx and vy . Only the component of the vector in the direction
of the spatial gradient is provided. It means that I cannot
determine optical flow uniquely only from such optical flow
constraint equation.We need some other constraints.
Lucas-Kanade’s local differential technique is one of the
most popular methods to calculate the optical flow. This
method assumes that the flow is essentially constant in a
local neighborhood of the pixel under consideration and solves
the basic optical flow equation (4) for all the pixels in that
neighborhood. Therefore we obtain the system consisting from
many equations (4) where the number of unknowns is lower
than the number of equations. The least square method is used
to find a solution to this system of equations. The optical flow
is a field which describes the movement of pixels between
two frames, often used for image sequences like movies. It
often forms the lowest level for motion analysis and is used
as input to higher level systems like segmentation and tracking
for interpretation. This system follows the same approach.
The optical flow field is determined for each frame of the
movie and is used to segment the frame into separate regions.
These regions are fed as input to an object tracking system
which determines information about the regions in the image
and matches them with regions seen in previous frames. This
allows us to track various objects through the scene.

Let Ω denotes a surrounding neighbourhood of a pixel [x, y]
under consideration of size N where each neighbour pixel is
represented as pi and p = (p1, ..., pN). Let us define a window
function W (p), p ∈ Ω. We let the weight of the center bigger
than others, i.e., the window function favors the center. Usually
W (p) is assumed to be Gaussian window. The size of the
window W is 5× 5, i.e., usually N = 25 pixels are used. Let
us introduce the error function for the optical flow vector v
for a pixel [x, y]

E(v) =
∑

p∈Ω

W 2(p)(∇I(p) · v + It(p))
2 (5)

This function simply sums the error of applying the flow vector
v to the spatial and temporal gradients of all surrounding
neighbours usin the optical flow equation (4). The error is
higher if the consider flow vector is not consistent with the
spatial and temporal gradients for the surrounding pixels.
The weights are used to diminish the importance of distant
neighbours. We are looking for v minimizing the error function
(5), i.e.,

minvE(v) = E(v⋆) (6)

Differentiating the error function (5) with respect to vx and
vy we get the following necessary optimality condition to the
minimization problem (6)

∂E

∂vx
=

∑

p∈Ω

W 2(p)(
∂I

∂x
(p)vx +

∂I

∂y
(p)vy +

∂I

∂t
(p)

∂I

∂x
= 0 (7)

∂E

∂vy
=

∑

p∈Ω

W 2(p)(
∂I

∂x
(p)vx +

∂I

∂y
(p)vy +

∂I

∂t
(p))

∂I

∂y
(p) = 0 (8)

Let us introduce notation:

W = diag(W (p1), ...,W (pN ))N×N , v = [vx, vy]
T (9)

A =




∂I
∂x(p1)

∂I
∂y (p1)

...
...

∂I
∂x (pN ) ∂I

∂y (pN )




N×2

(10)

b = −




∂I
∂t (p1)

...
∂I
∂t (pN )



N×1

. (11)

Using this notatiotion the system (7)-(8) can be written in the
matrix form

ATW 2Av = ATW 2b (12)

So, assuming the matrix

ATW 2A =

[
a11 a12
a21 a22

]

2×2

(13)

a11 =
∑

p∈Ω

W 2(p)(
∂I

∂x
(p))2

a12 =
∑

p∈Ω

W 2(p)
∂I

∂x
(p)

∂I

∂y
(p)

a21 =
∑

p∈Ω

W 2(p)
∂I

∂x
(p)

∂I

∂y
(p)

a22 =
∑

p∈Ω

W 2(p)(
∂I

∂y
(p))2

is invertible, the flow v for the image pixel p equals

v = (ATW 2A)−1ATW 2b (14)

D. Pose estimation of the augmented object

In the last step of the proposed method the projection matrix
of the augmented object is computed using the approach
from section III-A. However here this matrix projects [8] 3D
virtual object points positions on the 2D image plane in global
coordinates. First based on the intrinsic camera parameters
and the homography matrix the estimations of the rotation
and translation matrices as well as the projection matrix
are calculated. The homography matrix is calculated using
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Fig. 6: Blue circles marked tracked marker points.

maximum likelihood criterion and the coordinates of the model
and image points. For details see [8]. Next the components of
the projection matrix are refined by minimizing the square
of the Euclidean norm distance between the positions of the
geometric reference points on the marker and the positions of
the tracked marker points.

IV. RESULTS

The algorithm has been implemented in C/C++ and MinGW
environments. Moreover OpenCV 2.4 development library
was used for image processing and manipulations [11]. Then
OpenGL library is used for rendering 3D objects and com-
posing it into real scene. All tests were run on 8GB RAM
machine equipped with Intel i7 2640M 2.80GHz processor.
The processed images have 640 by 480 pixels resolution.
The marker presented in Fig. 4 was printed and displayed on
flat moving surface. Webcam was static. Results are presented
on Fig. 7. Right part of images show tracked marker, left part
present marker and the virtual object - standard openGL teapot.
All of those images presents marker from different perspective
and proper projection of virtual object.

V. EVALUATION

For evaluation of proposed method five criterias were used:
false/positive recognition, marker confusion, immunity of light
conditions, immunity of occlusion and speed performance.

1) False/positive recognition: This criteria indicate sensi-
tiveness for not recognize marker. First step of the
presented method detects marker tracking points and
passing marker points as input for second stage. If
second stage loose it’s stability in tracking marker points
methods fallback to detection stage. This robust solution
works stable until brightness constraint is violate or view
angle is to acute.

2) Marker confusion: indicates sensitiveness if marker is
recognized correctly. In presented case marker have four

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 7: Augmented virtual image - First column - marker de-
tection. Middle column marker points tracking. Right column
augumented virtual image

symmetric points any of them can be used as first feature
to track.

3) Immunity of light conditions: Lucas-Kanade method use
brightness constraint to track pixel movement between
two frames. This constraint is also required for presented
method. Selected marker has big contrast, so small
changes in image brightness not disturb stability of
presented method.

4) Immunity of occlusion: Optical flow is sensitive on
occlusion. When tracking point is vanished by to acute
angle or by other item occlusion Lucas-Kanade method
is not stable and observed point usually move to other
local minimum. Proposed method using only 4 points to
track marker and if any of them is not tracked correctly
methods loose stability. That triggers step back to marker
detection block.

5) Speed performance: One of the most important criteria
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Fig. 8: Time in microseconds.

Fig. 9: Frames per second.

for AR is real time performance. Figure 8 presents time
in microseconds to render each frame for 100 frames
video. Figure 9 showing that system works with average
20 frames per second. That is comparable with real time
performance.

VI. CONCLUSION

This paper presents a new approach for Augmented Reality
system based on Optical Flow method. The presented method
uses a marker for obtaining the position, scale and pose of
the virtual object. The proposed method runs in real time.
The marker is detected correctly when there is no brightness
change between image frames. All part tracking point from the
marker must be visible during tracking otherwise method be-
come unstable. The performed experiment shows that method
is working correctly when marker was moved.

Using Optical Flow method for Augmented Reality is con-
sidered by the author as the natural step forward in combining
marker and markerless method, and it will certainly become
much popular in the near future.

VII. FUTURE WORK

As presented methods gives good results in Augumented
Reality application, the next step should improve alghoritm
stability when one of tracked points is obscured. This method
is also sensitive to changing light conditions. Future work
should improve presented mehtod to be less sensitive for
changing light conditions.
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Abstract—The paper presents unsupervised method for 

word detection in recorded spoken language signal. The 

method is based on examining signal similarity of two analyzed 

media description: registered voice and a word (textual query) 

synthesized by using Text-to-Speech tools. The descriptions of 

media were given by a sequence of Mel-Frequency Cepstral 

Coefficients or Human-Factor Cepstral Coefficients. Dynamic 

Time Warping algorithm has been applied to provide time 

alignment of the given media description. The detection 

involved classification method based on cost function, 

calculated upon signal similarity and alignment path. Potential 

false matches were eliminated in the algorithm by comparing 

costs of the path subsequences to a threshold value. The results 

of the work could provide incentives to build affordable 

commercial or non-commercial solutions for specific and 

multilingual applications. 

 

Index Terms—Speech processing, speech analysis, pattern 

matching, keyword search, audio information retrieval 

I. INTRODUCTION 

URRENTLY one can observe increasing use of 

methods and techniques of digital processing of sound 

information for simple daily tasks. Many of these methods 

and techniques have been implemented in various types of 

mobile devices, having as a matter of principle, relatively 

small memory resources and being not efficient enough to 

fulfill their requirements to full extent. Two common tasks 

in this field are connected with speech recognition and 

speech synthesis. Due to the limited resources two models, 

especially in recognition, are being observed: low quality 

local processing for specific usage, high quality remote 

(Internet service-oriented) processing1 for wider usage. 

Regarding the described trend, in this paper the combination 

of both approaches were being adopted to word detection in 

recorded speech task.   

Word detection relates to problem of searching for a 

given word in a speech medium (container or stream). In 

                                                           
� This work was supported by Cybernetics Faculty (Military University 

of Technology, Warsaw, Poland) under the grant no. RMN/953/2014 
1 See: www.nuancehealthcaredeveloper.com, as an example of speech 

recognition/synthesis service and www.shazam.com, as an example of 

music excerpts recognition service. For legal notice see footnote 3. 

this paper only the solid container, such as: WAV, MP3 is 

concerned. The detection is usually given by the two [1] 

coupled values: position in medium (i.e. time code) and 

quality ratio. This problem is also recalled in contemporary 

literature as “keyword spotting2” (KWS) [2], [3] or “spoken 

term detection” [4] and usually refers to continues, 

unconstrained vocabulary speech. 

Classical solutions to this problem address two-step-

supervised approach where models such as hidden Markov 

model (HMM) or support-vector machine (SVM) are trained 

like in a typical automatic speech recognition (ASR) system, 

using Large Vocabulary Continuous Speech Recognition 

(LVCSR) methods [5] at the first step [6]. At this step the 

speech signal is divided into segments of equal-size, from 

which speech features are extracted. At the second step, 

appropriate algorithm is employed to determine the type of 

signal  present in each segment. 

Different approaches like this described in [1] base on the 

fact that for some applications it is not possible to have 

model trained, either due to lack of relevant training data or 

due to time-specific limitations. Moreover as maintains [7] 

by exploiting the structure of repeating patterns within the 

speech signal, unsupervised recognition task is made 

possible directly from an un-transcribed audio stream.  

Under the concept of the unsupervised matching process 

lay suitable speech features and a classification strategy. 

Speech signal cepstrum-based features like Mel-Frequency 

Cepstral Coefficients (MFCC) are those used extensively in 

nowadays ASR [8]. Interesting study on MFCC and its two 

siblings can be found in [9]. However that work hasn’t 

considered Human-Factor Cepstral Coefficients (HFCC), 

which had been introduced in [10] one year later. In [1] 

HFCCs are described as the closest to human perception 

system and therefore seen as more robust in this task.  

Concerning classification strategy mainly two are 

considered: HMM with Viterbi algorithm [2] and Dynamic 

Time Warping (DTW) [1]. Advantages and disadvantages of 

                                                           
2 Spotting task is strictly connected with pattern matching but usually 

without explicit requirement for further (a posteriori) verification. The word 

“keyword” usually occurs within a clause (not alone) or/and describes its 

context. 
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these approaches are discussed in [11]. Further in this paper 

the approach based on Dynamic Time Warping (DTW) for 

pattern matching has been chosen, as it does not require any 

modeling or training as compared to the HMM, but still 

enables one to mitigate temporal differences. 

II. PROBLEM STATEMENT 

A. Scenario and speech features  

In the paper the following scenario is considered. To an 

operator (a user) a container with recorded speech is 

provided. The operator has to search the speech content for 

the existence of specific words. The words are either not 

known in advance or are changing frequently. Moreover the 

recorded voice origin and its language is out of operator’s 

knowledge. The sound quality is low and its characteristics 

(especially the environment) are changing during analyzed 

period like in live telephone conversation. Still the detecting 

process is time-sensitive as the existence of specific words 

will result in more detailed examination and perhaps in 

appropriate human activity (like calling police or fire 

brigade). 

The presented scenario provides considerably limited 

usage of classical LVCSR methods because of too little 

knowledge of speech signal. The approach speculated here 

is directed to unsupervised methods, resulting in coarse 

detection, connected either with user interaction (i.e. 

hearing) or involving precise detecting methods. 

Proposed approach applied to the scenario has been taken 

from [1] but the innovative reference queries strategy has 

been proposed in this paper. The approach assumes at this 

point the choice of appropriate speech signal features. In the 

research two types of feature vectors have been used:  

− Mel-Frequency Cepstral Coefficients (MFCC), 

− Human-Factor Cepstral Coefficients (HFCC). 

MFCCs has been computed according to the following 

algorithm: 

1) given signal S has been windowed by Hamming 

window resulting in N segments, Nss ...1 ; 

2) each segment has been processed by short-time Fourier 

transform (STFT) with length of 51 ms and step size of 10 

ms; 

3) then the triangular filter bank has been developed with 

40 equally spaced mel-scale center frequencies if , 

40,...,1=i and with uniform bands controlled by the 

neighbor center frequencies 1±if  (see Fig. 1); 

4) in this step the actual filtering (or spectral smoothing) 

has been done, by multiplication of each STFT segment 

(representing magnitude spectrum) with magnitude spectrum 

of bands for MFCC; 

   
Fig. 1. Exemplary filter banks for MFCC and HFCC. HFCC filters 

corresponding to MFCC filters have narrower bandwidth, determined by 

(1). 

5) the result has been then decorrelated using Discrete 

Cosinus Transform (DCT). Finally only 15 the most 

decorrelated vectors (MFCC coefficients) have been kept.  

The concept of Human-Factor Cepstral Coefficients 

introduced in [10] employs congenial algorithm to the 

abovementioned. The essence of HFCC lays in filter design 

stage. In MFCC filter bands are determined by the spacing 

of the center frequencies which are equally distributed in 

mel frequency scale. In HFCC design filter center 

frequencies are still equally spaced in mel frequency scale, 

but unlike in MFCC filter bandwidth is treated as a 

parameter. This parameter determines filter bands’ endpoints 

(cut-off frequencies) using the following measure, called 

Equivalent Rectangular Bandwidth (ERB) [10]: 

Hz52.2839.9323.6)( 2
++= fffERB    (1) 

where f states for filter center frequency, expressed in kHz. 

As a result of using the approach, HFCCs are perceived as 

a better approximation of human auditory model [1], [10] 

than MFCCs and by incorporating appropriate scaling to 

ERB, by some factor, HFCC-based speech recognition can 

be under some circumstances treated as robust speech 

features to chosen applications [12].  

B. Textual query 

For the recalled scenario two reasonable approaches are 

emerging:  

1) Profile (or design and implement new) ASR system: 

write down a set of words likely to be searched for, gather 

relevant training set, then prepare, train and verify model of 

each word, according to chosen pattern learning method. Set 

the system to recognize only selected words from the trained 

set. In case of positive recognition register the time of 

related speech segment.   

2) Exploit Text-to-Speech (TTS) system to generate 

synthetic voice from the text (query). Transform the 

produced speech query to chosen speech feature’s space (the 

query becomes a pattern). Read a chunk of speech signal 

from the given source, transform it to the same speech 

feature space and apply appropriate classification strategy. 
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In case of detection (pattern matched) of the given word 

register the time of related speech segment.   

These approaches shall be amplified (or duplicated) to 

reflect language variations assumed in the scenario. 

Implementation of the selected approach could then take 

advantage of parallel processing technique s and search for 

the same word, translated to several languages, in the given 

speech signal. 

The second approach makes impression of being much 

more innovative and promising than the first one. While 

using TTS there is rather no limitation in producing new 

query, in ASR-based approach this task will be probably the 

most demanding, and resource consuming. Supporting 

argument is the existence of publicly available, free of 

charge online translators with speech synthesis features and 

accessible APIs, e.g.3: Google Translate, Bing Translator, 

Yandex Translate, etc. Based on this argument several 

queries can be created in less than a second.  

C. Similarity and alignment path 

Dynamic Time Warping is a known and still used with 

success speech classifier [3]. It is popular for readability of 

implementation and analysis as well as for relatively high 

recognition accuracy similar to HMM.  

In the overall look on DTW used in speech recognition it 

is to compare two feature vectors of different length 

(analyzed voice and the reference pattern) and to find an 

optimal alignment path P of both by stretching them with 

respect to time. P is usually calculated upon the local 

distance matrix (similarity matrix) from lower left corner to 

upper right corner of the matrix. Optimal means here the 

lowest cost path P for passing from one point of matrix to 

another within given constraints. Application of DTW to 

exemplary speech features vectors is presented in Fig. 2. 

The similarity refers to speech signal of the same phrase, 

spoken by the same speaker. Double reduced utterance 

tempo is observed in analyzed voice part.  

Building similarity matrix RAD , where A stands for 

analyzed voice feature vector and R stands for referenced 

pattern feature vector, is the first step considered in speech 

classification. Feature vector consists for either MFCC or 

HFCC coefficients computed for segments Nss ...1 . 

Individual element ( )rad ,  of similarity matrix, where 

ra, stands for specific element of vector A  and vector R  

respectively, is given by inner product [6]: 

( )
ra

ra

RA

RA
rad

,
, =              (2) 

 

                                                           
3 Author of the paper would like to strongly accent having nothing in 

common with the companies whose products were listed. The author is far 

from rating, comparing and criticizing these products. Names of the 

products have been presented in this paper only in relation to the 

contemporary, publicly available technology, not for marketing purposes. 

 
Fig. 2. Exemplary similarity matrices for MFCC and HFCC as well as 

corresponding aligning paths, received after applying DTW. The difference 

in image contrast between MFCC and HFCC indicates a higher MFCC 

features fuzziness. 

 

In the following step DTW algorithm is exploited to 

perform cost path computation. The algorithm is two-

staged4. At the first stage the calculation of an accumulator 

RAC , is performed (whereC is of size D ). The accumulator 

is a structure that contains at each of its point ( )rac , the 

value of accumulated lowest transition cost to this point 

from its neighbors, including the cost of lowest transition to 

the neighbors from theirs consequent neighbors until the 

starting point )1,1(c , retaining directional constraints, 

according to the recursion: 

( ) ( )

( )

( )

( )�
�

�
�

�

−

−

+++=++

1,

,

,1

min1,11,1

rac

rac

rac

radrac  (3) 

where: 1, ≥ra and )1,1()1,1( dc = . 

At the second stage the optimal aligning path P is created. 

Its creation is based on accumulator traceback, starting from 

its last point ),( RA NNc and ending in point )1,1(c  

recursively by searching across all allowable predecessors to 

each point. Because each point holds the value of the lowest 

transition cost to itself, the actual calculation of the path is 

based on choosing the next point upon the minimal value. 

 Presented algorithm is a type of conventional Dynamic 

Time Warping and it is regarded as slow and memory 

consuming [11], especially for aligning large sequences, 

therefore a practical usage could engage its specific 

modifications, like a multiscale approach [14]. Nevertheless 

in this for DTW has been used in the research described in 

the paper. 

D. Classification and verification  

DTW presented in preceding paragraph refers to global 

alignment of one feature vector to another (in time domain), 

such as these presented in Fig. 2 (on the right). In general 

this is not enough to classify the part of analyzed voice as 
detected word, with regard to referenced pattern. Moreover 

                                                           
4 The DTW algorithm used in the reported research, is based on the code 

originated with the project described in [13]. 
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as commonly RA NN >> holds, additional matching 

procedure shall be applied. The matching procedure is 

presented in figure Fig. 3.  

 
Fig. 3. Pattern matching procedure. Upper images present computed 

similarity between the pattern (the word “school” - synthesized woman’s 

voice) and analyzed voice (recorded man’s voice “school is closed today”). 

Images in the middle present global alignment path. Bottom images present 

resultant match: white strip is for the best match, gray strips are for 

remaining matches.  

After computation of aligning path P , the points 

PNpp ...1 lying on the path are being assigned weight values 

v  based on referring points of matrix RAD ,  and a path 

threshold PT , satisfying inequality (4). 

11: ≤−=≤ dvTP               (4) 

PT  controls the number of points suspected to indicate 

detected words. In Fig. 3 they are presented in the bottom 

images (as gray strips). As there could be several alleged 

word occurrences detected, indicated by subsequences: 
( ) ( )l

k

l

k
PN

pp ...
1

, ...2,1=l , the verification step is executed. 

This step consists of computing Longest Common 

Subsequence (LCS) with maximization criterion of 

cumulative weights of subsequences, i.e. the longest 

subsequence with the highest weights sum wins. It is worth 

noting that the minimal cumulative cost for a subsequence 

should be restricted by the second threshold value (called 

here sequence threshold), controlling the number of possible 

word reoccurrence.  

As a result of matching procedure, assuming only one 

occurrence of the searched word, the best match is projected 

to the analyzed voice time domain (see white strips in the  

bottom images of Fig. 3) and, according to the scenario 

assumed in research, presented to the operator as a speech 

signal.  

III. UNSUPERVISED KEY DETECTION 

A. Algorithm 

On the basis of literature search, especially  [1], [2], [3], 

[11], [12] and performed experiments, the following 

algorithm has been proposed to unsupervised key detection.  
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Fig. 4. Unsupervised key detection algorithm. 

Description of respective processing blocks, presented in 

Fig. 4 is the content of the previous paragraphs, except of 

the sliding window and signal preprocessing. Sliding 

window block represents the abstract of feeding the model 

(or the program etc.) with respectively short signal, which 

the model is able to process. The size of the window is to be 

determined before the start of examination. It is assumed to 

be the function of size of the query.  

Signal preprocessing is understood as applying standard 

digital signal processing techniques, at least but not limited 

to: silence cancellation, resampling and pre-emphasis 

filtering. 

B. Experiments 

A series of preliminary experiments have been conducted 

on the basis of methods and techniques of speech signal 

processing addressed in the paper, with regard to the 

presented algorithm. The target was to detect a word in a 

given speech medium by examining signal similarity of two 

analyzed media description: registered voice and referenced 

pattern, where the descriptions were given by a sequence of 

MFCC or HFCC coefficients.  

Dedicated research material has been prepared, which 

consists of five short (from 1 – 5 seconds) sentences in 

English language: spoken by one man (natural speech) and 

synthesized by six (free of charge) TTS systems with 

fourteen men voices, and nine women voices. This material 

has been stored on a hard drive in the WAV containers. 

The queries have been produced online by three TTS 

systems, different from these used in preparing research 

material. One TTS was the part of local operating system 

while two others were available through the World Wide 

Web via HTTP protocol. Nevertheless query generation was 

taking less than one second.  

The research material as well as the queries were of the 

following (different5) properties: PCM (lossless) codec, one 

channel, 16 bits per sample, sampling frequency: 8000 – 

22050 Hz, bit rate: 256 – 352 kbps. During examination all 

used sounds were resampled to 8000 Hz. The model (Fig. 4) 

was configured according to the guidelines from paragraph 

II.A. For HFCC ERB scaling factor of value 3 was used.  

                                                           
5 During material acquisition (except of the natural voice recording) 

there was not possible to influence sound properties.  
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Experiments have been conducted according to the 

following strategy: selected word to find (textual query) has 

been sent to the TTS system to obtain speech signal, the 

signal then has been read by program and compared with the 

entire research material according to the algorithm (Fig. 4). 

This has covered both situations: the existence and 

inexistence of the word in the examination set. 

C. Results 

Overall results have been presented in Table 1. “No 

detection” phrase used in the results means the percent of 

false negatives (lack of detection, when the word actually 

existed in the analyzed signal). Higher detection rate for 

HFCC, as well as lack of false negatives for these features is 

noticeable. Nevertheless MFCC present lower false 

detections.  
TABLE 1. OVERALL RESULTS BY SPEECH FEATURES 

Detected words No detection False positive 

MFCC 82,43% 4,05% 13,51% 

HFCC 85,14% 0,00% 14,86% 

 

The results showed that the unsupervised detection of 

word in a given set is possible with relatively high detection 

rate. It is worth noting the lack of “no detection” results 

when using HFCC.  

In Table 2 the discrimination on the basis of speech 

source has been presented. The results give the overview 

that either male or female synthesized voice can be with 

success use to detect words in speech. 
TABLE 2. MEAN RESULTS BY SPEECH SOURCE 

Detected words No detection False positive 

Real speech 95% 0% 5% 

TTS (male) 80% 15% 15% 

TTS (female) 70% 12,5% 17,5% 

 

HFCC based detection gives better overall results in 

comparison with the MFCC method, but the results of the 

research don’t allow to make general statement for this. 

IV. CONCLUSION 

Results of the work presented in this paper are 

satisfactory, but still far from industrial standard. It is 

difficult to make direct comparisons with other related 

works as this work has been conducted partly on synthesized 

material. The following work shall be considered: (1) 

applying multiscale approach (like presented in [13]) for 

bypassing fully different signal parts, and analyzing these 

initially consonant parts on higher resolution, (2) parallel 

processing: for searching the multilingual queries, as well as 

increasing detection reliability based on information fusion.  

Moreover additional study on less speaker-dependent 

features should be done, to limit the number of false 

positives.  

The main problem in the approach (especially while 

applying DTW and LCS) that cannot be fully circumvent is 

the determination of  the threshold values. The mitigation of 

the problem could employ computation of the values  based 

on query or signal properties. 

In general view of this work, its results could provide 

incentives to build affordable multilingual commercial or 

non-commercial solutions for specific applications. 
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Abstract—The HUGO project, published at 2010, can be
considered as one of the most promising direction in the de-
sign of highly undetectable steganography. The main idea of
that approach is to minimise the embedding impact from the
steganalysis point of view. This goal is achieved by using trellis
codes in the embedding procedure, the Viterbi algorithm (VA)
and the SPAM features. But the optimality of VA was kept still
unclear because a generic purpose of VA is to correct errors
with trellis codes instead of embedding secret information. The
first goal of the current paper is to prove the optimality of
VA application in its generalised form proposed about 30 years
ago by one of the authors of this paper. The second goal is to
optimise the parameters of the trellis code check matrix for better
undetectability of stegosystems.

Index Terms—stegosystem, images, HUGO project, trellis
codes, generalised Viterbi algorithm.

I. INTRODUCTION

STEGANOGRAPHY (SG) is the information hiding tech-
nique that embeds the hidden information into an innocent

cover object (CO) under conditions that CO is not corrupted
significantly and that the presence of the additional informa-
tion in CO may not be detected. This goal entails an obvious
requirement: the embedding impact has to be minimised from
the steganalysis point of view. Moreover, it does not mean that
the number of changes into CO just after embedding should be
minimised because the changes “weights” may differ, hence
a minimisation of changes into CO does not necessary results
in the minimisation of SG detectability.

The assumed most effective stegoanalytic method is the so
called blind steganalysis based on the transition probabilities
of the Subtractive Pixel Adjacency Matrix (SPAM) features
model between neighboring pixel of the image and CO along
8 different directions [1], [2].

Let X ∈ Rn1×n2 be a grey scale cover image and let
Y ∈ Rn1×n2 be the resulting image after embedding using
some stego-algorithm. Let D(X,Y ) be the distortion of the
stegoimage and the cover image, in the sense of ability of
the SPAM stegoalgorithm to distinguish X and Y . Up to an
enumeration of the pixel array, any image X can be regarded
as an array x = (xi)

n
i=1, with n = n1n2.

The additive distortion function chosen for SPAM and
Highly Undetectable steGO (HUGO) [3] is

(X,Y ) 7→ D(X,Y ) =

n∑

i=1

ρi |xi − yi| (1)

where, ρi ∈ R+ ∪ {+∞} is the weight coefficient (the cost
of changing the i-th pixel), xi, yi are the values of the i-th
pixel at X and Y respectively. All changes are restricted to
±1 increments, so that the following inequality holds after
±1-embeddings in LSB:

∀i with 1 ≤ i ≤ n : |xi − yi| ≤ 1.

The additive form of (1) means that detectability of SG does
not depend on the correlation between the embedded bits.
That assumption holds when the changed pixels are located
sufficiently far from each other, which in turn holds when the
embedding rate is relatively low.

Two immediate problems arise in the design of effective
SG:

1) How to choose adequately the weights (ρi)
n
i=1?

2) What is the best coding method for changing pixels
according to their weights?

In order to find the pixel weights to be used at (1), for each
i ∈ {1, . . . , n}, let Y (i) be the image X with the i-th pixel
changed. Then, ∀j ∈ {1, . . . , n} : |xj−y

(i)
j | ≤ 1. Let us pick

ρi = D(X,Y (i)).
The weight D(X,Y ) can be calculated as proposed in [3],

as the addition of two sums:
T∑

d1,d2=−T

w(d1, d2)

∣∣∣∣∣
∑

k∈U

(
Ck

d1d2
(X)− Ck

d1d2
(Y )

)
∣∣∣∣∣+

T∑

d1,d2=−T

w(d1, d2)

∣∣∣∣∣
∑

k∈V

(
Ck

d1d2
(X)− Ck

d1d2
(Y )

)
∣∣∣∣∣ (2)

where the map Ck
d1d2

is calculated, in line with the SPAM
features, as the Markov transition probabilities for the eight
directions at U ∪ V , with

U = {←,→, ↑, ↓} and V = {ց,տ,ր,ւ}.
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In particular, for the case of the horizontal direction (→), for
any integers d1, d2 ∈ [−T, T ]:

C→
d1d2

(X) = Pr
(
D→

i,j = d1 & D→
i,j+1 = d2

)
(3)

where for 1 ≤ i ≤ n1 and 1 ≤ j ≤ n2 − 1,

D→
i,j = Xi,j −Xi,j+1.

As in [3], we consider a weight function of the form:

w(d1, d2) =

[√
d21 + d22 + σ

]−γ

(4)

for some optimised parameters σ > 0 and γ > 0. It is well
known [1] that in order to minimise the number of changes
among pixels of the CO, a syndrome coding may be used:

H y = m (5)

where y is the block of stego-image bits of length n = n1n2,
m is a block of information bits of length k that should
be embedded into y and H is a (k × n)-matrix chosen for
encoding. Next, among all the solutions y, for given m and
H , it is necessary to select those providing minimum number
of changes between y and its CO block x. At [1], a technique
to solve this problem was presented, and it is especially simple
for the Hamming code with a specific check matrix H . But in
our case it is necessary to minimise not the number of changes
in CO but the distortion function D : (X,Y ) 7→ D(X,Y )
given by (1). It seems to be similar to a transition from
hard decoding to soft decoding in communications where
trellis codes using Viterbi algorithm for decoding can be more
favorable than block codes, using some algebraic decoding
algorithms. Nevertheless there exists a significant difference in
the solution of the matrix equation (5) with respect to y given
m with minimising the distortion function D given x as a CO
and the solution of the error correction procedure equation
Hm = y, given some distance between y and x. Fortunately,
there exists the so called generalised Viterbi algorithm (GVA)
proposed in 1984 [4], [5] that is able to describe both error
correction and also steganographic embedding problem in
analytic form without execution on trellis graphs.

This method of stegosystem design based on trellis codes
and GVA becomes clearer and gets a strict justification. We
describe GVA and its application to steganographic problem
design in the Section II.

Results of matrix optimisation, which are obtained by
simulation with the use of GVA, are presented in Section III.
Section IV concludes the paper.

II. APPLICATION OF GVA TO THE SG SYSTEM DESIGN
PROBLEM

Let us state a problem that results in a natural solution
within GVA [4], [5].
Problem. Find

x̃N = argmin
xN

ΛN (xN ) (6)

where

ΛN (xN ) =

N∑

k=1

λ(ξk) with

ξk =

{
(x1, x2, . . . , xν) if k ≤ ν
(xk−ν , xk−(ν−1), . . . , xk) if k > ν

where 0 ≤ ν ≤ N − 1, each entry xj is in the set X ,
card (X) = r, and λ is a real function defined on the set
of finite length real sequences. Here, the goal at (6) is to
minimise, but it can be to maximise, as well.

The stated problem can be solved through an algorithm
introduced at [5]:

1. Find x̃1 = argminx1
Λν+1(x1, x2, . . . , xν+1).

2. Find x̃2 = argminxs
Λν+2(x̃1, x2, . . . , xν+2).

...
s. Find x̃s = argminxs

Λν+2(x̃1, . . . , x̃s−1, xs, . . . , xν+s).
...

N − ν. Find (x̃N−ν , . . . , x̃N ) = argmin
(xN−ν ,...,xN )

Λν+2(x̃N ), where

x̃N = (x̃1, . . . , x̃N−ν−1, xN−ν , . . . , xν+s)

It is easy to see that for all steps, except the last one, the
number of calculations for every argument is at most rν+1

and the last step requires at most rν operations.
We note that the conventional VA is a particular case of

GVA with ν = 1. Then we get:

ΛN (xN ) = λ(x1) + λ(x1, x2) + · · ·+ λ(xN−1, xN ). (7)

If we assume now that each xk in (7) is the state of trellis
on the k-th step and λ(xk, xk+1) is the length of branch from
the state xk to the state xk+1, then the decoding problem for
convolutional code presented by trellis diagram is equivalent
to a minimisation of (6). But fortunately, GVA can be used
also for a situation of embedding problem for SG given by (5)
that seems to be at a single glance completely different than
correction of errors by convolutional codes.

Let us consider a matrix H in (5) that has the “step-wise”
sliding form based on a submatrix H̃ of order t×w pictured
at Fig. 1.

In order to simplify further the description, let us consider
the particular case of t = 2, w = 2, and H̃ = [hij ]1≤i,j≤2.
Let us assume also k > 0, and n = 2k. Then equation (5) can
be written as follows:




h11 h12 0 0 · · · 0 0
h21 h22 h11 h12 · · · 0 0
0 0 h21 h22 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · h11 h12



y = m (8)

with

y = [y1 · · · y2k]
T

m = [m1 · · · mk]
T
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H =




h11 h12 · · · h1w 0 0 · · · 0 · · · 0 0 · · · 0 0 0 · · · 0
h21 h22 · · · h2w h11 h12 · · · h1w · · · 0 0 · · · 0 0 0 · · · 0

...
...

... h21 h22 · · · h2w · · · 0 0 · · · 0 0 0 · · · 0

ht1 ht2 · · · htw

...
...

...
...

...
...

...
...

...
...

...
... ht1 ht2 · · · htw

...
...

...
...

...
...

...
...

...
...

...
... h11 h12 · · · h1w 0 0 · · · 0

0 0 · · · 0 0 0 · · · 0 · · · h21 h22 · · · h2w h11 h12 · · · h1w




Fig. 1. H as a step-wise sliding matrix.

determining the equation system

h11y1 + h12y2 = m1

∀j = 2, . . . , k − 1 :
h21y2j−3 + h22y2j−2 + h11y2j−1 + h12y2j = mj

h11y2k−1 + h12y2k = mk

(9)
It is possible to apply GVA to solve the system (9) given
the column vector M and X providing a minimisation of the
weight

D(X,Y ) =

2k∑

j=1

ρj |xj − yj |.

This algorithm can be performed through the following
steps:

1) Build the Table of variants (ŷ1, ŷ2) for all possible tuples
(y3, y4) satisfying equation (9), for j = 2, and minimise
the function

Λ1 = ρ(x1, ŷ1) + ρ(x2, ŷ2),

where ρ(xi, yi) = ρi|xi − yi|.
2) Build the Table of variants (ŷ3, ŷ4) for all possible tuples

(y5, y6) satisfying equation (9), for j = 3, and minimise
the function

Λ2 = ρ(x1, ŷ1) + ρ(x2, ŷ2) + ρ(x3, ŷ3) + ρ(x4, ŷ4),

where ρ(xi, yi) = ρi|xi − yi|.
Proceed similarly up to the last equation at (9).

Example. Let k = 3, ρi = 1 for i = 1, . . . , 6, x = 101110
and m = 100. Then the matrix H is

H =




h11 h12 0 0 0 0
h21 h22 h11 h12 0 0
0 0 h21 h22 h11 h12




=




1 0 0 0 0 0
1 1 1 0 0 0
0 0 1 1 1 0


 .

In line with (8) we have

H y = m (10)

where

y = [y1 y2 y3 y4 y5 y6]
T

m = [1 0 0]
T

y1 y2 y3 y4 (∗) Λ1

1 0 0 0 1 −
1 1 0 0 0∗ 1
1 0 0 1 1 −
1 1 0 1 0∗ 1
1 0 1 0 0∗ 0
1 1 1 0 1 −
1 0 1 1 0∗ 0
1 1 1 1 1 −

(*) Left side of the second equation in (9)
Asterisk means that left side of the second equation of (9) coincides with
m2 = 0.

TABLE I
VALUES OF Λ1 .

y3 y4 y5 y6

0 0 0 0
1 1
0 0 0 1
1 1
0 1 1 0
1 0
0 1 1 1
1 0

TABLE II
ADMISSIBLE TUPLES (y1, y2, y3, y4).

1) In order to satisfy the first equation in (9) we get two
possibilities (y1, y2) = (1, 0), and (y1, y2) = (1, 1).

2) For all possible pairs (y3, y4) and (y1, y2) which are
obtained in the Step 1) we get the possibilities to satisfy
the second equation in (9) shown at Table I.

In Table I there are presented also the calculation results of
the values Λ1 for “survived” strings (with an asterisk). Next
in Table II we present all possible pairs (y3, y4) satisfying to
the corresponding equation in (9) for every pair (y5, y6).

By combining the Tables I and II, we get Table III present-
ing all possible(y1, y2, y3, y4) tuples for every pair (y5, y6)
and corresponding to them, the values Λ3.

Now it is possible to minimise Λ3 by selecting a pair
(y5, y6). This gives two optimal tuples y = 101100 and
y = 101010. It is easy to see that each of these tuples requires
one change of the tuple x and satisfies the equation (10).

This approach can be extended to any “step-wise” matrix
generated by shifting the (t × w)-submatrix H̃ . Then the
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y1 y2 y3 y4 y5 y6 Λ3

1 1 0 0 0 0 4
1 0 1 1 1
1 1 0 0 0 1 5
1 0 1 1 2
1 1 0 1 1 0 2
1 0 1 0 1
1 1 0 1 1 1 3
1 0 1 0 2

TABLE III
VALUES OF Λ3 .

complexity for GVA will be of the order O(kwt 2wt) with
respect to operations.

III. OPTIMISATION OF H̃ BY SIMULATION WITH GVA

Let us consider initially the case with ρi = 1, for i =
1, . . . , n. This means that we try to minimise the number of
changes into the image pixels after embedding against the sizes
t and w of a randomly chosen submatrix H̃ . The results of
simulation are shown in Fig. 2 where relative changes

ν =
card ({i| xi 6= yj})

n

are presented on the vertical axis.
From Fig. 2 it can be seen that it is sufficient to bound the

sizes of the submatrix H̃ as t ≤ 15, w ≤ 10, at least for the
case ρi = 1, for i = 1, . . . , n.

But it is more interesting to investigate the undetectability
of SG based on syndrome embedding under the condition
that the SG detection is performed by blind SVM-based
steganalysis with the use of SPAM features (see (2)-(4)). The
experiment has been arranged as follows: The image base was
taken similar to those considered in [6]. Since the embedding
procedure is very time-consuming the images were reduced to
lesser sizes. The weight coefficients ρij in (1) were calculated
by (2), (3) with the weight function (4) after optimization of
parameters σ and γ. At the training SVM stage both 500
images with and without embedding were used. During the
testing SVM stage, there were executed 500 images with
and without embedding. This HUGO-based algorithm was
compared with conventional ±1 embedding algorithm taken
with the same embedding rate R = k

n , where k is the number
of embedded bits and n is the number of image pixels. As a
criterion of stegosystem undetectability, it was used (in line
with a recommendations [1]) the averaged error probability

Pe =
1

2
(Pm + Pfa)

where Pm is the probability of SG missing and Pfa is
the probability of SG false alarm. The value Pe has been
minimised at the cost of SVM threshold optimization.

The results of simulations are shown in Tables IV and V.
We can see from these Tables that the use of the HUGO trel-

lis code-based SG offers some advantages in undetectabilities
against a conventional ±1 in LSB embedding SG.

(a)

(b)
Fig. 2. Relative changes of image pixels after embedding based on trellis
codes with n1n2 = 105. (a) against the matrix parameter t given w, and (b)
against the matrix parameter w given t.

Image size Embedding rate R = k
n

Pe

16× 16 0.4 0.27
64× 64 0.4 0.176

128× 128 0.2 0.1780
128× 128 0.4 0.123
256× 256 0.4 0.099

TABLE IV
THE PROBABILITIES OF INCORRECT ±1 SG SYSTEM DETECTION (Pe) FOR

DIFFERENT IMAGE SIZES AND EMBEDDING RATES R.

It is worth to note that the undetectability of SG, even in
the case of a trellis code-based embedding (used with the
HUGO project), depends significantly on the image texturing.
We have found that the greater is the degree of texture, the
most frequent undetectability of the corresponding image.
Qualitatively, image texturing means that the image has a
presence of precise contours, while not texture images have
sliding luminance changing and noisy background. Numeri-
cally image texture can be estimated by the parameter [1]

tn =
1

n1n2

∑

ij

(
max

k
Bk

ij −min
k

Bk
ij

)
(11)
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Image size R = k
n

SPAM parameters Pe

T σ γ

16× 16 0.4 10 10 4 0.337
64× 64 0.4 10 10 4 0.24

128× 128 0.4 10 10 4 0.162
128× 128 0.2 10 10 4 0.269

TABLE V
THE PROBABILITIES OF INCORRECT HUGO SG SYSTEM SPAM-BASED

DETECTION (Pe) FOR DIFFERENT IMAGE SIZES AND EMBEDDING RATES R

Fig. 3. Example of a low texture image.

where Bk
ij is a (2× 2)-pixel block with (i, j)-coordinates and

k is the k-th pixel of this block.
On Fig’s. 3 and 4 there are shown examples of images with

low and high texture coefficient tn, respectively.
As it can be seen by (11), in order to calculate a measure

of image texture tn it is necessary to divide the image on
disjoint (2×2)-blocks and next to calculate for every block the
difference between maximum and minimum pixel luminance
of this block.

In Table VI there are presented the averaged error detecting
probabilities for HUGO-based SG after embedding of mes-
sages into the images with different texturing. For both SVM
training and testing phases 500 images from different image
sets were used.

We can see from this Table that, in fact, the level of image
texturing affects very significantly on SG system detectability.
It seems to be recommended to select for SG embedding such
images, which have large texture level. But on the other side
it can be looking suspiciously with point of steganographic
usage view. Maybe it is better to embed the amount of secret

Fig. 4. Example of a high texture image.

Image size tn R = k
n

SPAM parameters Pe

T σ γ

64× 64 < 0.194 0.4 3 10 4 0.012
64× 64 > 5.28 0.4 3 10 4 0.391

TABLE VI
THE ERROR DETECTING PROBABILITIES FOR HUGO-BASED SG AFTER

EMBEDDING OF MESSAGES INTO THE IMAGES WITH DIFFERENT
TEXTURING.

bits depending on the level of image texture.

IV. CONCLUSION

A new generation of stegosystems with the use of trellis
code-based embedding is very promising because this ap-
proach minimises an embedding impact with the point of view
blind SVM-SPAM based steganalysis. This is the so called
HUGO project developed recently [3].

But our main contribution into this direction is to make
more clear and to prove rigorously that the use of generalised
Viterbi Algorithm is in fact the optimal embedding procedure
jointly with trellis codes.

With the use of this method we have shown experimentally
that HUGO-based SG has significant advantage against simple
stegosystems (like LSB or ±1 algorithm). We have found also
that the level of image texturing is very important in a choice
of images intended for embedding of hidden messages with
high undetectability.

We agree with the importance given to “Open Problem 1”
in [7], namely the design of effective coding schemes for non-
additive distortion function.

GUILLERMO MORALES-LUNA ET AL.: USING THE GENERALISED VITERBI ALGORITHM 859



REFERENCES

[1] J. Fridrich, Steganography in Digital Media: Principles, Algorithms, and
Applications, 1st ed. New York, NY, USA: Cambridge University Press,
2009.

[2] T. Pevny, P. Bas, and J. Fridrich, “Steganalysis by subtractive pixel
adjacency matrix,” Information Forensics and Security, IEEE Transactions
on, vol. 5, no. 2, pp. 215–224, June 2010.

[3] T. Pevný, T. Filler, and P. Bas, “Using high-dimensional image models to
perform highly undetectable steganography,” in Proceedings of the 12th
International Conference on Information Hiding, ser. IH’10. Berlin,
Heidelberg: Springer-Verlag, 2010, pp. 161–177.

[4] V. Korzhik, “A generalization of Viterbi algorithm on the case of channel
model described by additive Markov channel,” in Proc. of IV Intern’l
Symp on Information Theory, Part II, 1984, pp. 109–111.

[5] V. Korzhik and Y. Lopato, “Optimal decoding of convolutional codes in
channels with additive markov noises,” in Proc. of IV Intern’l Symp on
Information Theory, Part II, 1984, pp. 35–40.

[6] P. Bas, T. Filler, and T. Pevný, ““Break our steganographic system”:
the ins and outs of organizing BOSS,” in Proceedings of the 13th
international conference on Information hiding, ser. IH’11. Berlin,
Heidelberg: Springer-Verlag, 2011, pp. 59–70. [Online]. Available:
http://dl.acm.org/citation.cfm?id=2042445.2042452

[7] A. D. Ker, P. Bas, R. Böhme, R. Cogranne, S. Craver, T. Filler,
J. Fridrich, and T. Pevný, “Moving steganography and steganalysis
from the laboratory into the real world,” in Proceedings of the First
ACM Workshop on Information Hiding and Multimedia Security, ser.
IH&#38;MMSec ’13. New York, NY, USA: ACM, 2013, pp. 45–58.
[Online]. Available: http://doi.acm.org/10.1145/2482513.2482965

860 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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Abstract—Nowadays the effective and fast detection of fruit
defects is one of the main concerns for fruit selling companies.
This paper presents a new approach that classifies fruit surface
defects in color and texture using Radial Basis Probabilistic
Neural Networks (RBPNN). The texture and gray features of
defect area are extracted by computing a gray level co-occurrence
matrix and then defect areas are classified by the applied RBPNN
solution.

Keywords-Co-occurrence Matrix, Texture Analysis, Pattern
Recognition, Probabilistic Neural Network.

I. INTRODUCTION

IN ORDER to ensure the quality standard required in
orange production lines, companies need trained people

to inspect the fruits while they move in a conveyor belt.
These experts classify oranges according to several categories
based on visual features. However, for fast and precise quality
standards, this approach is not competitive and sometimes
unreliable. Therefore is paramount to use of an automatic
system based on intelligent methods [1], [2], [3], [4], [5], [6].
The aim of this paper is to investigate the applicability of the
Artificial Intelligence (AI) methods based on soft computing
for detection of external defects of the fruits. Several methods
based on more specific image acquisition are reported in [7],
[8], [9], [10], [11], [12], [13]. Wen and Tao developed a near-
infrared vision system for automatic apple defect inspection,
see [14], While some recent advances in feature extraction
for images and biometrics are reported in [15], [16], [17],
[18], [19]. Zion et al. introduced a computerised method to
detect the bruises of Jonathan, Golden Delicious, and Hermon
apples from magnetic resonance images by threshold tech-
nique. The algorithm was only able to discriminate between
all-bruised and non-bruised apples and was not applicable to
on-line detection. Pla and Juste presented a thinning algorithm
to discriminate between stem and body of the apples on
monochromatic images. However, the task of classifying the
calyx and defected parts in real-time was missing. Yang and
Marchant used the ‘flooding’ algorithm for initial segmenta-
tion and ‘snakes’ algorithm for refining the boundary of the
blemishes on the monochromatic images of apples. Miller

et al. in [20] compared different neural network models for
detection of blemishes of various kinds of apples by their
reflectance characteristics.

From the said research, and according to the current lit-
erature, we can conclude that Multi-Layer Back Propagation
(MLBP) gives proper recognition rates and also that increased
complexity of the neural network system did not yield to
better results [21]. Leemans, segmented defects of ‘Golden
Delicious’ apples by a pixel-wise comparison method between
the chromatic (RGB) values of the related pixel and the
color reference model. The local and global approaches of
comparison were effective, but more research was needed.
In his further research work, Leemans [22] used a Bayesian
classification method for pixel-wise segmentation on chro-
matic images of ‘Jonagold’ apples. Machine vision systems are
successfully used for recognition of greenhouse cucumber fruit
using computer vision [23]. A method for the classification and
gradation of different grains (for a single grain kernel) such
as groundnut, Bengal gram, Wheat etc., is described in [24].
The effect of foreign bodies on recognition and classification
of food grains is given in [25]. Some researchers have used a
neural network approach to the color grading of apples [26].
All these studies show that it is hard to define geometric or
spectral properties for the fruit skin.

Most of the industry treatments such as washing and
packing are highly automated, while the most important ver-
ification steps (e.g., inspection and grading in quality) are
still performed manually, around the world. For this reason,
we propose an efficient classifier based on fruit skin texture
analysis, which can be implemented in manufacturing expert
systems [27]. A new automatic classifier of oranges defects
based on co-occurrence matrix and probabilistic neural net-
works is presented in the following sections. Orange is an
important fruit of Mediterranean countries and it is well-
known for its considerable anti-microbial, anti-viral, potent
anti-oxidant properties. High-quality products are the basis for
the success in today’s highly competitive market. Currently,
manual inspection is being used in order to determine the
orange quality. The increasing demand for quality assurance
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Fig. 1. Different sample of oranges used for this work. From left to right and top to bottom: Two normal oranges, an orange with several surface defects, a
morphology defect, an orange with color defect, and an orange affected by a black mould.

requires simple and reliable sorting methods. The use of com-
puter vision systems enables the detection of external quality
defects. The objective of this study was to investigate the
applicability of a method for detection of external defects and
an automatic orange’s classification system. For this purpose,
the development of a classifier based on textural features of
images, captured with a digital camera, was evaluated. The
proposed technique is very robust and can identify specific
defects like: surface defect, morphological defect, color defect,
black mould or recognise a normal fruit. In fact, our RBPNN
model is able to correctly attribute the samples to the correct
defect groups with an overall error of 2.75%.

II. FRUIT CLASSIFICATION TECHNIQUE

In previous years, several types of image analysis techniques
are applied to analyse the agricultural images such as fruits and
vegetables, for recognition and classification purposes. The
most popular analysis techniques that have been used for both
recognition and classifications of two dimensional (2D) fruit
images are color-based and texture-based analysis methods.

A. Fruit classification based on shape

Shape based classification of fruits is based on various
features like area, perimeter, major axis length and minor
axis length. For calculating shape features an RGB image
is converted into a gray scale image. After conversion into
gray scale, the image represents a luminance intensity scale.
There is a difference in intensity values for an object to be
classified and its background, hence a threshold value is used
to separate an object from its background. According to this

threshold value, a gray scale image is converted into a binary
image in which the value greater than the threshold is 1 and
the value lower than the threshold is 0. With the help of this
binary image different shape features are computed. The most
common shape features are computed from the image area,
perimeter, major axis length and minor axis length.

B. Fruit classification based on color

RGB color space is converted into another color space such
as HSV and for all the converted color space values, the mean
and standard deviation are calculated. Each fruit image gives
different values of mean and standard deviation, therefore
assisting its classification.

1) HSV Color Space: HSI stands for hue, saturation and
intensity. Then, for an image the color attribute is given by hue
and the amount by which the pure color is diluted by white
is given by saturation. The RGB components are separated
from the original image, and the Hue (H), Saturation (S) and
Intensity (I) components are extracted from RGB components.
Equations (1), (2) and (3) are used to evaluate Hue, Saturation
and Intensity of the image samples.

H =

{
θ B ≤ G
360− θ B ≥ G

θ = cos−1
{

1
2

(
⌊(R−G)+(R−B)⌋

⌊(R−G)2+(R−B)
√
G−B⌋

)} (1)

The saturation component is given by:

S = 1−
(

3

R+G+B

)
[min(R,G,B)] (2)
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Fig. 2. An orange with some surface defects and the segmentation
preprocessing result: the background is removed in order to analyse the orange
surface only.

The intensity component is given by:

I =
1

3
(R+G+B) (3)

C. Fruit classification based on texture

Texture is classified by the spatial distribution of gray
levels in a neighborood. It also helps in surface and shape
determination. Gray level co-occurrence matrix is used to
calculate different texture features [28]. There are two methods
that can be used to calculate the texture feature of an image.
One is the statistical texture analysis; the other is the structure
of texture analysis. The former is the most conventional.
Statistical texture analysis methods include spatial autocorrela-
tion method, Fourier power spectrum method, Co-occurrence
matrix method, gray level difference statistics method and trip
length statistics method. Color mapping co-occurrence matrix
(CMCM) is used to extract the texture information from a
skin image. Gray level co-occurrence matrix (GLCM) is used
to extract texture features in an image. It represents the form
of tabulation which contains different combinations of pixel
brightness values (gray levels) that occurs in an image. To
calculate the different texture features like entropy, energy,
homogeneity and dissimilarity, a gray level co-occurrence
matrix is created.

Fig. 3. The saturation (above) and hue (below) histogram related to the orange
depicted in Fig. 2. The result shown in Fig. 2 is obtained by thresholding the
saturation histogram shown here.

III. CLASSIFICATION PROCESS OF THE ORANGE DEFECTS

The European Union defines three quality classes (extra,
class I and class II) for the fresh oranges with the tolerances of
5% and 10% by number or weight, respectively. The oranges
in the extra class must be of superior quality with no defects
or irregularity in shape, whereas the class I and class II can
contain defects up to 1 cm2 and 2.5 cm2, respectively. All
defect types in oranges contribute roughly equally to the final
grading decision as local color, structural or textural variation
of oranges.

In our classifier the defect detector uses a set of masks
to recognise regions on the orange image. The defect is
characterised by a discontinuity in the skin pigmentation. The
features extracted from the orange images in either spatial or
frequency domain can be used for classification. The external
surface quality is directly related to the marketing and sales.
Our automatic grading system can significantly improve the
accuracy and consistency, while at the same time eliminating
the subjectivity of manual inspection. The defects that we
are able to detect on the external surface are caused by two
reasons:

• Pre-harvest and Post-harvest diseases, like: diplodia and
phomopsis stemend rot, splitting, pitting, green and blue
mold, sour and brown rots, anthracnose, etc.

• Mechanical damages during transportation.
The defects on the orange fruit are characterised by different
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textures. Among various textures, we categorised defect types
like:

• Pitting, which is caused by mechanical damage or re-
duced gas exchange during transportation. Pits can co-
alesce to form irregular patches and brown to black
blemishes.

• Splitting is caused by the inability of the outer skin to
hold the weight of the whole fruit. The outer skin of the
citrus fruit splits and the inner pulp gets exposed. The
defective region is usually brighter when compared with
the normal skin.

For the research we used a data set obtained after process-
ing high quality orange images and defective quality orange
images, for a total of 400 acquired images that are obtained
by rotating and rearranging fruit samples. Color values (RGB-
channels) as local features, are directly related with the images,
so in our classifier they were introduced into the system
without any change.

IV. PROPOSED TECHNIQUE FOR ORANGE FEATURE
EXTRACTION

The foreground region (orange) then can be segmented
out from the background by using the Hue and Saturation
histograms of the image. In order to extract the features,
the pictures have been firstly segmented and the background
removed. This latter stage is very fast and its computational
weight can be neglected, since it only uses the saturation
histogram and a saturation threshold having value 0.049.
Figure 2 shows an orange with several surface defects and
the segmentation result, while Figure 3 shows the saturation
and hue histogram of the same orange.

In addition to the segmentation using its HSV represen-
tation, we use color histogram and GLCM (Gray level co-
occurrence matrix) to find quality classes corresponding to the
orange qualities. For practical applications, the original input
variables are typically preprocessed to transform them into
some new space of variables where the pattern recognition
problem will be easier to solve. This preprocessing stage is
called feature extraction, see [29]. Preprocessing is performed
in order to speed up computation and improve the classifica-
tion performance [30]. We then selected useful features that
are fast to compute and allow easy discrimination [31]. A
feature set suitable for the classification should be insensitive
to significant translations and have a very low correlation.
Therefore, we base the extraction of features on the array
of co-occurrence matrix, see [32]. Co-occurrence matrix is a
single level dependence matrix that contains relative frequen-
cies of two coordinate elements separated by a distance d. As
you move from one pixel to another on the image, entries of
the initial and final pixels become the coordinates of the co-
occurrence matrix to be incremented, which in the end will
represent structural characteristics of the image. Therefore,
moving in different directions and distances on the image will
lead to different co-occurrence matrices.

For each image we have calculated three co-occurrence
matrices: one for each channel Hue, Saturation, Value. The ob-

tained features represent the area of the orange, the background
(the contrast, like gray level uniformity), gray level correlation
between neighbours, sum average and sum variance. The
features were calculated from the normalised co-occurrence
matrix for d = 1 and four main directions: 0◦, 45◦, 90◦ and
135◦.

Since the use of the co-occurrence matrices leads to a course
of dimensionality, we use five statistical descriptors of these
matrices which use a co-occurrences gray level matrix. This is
to calculate the number of adjacent pixels repetitions with the
same gray level in the whole image. The statistical descriptors
are the five textural features derived from the co-occurrence
matrices.
Angular Second Moment: Consists of the sum of the squared
elements in the co-occurrences matrix taken by pairs

ASM =

Ng∑

i=1

Ng∑

j=1

[P1(i, j)]
2
. (4)

Contrast: The global contrast of the image (also known as
variance or inertia) measures the contrast intensity between a
pixel and its neighbours

Contrast =
1

(Ng − 1)2

Ng∑

i=1

Ng∑

j=1

(i− j)2P1(i, j). (5)

Correlation: Measures the relation of a pixel and its neigh-
bours. The degree in which if the gray level of a pixel
increases, its neighbour also increases

Correlation =

Ng∑
i=1

Ng∑
j=1

(1− µx)(j − µy)P1(i, j)

σxσy
, (6)

where the expected values are expressed as

µx =
∑Ng

i=1 i
∑Ng

j=1 P1(i, j)

µy =
∑Ng

j=1 j
∑Ng

i=1 P1(i, j)
(7)

and σx, σy which are the variances of all the values of the
class that feature belongs to

σ2
x =

∑Ng

i=1 (i− µx)
2 ∑Ng

j=1 P1(i, j)

σ2
y =

∑Ng

j=1 (i− µy)
2 ∑Ng

i=1 P1(i, j)
. (8)

Gradient Module: Is a measure of the degree of asymmetry of
a distribution around the mean. It is obtained by calculating
the third central moment of the distribution. If the obtained
value is zero, it means that it is centered (like the normal
distribution). If it is positive, it is asymmetrical to the right,
and if it is negative, to the left

GM =
∑Ng

i=1

∑Ng

j=1 P1(i, j)f(i)
2

f(i) = i−Ng + 1
. (9)

Intensity symmetry: Is a measure of the variation of the texture
if the grey levels are reversed

IS = 1−
Ng∑

i,j=1

|P1(i, j)− P1(Ng − 1− i, Ng − 1− j)| . (10)
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Fig. 4. A representation of our Radial Basis Probabilistic Neural Network (RBPNN) with maximum probability selector module. On the right the RBPNN
layers model: NF is the number of features, NS is the number of samples and NG is the desired number defects to identify.

Firstly, we use the information from the co-occurrence
matrices [33]. These matrices represent the spatial distribution
and the dependence of the gray levels within a local area. Each
(i, j) entry of the matrices represents the probability of going
from one pixel with a gray level (i) to another with a gray level
(j) under a predefined distance and angle. More matrices are
formed for specific spatial distances and predefined angles.
From these matrices, sets of statistical measures are computed
(called feature vectors) for building different texture models.
In our case four angles, namely 0°, 45°, 90°, and 135°, are
considered as well as a predefined distance of one pixel, in
the formation of the co-occurrence matrices. Therefore, we
have formed four co-occurrence matrices. A contrast equation
(5) is used to calculate five parameters respectively, 0°, 45°,
90°, 135°, at limited distance one and 0° at a limited distance
ten. This feature set extraction has a low dimensionality and
a good discriminatory power. The features, e.g., mean and
standard deviation, are extracted from each of the detail as
well as the approximation sub-windows, and then fed into
the Artificial Neural Network (ANN) classifier for defect
classification. If the edges are not clearly defined, then the
features extracted from such images are not useful. Training,
testing, and validation of neural networks are performed using
sample images.

V. THE SELECTED RBPNN
The proposed RBPNN (Fig. 4) is an implementation of a

statistical algorithm called kernel discriminant analysis, see
[34], in which the operations are organised into a multi-layered
feed-forward network with four layers: an input layer, a pattern
layer (the first hidden layer), a summation layer (the second
hidden layer), and an output layer. Basically a RBPNN consists
of an input layer, which represents the input pattern or feature
vector. The input layer is fully interconnected with the hidden
layer, which consists of the example vectors (the training set
for the PNN [35], [36]). One other important element of the
RBPNN is the output layer and the determination of the class
for which the input layer fits. This is done through a winner-
takes-all approach [37]. The output class node with the largest
activation represents the winning class. While the class nodes
are connected only to the example hidden nodes for their
class, the input feature vector connects to all examples and
therefore influences their activations. It is therefore the sum
of the example vector activations that determines the class

of the input feature vector. In RBPNN algorithm, calculating
the class-node activations is a simple process. For each class
node, the example vector activations are summed, which are
the sum of the products of the example vector and the input
vector, see [38]. Input neurons are used as distribution units
that supply the same input values to all the neurons in the
first hidden layer (such neurons are called pattern units). Each
pattern unit performs the dot product (·) of the input pattern
vector u by a weight vector W(0). Then each pattern unit
performs a nonlinear operation on the result. This nonlinear
operation gives output x(1) that is handed to the following
summation layer. While the common sigmoid function is used
for a standard FFNN, in our BPTA for presented PNN the
activation function is exponential. Therefore for the j neuron
the output is where σ represents the statistical distribution
spread

x
(1)
j ∝ exp

( ||W(0) · u||
2σ2

)
. (11)

In the proposed model, while preserving the PNN topology
[39], in order to obtain RBPNN capabilities, the activation
function has been substituted with a Radial Basis Function
(RBF). Moreover, there is the equivalence between the W(0)

vector of weights and the centroids vector of RBNN, which
in our classifier are computed as the statistical centroids of all
the given input sets. We name ρ the chosen RBF, then the new
output of the first hidden layer for the j neuron is

x
(1)
j , ρ

( ||u−W(0)||
β

)
, (12)

where β is the distribution shape control parameter, similar to
σ used in (11).

The second hidden layer in our RBPNN is a PNN. It com-
putes weighted sums of received values from the preceding
neurons. This second hidden layer is called summation layer
with the output of the k summation unit

x
(2)
k =

∑

j

Wjkx
(1)
j , (13)

where Wjk represents the weight matrix. Such weight matrix
consists of a weight value for each connection from the j
pattern unit to the k summation unit. The summation units
work as the neurons of a linear perceptron network. The
training for the output in the applied model is performed
similarly to RBNNs.
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Fig. 5. The results of the identification proposed by our system at validation
time: the circles show the effective class of the oranges, while the crosses
show the identification output given by the implemented system.
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Fig. 6. The errors of identification of the proposed system: the circles identify
the false negative results, while the crosses the false positive results.

VI. EXPERIMENTAL RESULTS AND CONCLUSIONS

In our RBPNN classifier, defects were grouped into cat-
egories: surface defect as bruises (class 2), morphological
defects (class 3), slight color defects (class 4), black mould
(class 5) and a category of good fruit (class 1). The proposed
classifier has been tested on a large number of image orange
samples collected in a database. This section shows 400
samples of different defects of fresh orange surface include
stab wounds, bruise, abrasion, sunburn, injury, hail damage,
cracks and insect pest damage and good oranges. Fig. 6
shows the different recognitions. Our RBPNN model is able
to correctly attribute the orange samples to the correct defect
groups with an overall error of 2.75% (see Table I).

The proposed solution enabled us to obtain a fast and
efficient automatic classification system for fruits defects.

TABLE I
A BRIEF STATISTICAL ANALYSIS OF THE RESULTS BY CLASS.

Number of False False
Class Fruit condition samples negative positive

1 Normal fruit 85 0 3
2 Surface defect 97 2 2
3 Morphological defect 71 5 1
4 Color defect 83 3 3
5 Black mould 64 1 2

Number of Correctly Overall
samples classified error

Overall classfication 400 389 2.75%

Although in an early stage of development, still such a system
could be proposed on large scale for industrial applications, as
well as for an implementation into programmable hardware.
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Abstract—This paper describes a face recognition algo-
rithm using feature points of face parts, which is classi-
fied  as a  feature-based method.  As recognition  perfor-
mance depends on the combination of adopted feature
points,  we utilize  all  reliable  feature points  effectively.
From moving video input,  well-conditioned face images
with a frontal direction and without facial expression are
extracted. To select such  well-conditioned images, an it-
eratively minimizing variance method is used with vari-
able input face images. This iteration drastically brings
convergence to the minimum variance of 1 for a quarter
to an eighth of all data, which means 3.75-7.5 Hz by fre-
quency on average. Also, the maximum interval, which is
the worst  case,  between the two  values with minimum
deviation is about 0.8 seconds for the tested feature point
sample.

I. INTRODUCTION

HERE are two major methods for face recognition [1];

one  is  the  feature-based  method  which  uses  feature

points at the endpoints of facial parts. The other is the holis-

tic method, which processes the whole face region without

decomposing regions into feature points. The former method

has become unpopular  because it  is  difficult  to detect  ac-

curate feature points automatically. The latter method is now

popular. However, Kathryn  Bonnen and Anil K. Jain  have

recently proposed the effectiveness  of  a  component-based

method which uses facial parts in detail, rather than globally

recognizing face information [2]. The  holistic method con-

ventionally  analyzes the  whole  face  region  at  once  to

achieve robust  recognition.  The  component-based  method

utilizes  separate  regions  of  the  eyebrows,  eyes, nose  and

mouth, and performs dedicated recognition for each separate

region,  then  integrates  the  results.  The  component-based

method implies that it is now possible to detect facial parts

before face recognition. The performance of the component-

based method is  better than that of  the single holistic face

recognition method.

T

The  performance  of  face  recognition  has  improved  re-

cently [3], and the results of various contests  have been re-

ported  [4-6].  In  those reports,  recognition  of frontal  faces

was considered as an easy task and more complicated condi-

tions with age changes and with expressions are now tar-

geted. Then, the basic face recognition technology is left in

popular  development activity. The recognition rate is  now

97.5% for the frontal face without expressions [7], and it is

still  a  difficult problem to realize 100% recognition for the

frontal face without expressions.

One of the disadvantages of feature-based methods using

feature points of face parts is that it is difficult to detect fea-

ture points correctly [1]. On the other hand, many devices

are presented in the holistic methods with additional cases,

such as faces with a non-frontal direction, under bad lighting

conditions,  and  with  facial  expressions.  However,  for  all

cases, the recognition rate of the face is up to 99.90%, with a

false acceptance ratio (FAR) of 1%. It is now difficult to re-

duce the FAR value since the recognition rate is at the upper

limit. 

In  this paper, we consider the feature-based method be-

cause it provides high-precision results if the feature point

detection works well  and if its work  successfully provides

digital  precision, while the holistic method views a whole

face image  with rough ambiguity at most.  Recognition im-

proves for a well-conditioned image from the frontal direc-

tion and without facial expression. We use moving video as

the input  and automatically extract  the best  shot  from the

frontal  direction and  without  expression,  and  use the best

shot images for registering the face image and matching in-

put and registered face images. To obtain the best shot from

an input video sequence, there are two methods using fea-

ture points. One involves maximizing the distance between

feature points while viewing the input sequence. The other

involves  minimizing  the variance  of  the distance  between

feature points. In  this paper, the latter method will be de-

scribed.

One of the methods using feature points of 3D presented

by Drira et al. [8] performs 99.2% utilizing distances of 3D

curves for faces without expressions. Another method using

3D mesh and the distance function in a wavelet-transformed

domain under bad lighting conditions presented by Toderici

[9] outperforms the 2D case. However, the recognition ratio

is not so high. Guillaumin et al. presented an improvement

using  a  learning  method  utilizing  the  nearest  neighbor

method to feature point distances [10].
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II.PREVIOUS METHODS AND IDEAS FOR IMPROVEMENT

In contests for face recognition, the recognition ratio for

still  pictures is reported to be 0.92 for rank 1 [4].  Further

contests with age changes and with expressions are reported

[5-6].  Also,  most of  these  studies and  reports  settle  some

values of FAR (False Acceptance Ratio) or FRR (False Re-

jection  Ratio),  real  distinguishing ability  is  not  realized.

From these results, the number of people that the face recog-

nition system can distinguish without using any other infor-

mation such as ID numbers is several hundred to a thousand.

The so-called face-pass that permits a person to pass an au-

thentication gate with only a face identification system with-

out using an ID card does not make a service for more than

thousand people. To improve the basic distinguishing ability

of the number of people recognized and increase it above a

thousand is the object of this paper. 

To improve the recognition  ratio,  it  is  important  to  en-

hance the processing methods in the first stage of the system

to acquire larger distances of feature values between people,

not to incorporate additional conditions of age changes, ex-

pressions lighting conditions etc. 

Fig.1 Feature points with the same name neighborhood[10]. 

III. FACE RECOGNITION USING FEATURE POINT DISTANCE 

A. Proposed system[11][12]

Fig.2 shows the proposed face recognition system. Using

input  N  frames,  the  best  shot  frame  is  selected  by  the

method to be described in the following section. The best

shot frame is registered in a database before recognition. At

recognition, the best shot frame is selected and is verified

using data in the database. The feature points  of face parts

are detected from the input face image. The detection is per-

formed using software developed by Milborrow et al. [13]

[14]. The software is based on the Active Shape Model and

detects 77 feature points on the frontal face image. After de-

tection of the feature points, two compensation operations of

rotation and scale normalization are performed. 

A(1) Rotation compensation[12]
The rotation compensation is to rotate at an angleθ which

is a slope between the edges of both eyes. The rotation oper-

ation matrix shown in (1) is applied to the (x,y) coordinates

of all feature points.

[XY ]=[cosθ −sin θ

sinθ cosθ ][ xy ] (1)

After  this  rotation  compensation, both  eyes  are  aligned

horizontally.

Fig.2 Face recognition system

A(2) Size and position normalization
Next,  normalization according to the size is  performed.

This operation is applied to all feature points at the same rate

as changing the size of a specified face part to a fixed size.

In actual, let NF be

NF=sc/(X coordinate  of  the left  edge  of  the left  eye  – X

coordinate of the right edge of the right eye) (2)

Then, multiply this NF to all X and Y coordinates.

Position normalization is applied by moving all points in

parallel after the size normalization. Let  the  input X and Y

coordinate values of the first feature point be (In(0),In(1))

and the registered values be (Reg(0),Reg(1)), then the paral-

lel  movement  value  for  X  is  Reg(0)-In(0),  and  for  Y is

Reg(1)-In(1)).

B. Best Shot Detection methods from video

An advantage of using video for face recognition is that it

can utilize well-conditioned data and discard poorly condi-

tioned data. Therefore,  video provides temporal continuity,

so  classification  information  from  several  frames  can  be

combined  to improve  recognition  performance [15].  Also,

tracking of detected facial regions is possible and the system

can  be  expanded to  carry  out  facial  expression  detec-

tion [16]. 

Two methods of obtaining the best  shot are considered.

One  is  maximizing  the  length  between  the  two  feature

points.  Another  is  removing the  value  with  greatest devi-

ation to minimize variance. 

B (1) Maximizing Length Method

A moving head in the input video shows a three- dimen-

sional rotation pattern. Figure 3 is a face with a frontal direc-

tion and without a facial expression, which is the best shot.

We will detect this kind of best shot image from all varying
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data. As for the Y and X axes rotations,  the distances be-

tween feature points can be reduced by three-dimensional

displacement and there is no data for compensation from the

single  camera  environment.  The  Maximizing  Length

Method involves selecting a frame in which the distance be-

tween feature points is the maximum in all data. 

Fig.3 Regular face with frontal direction and without facial expression.

B (2) Minimizing Variance Method

The Minimizing Variance Method is used to remove irreg-

ular data from the total data to obtain concentrated data with

smaller  variance.  The method  actually removes  iteratively

the largest value distant from the temporal average value and

makes a new data set. Figure 4(a)-(d) shows the iterative re-

moval status for the case of a pre-obtained time sequence

data set of feature points. The asterisks in Figure 4(a)-(c) in-

dicate the largest value at each stage. A removed value is re-

placed by a dotted line. From Figure 4(a) to (c), two values

are removed one after another, and the third largest value is

marked in Figure  4(c). The same processes are repeated to

reach Figure 4(d), which shows a temporally small variance

as if the iteration may converge to a fixed average with the

smallest variance.

C  Estimation of the number of distinguishable people

To distinguish one person from all the other persons using

the detected feature points, the values should be clearly dif-

ferent  to  each other. To reduce the FAR and FRR, the de-

tected  feature  point  values  should  have  meaningful  dis-

tances. Here, we try to estimate the distance distribution for

a larger number of testers from a smaller number of testers.

The distance between two feature points on a face is a fea-

ture value. Let us consider a distribution of this feature val-

ues that are length data. We assume this distribution is nor-

mal with mean m and standard deviation σ.   

Fig.5 shows a one-dimensional  distribution for a feature

value of a distance between two values. The distribution is

made from the data of many testers. When this distribution

is normal, the value of a sample taken from the data set ran-

domly is considered to form a random sequence with this

distribution.

Fig. 6 shows  an example. This shows  the  minimum dis-

tance among data taken one after another from data with  a

distribution  of mean m and standard deviation  σ.When this

minimum value  goes  below a threshold,  i.e. 1,  we cannot

distinguish at least one person among the data using the fea-

ture value. When the minimum value remains larger than the

threshold,  we can distinguish all people in the taken sam-

ples. Fig.6 shows the case of m=16, σ=4, 8, 16, 32, 64. The

horizontal axis is the number of samples taken.  This graph

shows that the minimum value goes below the threshold for

more than 5-20 samples. 

IV. EXPERIMENTS

Four experimental items are carried out in the following

sections.  The  Minimizing  Variance  Method  (MVM)  de-

scribed in III B(2) is introduced in experiments to automati-
Fig. 4 Variance is reduced by removing the value with the greatest de-

viation.

Fig.5  Distribution of two different persons.

KAZUO OHZEKI, RYOTA AOYAMA, YUTAKA HIRAKAWA: MINIMUM VARIANCE METHOD TO OBTAIN BEST SHOT IN VIDEO 871



cally obtain frontal face images without expressions from in-

put moving video of a person speaking for face recognition. 

A. Reducing variance by MVM 

First, by adapting MVM described in III B(2) to use with

a recorded part of a video with a length of about one minute,

the  convergence  status  of  variances  is investigated.  The

number of  pieces of distances between feature points is the

combination  of  two  out  of  77  feature  points,  that  is

77
C

2
=2926 , where the total number of feature points is

77. For all this length data, let an initial value of the number

of frames according to the time direction be “n”. The algo-

rithm involves the following three steps;

a. Obtain the average length for time direction with the

total number of the lengths of n.

b. Remove the largest value that is distant from the av-

erage value. 

c. We get a new set of length data in which the number

of lengths is subtracted by 1. (n=n-1)

This process is repeated until we get n=1.

Figure  7 shows  four data which were randomly chosen

from  2926 results with graphs of variances as the process

above  proceeded.  The  variances  at  the  position  of  1000

times of iteration, which is about half the number of total it-

erations are greatly reduced. Also, at the position of 1500

times, which is about a quarter of the total number, the vari-

ance  is  almost below  1-2.  Other  results  show  nearly  the

same tendency, as shown in the graphs. 

B. Variation by the positions of feature points

Figure  8 shows all 2926 distance values between feature

points with well converging status according to the number

of  iterations.  The  numbers  of  iterations  are  from  500  to

1935, and their results are displayed overlapped. Figure 8(a)

shows  variances  with  the  iteration  numbers  of  500  and

above.  Fig.  8(b)  shows  1000  and  above,  Fig.  8(c) shows

1500 and above. These Figures show the variances reduce to

small values after 1500 iteration. And after 1750, almost all

variance data go below 2, and half of them seems to be be-

low 1. A quarter to an eighth of all data seem to be below 1,

which the input data are converge to stable values for regis-

ter and recognition. 

Fig.8 (a) Variances of distances between feature points converge as the
number of iterations increases from 500 to 1935.

Fig.8 (b) Partial variances of distances between feature points converge
as the number of iterations increases 1500, 1750, 1875, 1935. Enhanced

in the vertical direction.

C. Maximum interval between minimum variance data

After adapting the MVM to the length data, a quarter  to

an eighth of the resulting data forms a set with a small vari-

ance of 1-2. This quarter means  3.75-7.5  Hertz  in the time

Fig.  6 Minimum  distance  among  sampled  random  data.  m=16,
σ=64,32,16,8,4. This graph is based on a model generated by random
samples  from the  normal  distribution.  Five  values  can  be  sampled
keeping the distance values larger than 1 for all cases, which will be
used in a later section, to allow taking samples five times. The width
of windows is restricted to 13.

Fig.7 Variances of four distances between feature points converge as
deleting iterations.
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direction  because  the  original  data  was  30  Hertz.  Face

recognition can work at about 5Hz in the best conditions on

average. But the value of 5Hz is average and we must con-

sider the possible worst case. Then, the maximum interval

between  the  converged  data  with  small  variances,  which

shows the worst case for detecting the best shot, is searched

for. Figure 9 shows the maximum interval between the best

shot frames vs. thresholds of deviation between the average

value and the length value. The average values are the final

values obtained by experiment III-A.

D Estimation of the number of distinguishable people

For identification by face recognition, the number of 
distinguishable people will be estimated. The total number 
of feature values is 2926 as the pieces of distances between 

feature points. It is important to select feature values whose 
distance value is large enough to distinguish people. Fig. 10 
shows a hundred feature values from the first number. The 
number of feature values that have a distance larger than 5 
is 45. The distance value larger than 4 can be assumed to be 
the case of a standard deviation larger than 4 in Fig.6. From 
the curves of Fig.6, the number of valid samples to be 
distinguishable is 5. From this result, and if we take four 
more feature values (in total five feature values) we can find

the number of distinguishable people is 5
5=3125  [17]. If

we take one more feature value it will be 5
6=15625 .

We can estimate that there are at least five feature values

from  the  different  face  parts  of  an  eye,  an  eye  brow,  a

mouth,  a  nose,  and  a contour,  though the total  2926 data

points  may have  correlations  and  are  not  independent  of

each other. 

Fig.9 The maximum interval between the best shot frames vs. thresh-
olds of deviation between the average value and length value. Dots are
measured intervals. The value belongs to the best shot if it is smaller
than the threshold.

Fig.8 (c) Variances of distances between feature points converge as the
number of iterations increases from 1500 to 1935. For the 1750 case,
most feature values are below 2 and half of them are below 1.

Fig.10 Five distance values obtained by six testers. The horizontal axis is the numbering of 100 feature values out of 2926. The feature values that
have a distance of more than 4 are good distinguishable features for recognition.
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V.CONCLUSIONS AND FUTURE WORK

A new method of extracting the best  shot from moving

video input for face recognition is proposed. The best shot is

obtained  at  the  average  probability  of  1/4 to  1/8,  which

means 3.75-7.5 Hz in the time direction on average. The best

shot can be obtained for  all 2926 combinations of  feature

points. The maximum interval between the best shots is 0.8

second.  According to Fig6, feature values larger than 4 can

be  used  five  times  when  sampling  people.  According  to

Fig.10, more than five feature values can be used. The num-

ber of distinguishable people  can be estimated up to 3125

based on normal distribution. If we take six features, it im-

plies the features distribute within 4σ.

In the future,  how to select more reliable feature values

for 5σ will be studied.
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Abstract—In this work we study the methods for pedestrian
tracking in video sequences and indicate various applications of
these methods ranging from surveillance systems to aiding the
visually impaired persons. First, we define the general problem
of object tracking that comprises the tasks of object detection,
identifying the flow of object location in consecutive video images
and finally analysis of the tracked trajectory data. We review the
well known object tracking techniques i.e. the Mean-Shift and
the CAMSHIFT algorithm and discuss their properties. Then we
introduce the computational technique known as particle filtering
(PF) and explain how we have applied it to the tasks of pedestrian
tracking. We compare the PF approach against the Mean-Shift
and the CAMSHIFT algorithms in terms of tracking robustness
and the required computational demand. We conclude, that on
the tested video sequences, the PF tracker outperforms the Mean-
Shift and by a small margin the CAMSHIFT algorithm. The
PF tracker requires more computational power, however, its
tracking performance can be flexibly adjusted to the application
requirements.

I. INTRODUCTION

HUMAN BEINGS, whether in a standstill or in motion,
have an extraordinary visual capability of detecting

objects and tracking them in the environment. This powerful
property of the human visual system allows people, e.g. to
manoeuvre in crowded pavements without bumping into other
pedestrians. Implementation of object tracking functionality
in computer vision systems is a challenging task and has
attracted researchers’ interest for decades. This is because
there are numerous applications in which object tracking
is important. They range from civilian applications (human-
computer interaction, robotics, surveillance systems, crowd
sourcing systems) to military applications (guided missile
systems) [1], [2], [3]. Tracking of objects in video sequences
is a particularly difficult task due to the following reasons:

– varying illumination of the monitored scene,
– loss of depth information in mono-camera image acqui-

sition systems,
– varying size and shape of the tracked object (due to

changes in orientation and distance to the camera),
– occlusions of the tracked objects,
– motion of the tracking camera (i.e. both the tracked object

and the background move in reference to the camera).
The object tracking task can be subdivided into the three

major steps:

This work was supported by the European Union’s Horizon 2020 Research
and Innovation Programme under grant agreement No 643636 “Sound of
Vision.”

1) Object detection in a scene and determining its location
(i.e. applying methods for segmenting out the object of
interest from the background).

2) Identifying object position changes in consecutive image
frames, termed object tracking.

3) Analysis of the object tracking data (e.g. determination
of the motion trajectory, path prediction, etc.).

The latter processing step strongly depends on the application.
Our research goal is to develop a system that would serve as
a vision based travel aid for the visually impaired. Although,
a number of GPS-based navigation systems or remote guidance
systems were designed especially for the visually impaired,
they are expensive and offer poor position accuracy in urban
environments [4]. Also, electronic travel aids in which ultra-
sound or laser sensors are embedded into white canes and
also more advanced sensory substitution solutions (e.g. using
auditory display techniques) have not found wider acceptance
among the visually impaired users [5]. Our approach to aiding
the visual impaired in mobility and travel is to track the
position of a blind pedestrian in a city environment on the
basis of video sequences. Then the positioning data will be
integrated with the digital map data to work out the navigation
instructions for the blind user. Such a solution does not
require any additional hardware to be carried by a blind
pedestrian except for a mobile phone that would serve as
a communication device between the system and the user.

In this communication we report on our preliminary studies
aimed at developing and testing robustness of the vision based
object tracking methods with special focus on systems used for
pedestrians’ tracking. In Section II we review the related work
and highlight the widely used Mean-Shift and CAMSHIFT
object tracking algorithms. In Section III we introduce the
particle filtering algorithm and explain how we apply this
powerful computing technique to person tracking. In section
IV we describe the experimental tests of the algorithms and
evaluate their performance on example object tracking tasks.

II. REVIEW OF RELATED WORK

A. Object detection methods

Every tracking method requires an object detection tech-
nique to distinguish the tracked object from the background
and/or other objects. The result of tracking strongly relies on
the applied object detection method. These methods can be
subdivided into four categories [1]:
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– Point detectors are used to detect characteristic points in
a processed image (i.e. corners, edges). Among the most
commonly used methods are: the Moravec’s operator, the
Harris point detector and the Scale invariant Feature
Transform (SIFT). A comparative survey [6] provides
more information on the topic.

– Segmentation leads to partitioning an image into charac-
teristic regions (i.e. perceptually similar regions that can
be used for tracking). The Mean-shift clustering [7], [8],
the Graph-cuts and Active contours are within the most
relevant image segmentation techniques.

– Background modelling is based on an assumption that
moving objects appear on a very largely stable back-
ground [9], therefore the foreground can be obtained by
“subtracting” the estimated background image from the
current frame.

– Supervised classifiers that are based on a large collection
of labeled samples composed of feature vectors. Samples
are used as training data for the supervised learning
method to generate a function that maps inputs (e.g. ob-
ject features) to the desired outputs (e.g. class labels
unambiguously binding the object with given features).
These methods include neural networks, adaptive boost-
ing (e.g. Viola-Jones object detection framework used to
detect pedestrians [10]), decision trees and Support Vector
Machines (SVM) in many variations [3].

Among the image features commonly used in object tracking
are [1], [11]:

– Color is used as a feature in histogram-based methods,
where the object is represented by its appearance. Color
spaces such as L*a*b and HSV (Hue, Saturation, Value)
are more preferred in image processing, due to more
perceptual uniformity.

– Edges are strong changes in the intensity or color in
an image generated by object boundaries. Edges are less
sensitive to illumination changes than color features.

– Optical flow defines the apparent motion of an object by
a dense field of displacement vectors across consecutive
image frames.

– Texture of an object described by a number of properties
(such as lightness, density, regularity, linearity, direction-
ality, smoothness, etc. [12]) is an excellent feature to
track.

B. Approaches to object tracking

Object tracking techniques can be subdivided into the three
major categories:

– Point Tracking relies on the positions and motion
of points representing the target object in consecutive
frames. Therefore, object tracking can be defined as the
problem of finding points’ correspondences (Fig. 1a).

– Kernel Tracking relies on the shape or appearance of the
target object (referred to as kernel), which is represented
by a geometric primitive (e.g. a rectangular patch or
an ellipse), see Fig. 1b. The most popular representative

(a) Multi-point corre-
spondence

(b) Parametric trans-
formation of a rectan-
gular patch

(c) Contour evolution

Fig. 1. Different tracking approaches (source: [1])

(a)

(b)

Fig. 2. In the Mean-Shift algorithm (a) the search window size is fixed
throughout the tracking session, whereas in the CAMSHIFT (b) the search
window continuously adapts itself in size and orientation to fit the target object

of this category is the Mean-Shift [7], [8], [13] and
its modification, the CAMSHIFT (Continuously Adaptive
Mean-Shift) algorithm [14] (see Fig. 2).

– Silhouette Tracking relies on the information encoded
inside the region of a tracked object which usually, due
to the complexity of its shape, cannot be described well
using simple geometric primitives (Fig. 1c).

The idea of applying particle filtering to object tracking
was independently proposed by several research groups and is
described in [15], [16] and [17] among others. Although the
computational and probabilistic origins of the particle filter
usually remains (more or less) the same, different approaches
use different features to define the target model. Typically,
edge-based image features are used [18], [15], [19], but color-
based image features are also an option. The latter is even
more robust against the out-of-plane rotations (e.g., when
a person turns around), scale and rotation invariant [20], but
more sensitive to the illumination changes (as indicated in
Section II-A). For this reason, the color-based particle filter
has become the object of our study.

Reference [2] presents recent trends in object detection,
while [3] evaluates the state-of-the-art tracking algorithms.

III. APPLICATION OF PARTICLE FILTERING TO PERSON
TRACKING

A. Particle filter basis

Particle filtering, also called the Sequential Monte Carlo
(SMC) [21] method, is a simulation-based technique which
stems from the Monte Carlo method. The latter is a simple,
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yet effective, way of finding an optimal solution for multidi-
mensional problems by randomly generating a large number
of possible system states. This enables to observe the overall
system behaviour and select the best solution.

In the particle filter approach, the distribution of the st is
approximated by a set of so called particles. Every particle is
represented by the vector:

c
(n)
t =

[
s
(n)
t π

(n)
t

]T
(1)

where the superscript (n) denotes a particle number ranging
from 1 to N being the size of the particle set and t denotes
a time instant. Hence, the vector s

(n)
t represents the system

state, that is the variables of interest, π(n)
t is a particle weight,

i.e. a value that reflects how accurately a given particle
approximates the system state.

The posterior distribution of st is approximated by the
probability mass function:

p(st|y0:t) ≈
N∑

n=1

δ(s− s
(n)
t ) · π(n)

t (2)

where δ(·) is the Dirac delta function.
The algorithm can be summarized in its basic form as

follows [22]:
1) Initialization. At the algorithm’s outset, all particles’

states s
(n)
0 are randomly initialized according to a given

distribution. The weights π(n)
0 are assigned equal values

of 1
N .

2) Prediction. New particle states are predicted on the base
of the transition equation:

s
(n)
t = f

(
s
(n)
t−1,ut−1,w

(n)
t−1

)
(3)

where ut−1 is a driving vector and w
(n)
t−1 is the noise

vector introduced to the state due to the measurement
error of ut−1. Each particle is perturbed with an in-
dividually generated vector w

(n)
t−1; f(·) is the transition

function that calculates a new state on the base of the
previous one and the driving signals.

3) Measurement update. Each measurement zt updates
the weights of the particles by the equation:

π
(n)
t = π

(n)
t−1 · p

(
zt|s(n)t

)
(4)

where p
(
zt|s(n)t

)
is a conditional probability density of

measuring zt given the particle state s
(n)
t . Particles that

diverge in the long run from measurements will have
small weights π

(n)
t .

4) Weights’ normalization. For the sake of the next steps,
the weights need to be normalized so that they sum up
to 1:

π
(n)
t :=

π
(n)
t

N∑
i=1

π
(n)
t

. (5)

5) State estimation. The system state is the weighted
average of all particles’ states:

s̄t =
N∑

i=1

s
(n)
t · π(n)

t . (6)

6) Resampling. After a number of algorithm iterations,
all but a few particles have negligible weights and
therefore do not participate in the simulation effectively.
This situation is detected by calculating the so-called
degeneration indicator, expressed by:

dt =
1

N
N∑
i=1

(
π
(n)
t

)2
. (7)

As the weights start to differ, the dt indicator decreases.
If dt falls below a given threshold, then a process called
resampling is evoked and a new set of particles is
created. Resampling causes that the probability density
function of st is refined in the next iterations of the
algorithm. Thus, a better estimate can be found.

7) Go to point 2

B. Implementation of particle filter for person tracking

The implementation of the particle filter tracker described
herein is based on the idea behind the ConDensation Algorithm
[15], once implemented in the OpenCV library, yet presently
deprecated due to some imperfections in the resampling part.

Target object is represented by a rectangular patch (Fig. 4a).
Such representation is suitable for representing simple non-
rigid targets and works well in terms of kernel-based tracking
methods [1]. Target model is defined by a (8×8×4 bins) HSV
histogram of the target object’s representation and an initial
size of the representation rectangle (during the tracking pro-
cess it is scaled in relation to its initial size). Reduced number
of levels for the V-component of the histogram makes the
method less sensitive to the changes in lighting conditions.
The use of HSV histogram may, however, make the method
more sensitive to noise [1]. Current version of the algorithm
does not update the target model automatically, but a new
target model can be built on-the-fly.

Due to the fact that the principle of operation of the
particle filter was described in the preceding section, in the
subsequent paragraphs we would like to limit ourselves just
to the adjustments which make use of particle filter in object
tracking.
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a) Initialization: A set of N -samples is generated. Each
sample represents the quantities of the target object’s repre-
sentation and is defined by a state vector and an initial weight:

s = [x, y,
dx

dt
,
dy

dt
, k]T

s
(n)
0 = [x, y, 0, 0, 1]T for n = 1, ..., N

π
(n)
0 = N−1 for n = 1, ..., N

(8)

where (x, y) are the coordinates of the center of the represen-
tation rectangle,

(
dx
dt ,

dy
dt

)
represents velocity vector (motion

model), k is the scale of the representation rectangle in relation
to its initial size and N is the number of samples.

b) Evolution of the samples: In every new frame a state
of each sample is generated by a second order linear difference
equation based on prior observations:

s
(n)
t = A s

(n)
t−1 +w

(n)
t−1 (9)

where w
(n)
t−1 ∼ N(0,Qt) is a vector of multivariate normally

distributed random variates (stochastic component) and A is
a transition matrix (deterministic component) defined for state
vector (8):

A =




1 0 dt 0 0
0 1 0 dt 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




(10)

c) Weighting the samples: Each sample represents a hy-
pothetical location of the tracked object. To weight the sample
set, a histogram of each hypothetical target representation is
compared to the target model. To quantify similarity between
the two histograms, the Hellinger distance is used:

d
(n)
t =

√√√√1− 1

M
√
H̄1H̄2

M∑

u=1

H1(u) ·H2(u)

H̄k =
1

M

M∑

u=1

Hk(u),

(11)

where H1 and H2 are the histograms to be compared and
M is a total number of histogram bins. The result is a score
in range [0, 1], where the first value indicates a perfect match
and the latter a complete mismatch. The distance is used in the
measurement equation to update the weights of the samples,
according to:

π
(n)
t = π

(n)
t−1 · p(zt|st) (12)

π
(n)
t = π

(n)
t−1 ·

1

σ
√
2π

exp


−

(
d
(n)
t

)2

2σ2


 , (13)

where σ is the standard deviation. The higher the weight, the
higher chance that the particle will be drawn during the next
iteration (particles with the lowest weights are to be replaced).

TABLE I
DETAILS OF THE TEST VIDEO SEQUENCE

Parameter Value
Format 320 × 240 at 25 frames/s
Length 1017 frames (∼ 41 sec.)
Target object person
Keywords moving cam, moving target, non-rigid

target, rotation, similar distractors, full
occlusion, outdoor

Link to dataset [23] /datasets/seqI.zip

The state of the tracked object at a time-step t can be
therefore estimated as the mean state [15]:

s̄t = E
[
s
(n)
t

]
=

N∑

n=1

π
(n)
t · s(n)t . (14)

d) Re-initialization: The process of propagation of sam-
ples is being continued until the mean state moves off the
image or the probability of the mean state drops below
a certain threshold. It usually means that the target object
has been lost due to a mismatch between the predicted and
actual motion. In such scenario, particles are redistributed in
accordance with the continuous uniform distribution to re-
acquire the target:

s
(n)
t =




x
y

dx/dt
dy/dt
k



∼




U(0,Wimage)
U(0, Himage)
U(−0.05, 0.05)
U(−0.05, 0.05)
U(1.0, 2.0)




(15)

where (Wimage, Himage) is the size of the image.

IV. RESULTS OF EXPERIMENTAL TESTS

A. Test results and performance measures

The implemented PF tracker has been tested and evaluated
on a few short video sequences from the BoBoT benchmark
on tracking dataset [23]. Here we present results obtained
for one of the particularly difficult sequence which shows an
individual walking along a pavement and is being followed by
a camera (Fig. 4a). Ever and again a different person appears
and passes by, shadowing the tracked pedestrian (so-called
occlusion, cf. Fig. 4b), or is dressed in the same manner (so-
called similar distractor, cf. Fig. 4c), trying to confuse the
algorithm. Table I provides more details on the dataset.

The basic evaluation of the tracking algorithm relies on the
overlap rate calculated every frame of the video sequence and
defined as area(RT∩RG)

area(RT∪RG) , where RT is the rectangular region
of the tracking result and RG denotes the ground truth [3].
If the overlap is larger than or equal to 1/3, it is considered
a hit (as shown in Fig. 5), otherwise a miss of target is denoted.
Tests with a various number of particles show that N = 100
particles seems to be a good trade-off between accuracy and
processing time of the algorithm (cf. Fig. 3). An interested
reader is referred to the video sequence published at [25],
which shows how the result of the tracking algorithm depends
on the number of particles.
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Fig. 3. The mean of ground truth and the tracking result overlap for N = 100
particles is equal to 0.62, which seems to be a trade-off between accuracy
and processing time. Gray region is the standard deviation

(a) (b)

(c) (d)

Fig. 4. PF tracker in action — tracked person is being followed by “particles”
(each particle represents a hypothetical location of the tracked object). The
tracking result is an outline around the target. Blue semi-transparent rectangle
is the ground truth (source: [24])
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Fig. 5. Two examples of the ground truth (blue rectangle in the middle) and
the tracking result (red dashed rectangle) overlap of 1/3
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(a) CAMSHIFT (best 100 of 278,784 results)
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(b) Implemented PF tracker (for N = 100 particles)

Fig. 6. The ground truth and tracking result overlap per frame for the test
video sequence. Grey region is the standard deviation

Fig. 6b shows the overlap for each frame of the test video
sequence (mean of 100 iterations) using N = 100 particles.
At the beginning the overlap reaches up to 92% and oscillates
around 80% for most of the time. Each drop below 1/3
(a miss) is caused by a full occlusion, when the algorithm has
lost the target and needed to be re-initialized. Slightly worse
results in the last quarter of the video sequence are caused
by the out-of-plane rotation of the tracked individual. After
the person turned right, his right side is visible on the video
instead of his back, on which the target model used to be built
(as it was mentioned before, current version of the algorithm
does not update the target model automatically, yet an adaptive
approach is within the further work). Notwithstanding, the
results are satisfactory — the PF tracker copes well with
similar distractors and occlusions. A non-rigid target and
motion of both the camera and the target also pose no problem.

B. PF based tracker vs. the MeanShift and the CAMSHIFT

As indicated in Section II-B, color-based image features
are robust against the out-of-plane rotations, scale and rotation
changes. Additionally, the use of histogram matching results in
relatively low computational cost. For this reason, color-based
segmentation and tracking methods such as Mean-Shift and
its extension CAMSHIFT (Continuously Adaptive Mean-Shift,
cf. Fig. 2 upon the differences between these two methods),
both within the OpenCV library, gained great popularity over
the years.

CAMSHIFT is a parameter-free1 tracking technique. It re-

1In the OpenCV library user can, however, define the maximum number
of Mean-Shift iterations to converge
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TABLE II
COMPARISON OF THE CAMSHIFT AND THE IMPLEMENTED PF TRACKER

CAMSHIFT PF tracker
Mean of ground truth and
tracking result overlap

0.53± 0.06 0.62± 0.10

Mean of hit ratioa 0.79± 0.02 0.87± 0.04

Mean number of Mean-
Shift iterations per frame

1.90± 0.52 n.a.

Mean execution time per
frameb

0.73 ± 0.03 ms 5.55± 0.00 ms

aHit ratio is the percentage of overlaps greater or equal to 1/3.
bIt should be noted that both the PF tracker and the evaluation script for

the CAMSHIFT were implemented in Python, which tends to be slow.

quires a probability image of the target object (i.e. the back-
projection of the object histogram) and an initial search
window. Our test CAMSHIFT-based pedestrian tracker was
based on the sample from the OpenCV library source code. It
utilizes the HSV histogram of the target object masked with
a binary image resulting from the thresholding of the initial
image of the target object with different boundaries of colors.
The purpose of masking was to extract as much of the target
object from the background as possible to avoid false positives.
A total number of over 270,000 different masks were used and
only first one hundred results in terms of mean overlap were
taken into account. The results are presented on Fig. 6a and
tabulated in Table II.
As one can note, in several cases the CAMSHIFT-based pedes-
trian tracker performs marginally better than the implemented
PF tracker, although the mean overlap and hit ratio of the
former one are clearly lower. The CAMSHIFT-based tracker
is also firmly faster. Please bear in mind though, that the result
of the CAMSHIFT tracker strongly relies on the probability
image of the target object. In this context it was selected
carefully so as to correspond strictly to the video sequence
used.
Finally, we encourage the reader to watch our short compari-
son video sequence available at [24].

V. CONCLUSIONS

In this study we have undertaken the problem of object
tracking in video sequences with a special focus on pedestrian
tracking. Our objective was to compare the performance of the
Mean-Shift and Camshift trackers to the powerful computation
technique known as particle filtering. We have explained theo-
retical background of the PF and shown how we have adapted
it for the purpose of pedestrian tracking. From the tests of the
compared trackers on example video sequences (shot from a
camera in motion) we conclude that the PF can outperform the
the Mean-Shift and Camshift trackers. This is, however, at the
cost of higher computational demand (cf. Table II summarizing
quantitative comparison of the performance of the compared
trackers). We argue, however, that the PF can be employed
to track multi-modal distributions, i.e. that are not confined
to Gaussian distributions. Finally, the strong advantage of the

PF is that its computing implementations can be mapped to
parallel processing architectures with a flexibly chosen number
of particles. Our intention is to employ the developed tracking
technique in a multi-camera video system aimed at aiding the
visually impaired in mobility and navigation.
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Abstract—The  paper  presents  a  proposal  of  sensor  fusion
combining  data  derived  from  a  Kinect  device  and  high-
precision sensors. The main idea was to enhance the tracking of
a  human  arm  in  order  to  obtain  precise  coordinates.  The
Kinect plays the role of a calibration device and sensors' data
are used in kinematics equations for enhanced tracking of the
arm. This way the resulting information has less uncertainty
and can be directly transmitted to another system, e.g. robotics
one. The system has been implemented using kinematics-based
approach with transformation operators as well as quaternions.
In  terms  of  accuracy  the  main  result  is  that  the  Kinect
performs very similar with sensors.

I. INTRODUCTION

HE idea of creating a device that allows to recognize
human body shape in details without having to hold any

remote  controller  on  it  inspired  Microsoft  to  create  the
Kinect device (2010). It was a very novel and extraordinary
approach  to  the  challenge.  Soon,  the  Kinect  attracted
researchers  in  many  fields,  especially  from  robotics  and
computer  vision,  as  well  as  some communities  that  have
released various SDK for Kinect allowing to use it as a kind
of  measurement  tool.  Since  the  lunch  of  the  Kinect  for
Windows a lot of papers have been devoted to the scientific
application of this device.

T

Some papers may serve as tutorials, e.g. for calibration of
the Kinect imaging sensor [12], or help while building a new
Kinect-based  system  [9],  or  source  of  references  [4]  for
Kinect-based  computer  vision  researchers,  covering  topics
which  include:  preprocessing,  object  tracking  and
recognition, human activity analysis, hand gesture analysis,
and indoor 3-D mapping, and many others.

In the beginning, researchers presented novel approaches
to  human detection  using  depth  information  taken  by the
Kinect  [21],  methods  of  obstacles  detection  where  the
Kinect  was  used  as  a  capturing  device  [14],  methods  to
quickly and accurately predict  3D positions of body joints
from a depth image [17].

Later,  considered  problems  became  more  complex  or
sophisticated.  The  Kinect  was  used  to  evaluate  noise,
accuracy, resolution, and latency of tracking skeletons; and
measure the range in which the person being tracked must
be  in  order  to  achieve  these  values  [7].  Another  tested
application  of  the  Kinect  was  a  virtual  bilateral  Man-
Machine  interaction  through  the  Kinect  sensors,  allowing
the  user  to  control  and  monitor  Windows  programs  by
gestures without a need of peripherals use [1].

There are even attempts to use the Kinect in the field of
medicine  or  clinical  rehabilitation  as  a  monitoring  device
[18]. Another interesting use of the Kinect are methods for
calibration using streaming information from depth cameras
[19]. This is still a challenge in the case of hands generic
precision and agility due to complexity of fingers joints.

As we consider the Kinect,  the area of robotics is very
popular  in  some  purposes,  for  instance,  enhancing  the
navigation  of  mobile  robots,  object  detection  and
recognition, scene reconstruction, 3D inspection and others.
The good example is an automated vehicles inspection by
scanning and dynamically exploring regions of interest over
an automotive vehicle body under visual guidance [11]. In
such  applications  the  very  important  aspect  is  quality  of
sensors [10] responsible for 3D data acquisition [13].

 At present, there are many available solutions dedicated
to  context-aware  robotics  system  [8],  [16],  e.g.  for
orientation determination of pedestrian motions by using an
inertial  measurement  unit  module  and  a  complementary
separate-bias Kalman filter [22].

In this paper we would like to propose a system based on
the Kinect assisted by a set of high-precision sensors, that
would be responsible for enhance movement tracking of a
human  arm  with  the  accuracy  suitable  in  the  field  of
robotics.  The  idea  of  such  a  task  is  presented  in  Fig.  1,
where  we  can  see  a  man  wearing  sensors  –  one  on  the
waistline and three on the natural links of his right arm. The
arm’s configuration is mapped by the system. The Fig.  2.
gives  us  a  general  view  about  the  system  and  its
components.
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Fig. 1. The idea of mapping a human arm  

II. PRESENTATION OF THE SYSTEM 
The used computer vision system consists of an x86 

computer equipped with the Kinect for Windows v2 device 
[23], which is supported by the YEI 3-Space sensors [24]. 
Microsoft Visual Studio 2012 and .NET Framework 4.5 are 
on the basis of applied software environment. Fig. 2 shows 
a visual conception of the used computer vision system. 

 

 
Fig. 2. The system conception 

 

The presented system is based on the second-generation 
Kinect for Windows (well described in [3]) with an 
improved motion tracking functionality over its predecessor, 
a wider field of view, a high definition camera, and the 
ability to track up to six bodies at once. The Kinect can 
capture audio, color, and depth environment features, and 
process the depth data to generate skeleton data. 

The YEI 3-Space Sensor (Fig. 3) is a miniature, high-
precision, high-reliability, Attitude and Heading Reference 
System (AHRS) / Inertial Measurement Unit (IMU) with 
USB 2.0 communication interfaces in a single unit. The 
AHRS/ IMU uses a gyroscope, an accelerometer, and 
compass sensors in conjunction with advanced processing 
and on-board quaternion-based algorithms to determine 
orientation relative to an absolute reference or relative to a 
designated reference orientation in real-time. The gradient 
descent calibration process and high update rates increase 
accuracy and greatly reduce and compensate errors. The 
YEI 3-Space Sensor USB unit features are accessible via a 
well-documented open communication protocol that allows 
access to all sensor data and configuration parameters. 
Versatile commands allow access to raw sensor data, 
normalized sensor data, and filtered absolute and relative 
orientation outputs in formats incl. quaternions and Euler 
angles (pitch/roll/yaw). We a going to use both, Euler 
angles and quaternions, in order to compare results and also 
to verify our implementation this way.  

 

 
Fig. 3. The YEI 3-Space Sensor and the communication dongle 

III. SOFTWARE ENVIRONMENT 
Considering Visual Studio 2012 as the primal software 

environment we can distinguish three essential layers of the 
system: “application layer” on the top, “management layer” 
in the middle, and “data layer” at the bottom. The structure 
of the used software is presented in Fig. 4. 
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MaŶageŵeŶt layer

ApplicatioŶ layer

Data layer  
Fig. 4. The structure of the software environment 

 
The application layer stands for the created WPF 

application [15]. It is the main element responsible for 
every activity aspect of the system, particularly for the GUI. 

The management layer includes management control 
system tools placed in the management module library.  

The set of libraries on the bottom layer includes: a 
control module for the Kinect sensor (it uses Kinect SDK 
2.0), a calculation module (it uses the Eigen library ver. 
3.2.2), and a control module for YEI sensors (it uses 
3-Space C API ver. 2.0.6). 

A. Microsoft Visual Studio as a development tool 
The use of Visual Studio 2012 as a development tool was 

involved by the possibility to fully utilize the Kinect for 
Windows SDK and assets of the Windows Presentation 
Foundation that provides a consistent programming model 
for building applications with a graphical subsystem. An 
additional aspect was the integration possibility of Microsoft 
.NET Common Language Runtime (managed code) with 
the 3-Space C API library and the Eigen library 
(unmanaged code). 

B. The Software Development Kit for Kinect 
The Kinect for Windows SDK enables to create 

applications under Visual Studio 2012 (.NET Framwork 4.5 
is required) that support advanced gesture and voice 
recognition using Kinect sensor technology on computers 
running modern Windows. To develop speech-enabled 
Kinect applications, the Microsoft Speech Platform SDK 
must be installed. 

C. The Eigen library 
The Eigen is a high-level C++ open source library of 

template headers for linear algebra, matrix and vector 
operations, numerical solvers; this facilitates to achieve 
high performance of required calculations. In particular, the 
Eigen has also a possibility to solve linear systems using 
several types of decompositions, and includes several very 
useful classes and functions for image processing. 

D. The 3-Space API 
The use of the 3-Space API was inevitable due to YEI 

sensors. This API is available for  C/C++ and Python 
languages and can be used to write independent software for 
YEI sensors. Because of the chosen Visual Studio 
environment the 3-Space C API has been adopted. 

IV. KINECT’S ROLE 
As mentioned earlier and suggested in Fig. 1, the 

assumption is that the system is able to perform tracking of 
a human arm with the use of Kinect and sensors. To be 
exact, the Kinect is use mostly at the stage of calibration 
and later for verification purposes. In short, to perform the 
calibration of the system a person wearing four sensors have 
to take a posture shown in Fig. 5. (the arm must be aligned 
to ensure proper calibration), and next press a button on 
sensor S1. At this moment sensors are reset, and the system 
reads coordinates of points P1 to P4 from the Kinect. 
Starting from this point, the Kinect plays the role of the 
secondary sensor, suitable for verification purposes. 

 

 
Fig. 5. The calibration of the system  

V. KINEMATICS SOLUTIONS 
The use of sensors affixed to a human stature involves a 

need for an adequate mathematical instrument appropriate 
to perform required transformations on received data. The 
obvious one derives from robotics, where the kinematics 
plays the role of a fundamental description tool [6].  

In order to describe the location of each link (a person's 
body part) relative to its neighbors a frame (a coordinate 
system) has been affixed to each link; see Fig. 6. 

A. Transformation operators 
In the field of robot kinematics transformation operators 

allow simple and clear matrix representation of rotations 
and translations [2]. Let us start from coordinates of point 
P1 (see Fig. 5) received from the Kinect during calibration 
procedure: 

Tz
1

y
1

x
11

K ]1,p,p,p[P  .         (1) 
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Next, we can use other coordinates (points P2, P3, P4) 
received from the Kinect to calculate crucial distances 
between sensors (see Fig. 6): 
 








y
1

y
221

x
1

x
221

ppy
ppx

, x
2

x
332 ppx  ,   x

3
x
443 ppx  .     (2) 

 
Now, we can create transformation operators that are 

adequate to the situation presented in Fig. 6. The 
assumption is, that we are able to receive Euler angles 
  ,,  from sensors. The next thing is that we use 
differences of corresponding angles, e.g. 2S3S3  . 

 

 
Fig. 6. A model of the human skeleton as a kinematic chain (see Fig. 5)  

 
Taking into account our assumptions as to angles the set 

of transformation operators is as follows: 
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Thus, the link transformations can be multiplied together 

to find the single transformation that relates frame {W} to 
frame {K}: 

TTTTTT 3
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W            (7) 
 

Finally, we can calculate coordinates of points from P2 to 
P4 with respect to frame {K} in the following way: 
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In the case of a robotics system we will prefer coordinates 

of point P4 (i.e. for the wrist) with respect to frame {1} that 
can be calculated in the following way: 

 
T3

4
2
3

1
24

1 ]1,0,0,0[TTTP              (9) 
 

This is the case when the arm is fully independent of the 
Kinect as long as the calibration is done. 

B. The quaternions 
The quaternions [5], a number system that extends the 

complex numbers, are members of a noncommutative 
division algebra. Dual-quaternions may formulate and solve 
a problem more concisely, more rapidly and in fewer steps, 
with result more plainly to others, and practice with fewer 
lines of code effortlessly debugged. There is no loss of 
efficiency – dual-quaternions can be just as efficient (if not 
more efficient) than using matrix methods. Additionally, 
there are some very important reasons for using dual-
quaternions: singularity-free, un-ambiguous, shortest path 
interpolation, etc. This mathematical tool becomes very 
popular in the computer world, especially in computer 
graphics – even the used Kinect and sensors are quaternion-
based devices. In a general case dual-number quaternions 
[20] allow compact representation of both rotations and 
translations. This mathematical tool was integrated into the 
current system with little coding effort. 

886 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 
 

 

 

In short, a dual-quaternion consists of two quaternions: 
rq , dq  (eight elements). These two quaternions are called 

the real part and the dual part: 
 

 dr qqq ,           (10) 
 

where   is an additional dual number. 
 The dual-quaternion can represent only rotation by 
angle    if the dual part is set to zero:  
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where v̂  is a unit axis. 

Analogously, to represent only translation by vector 
]t,t,t[ zyx , the real part is set to an identity and the dual 

part represents the translation: 
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T   .     (12) 

 
Now, combining the rotational and translational 

transforms into a single unit quaternion to represent a 
rotation followed by a translation we get: 

 
RT qqq  .         (13) 

 
The following equation defines how we can transform 

point p  into point p , using the received unit dual-
quaternion: 

*qpqp  ,        (14) 
 
where q  and *q  represent a dual-quaternion transform and 
its conjugate. 

In the considered system we can directly use quaternions 
received from the Kinect and sensors. However, if we have 
only Euler angles   ,, , there is an easy way to receive 
the quaternion responsible for the rotation (see Eq. 11): 
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VI. RESULTS 
Results we obtained seem to be quite satisfying. Both 

tools, transformation operators and quaternions, were 
independently implemented and gave exactly the same 
values, what may be considered as a confirmation of a 
proper solution (implementation). Additionally, the 

coordinates received from the Kinect are concurrent with 
those calculated by the system – this has been checked in 
many cases; a sample is presented in Fig. 7–9, respectively 
for coordinates X, Y, and Z. The considered figures present 
wrist coordinates (the values are in metres) received during 
a person activity for an example period of 8 seconds. 

 

 
Fig. 7. Wrist coordinate X – values and the average error  

 
 

 
Fig. 8. Wrist coordinate Y – values and the average error  
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Fig. 9. Wrist coordinate Z – values and the average error  

VII. CONCLUSION 
Authors are aware that the idea of the Kinect device 

supported by additional sensors is a strong negation of the 
Kinect nature. Nevertheless, we need to accent that the 
Kinect served mainly as a fine calibration device and for 
some verification purposes. Additionally, the Kinect fails 
for some “configurations” of a human posture, environment 
objects are serious obstacles, and the space range of the 
device is very narrowed. This set of adversities has been 
reduced by the use of the set of four high-precision sensors.  

Some gains of the work are worth to be mentioned as 
advantages of the system: a high level of accuracy limited 
mainly by the process of calibration, immunity to terrain 
obstacles, and wide operating range. 

We plan to improve the system accuracy, further simplify 
and revamp the process of calibration, and remove some 
technical limitations. We want to use only quaternions, even 
in the case of data received from the Kinect and sensors as 
they are native for these devices. We would like to perform 
some robotics experiments in order to face unknown. 
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Abstract—Sound attack is meant as the initiation of the tone.
Good attack involves the simultaneous start of exhalation along
with the emission of sound. This situation is known as a soft
attack. Much more common is a hard type of attack, which is
normally used while speaking. It involves tightening of the vocal
cords before the expiration. Unfortunately, this state is tiring
for the ligaments and can cause damage to the voice. The idea
was to propose a method to analyse this problem, which in the
future would become a part of set of methods for computer
analysis of the singing voice. This article presents a method
of the extraction of attack parameters. The estimation of these
parameters is carried out with the recorded audio samples. In
the study sound sample of ’a’ registered several times for each
pitch will be used.

Index Terms—singing voice, sound attack, ADSR, quality of
singing

I. INTRODUCTION

The motivation for taking up the research on the attack in
the singing is the need of assessment of singing quality.

The problem is to find some criteria of evaluation of the sound
attack while singing. The goal is to find the criteria of auto-
matic evaluation and involve computer methods to evaluate the
attack in singing using these criteria. If properly defined, they
allow for self-correction of selected voice parameters. It may
be useful for training lessons of voice production. It can be
useful to help singers make a progress. It can be very important
for the choirs constantly working on the voice. Some criteria of
evaluation, if properly defined, may allow for self-correction
of selected voice parameters. The considered methods should
evaluate these features in a similar way as human experts. To
achieve that it is necessary to propose a computer method to
analyse this feature and its parameters.

It should be noted here that it is difficult to find scientific
publications which present the approach to computer eval-
uation of singing carried out in similar way as described
in this article. The approach presented here reflects expert’s
evaluation in the computer aided assessment.

The singing voice is produced by the vocal instrument
consisting of three basic components: the respiratory appa-
ratus, the oscillating vocal folds and the vocal tract. Breathing
has decisive influence on all activities related to the voice
emission. Vocal folds open and close during breathing, but
during speaking and singing, they start to oscillate with the

fundamental frequency of sound which comes out of the
mouth. At the interface between these two phases (open and
close) of the sound generation the musical phenomenon known
as an attack on the sound occurs.

The ADSR envelope is a practical model that describes a
single sound (note). It can be used for sound analysis [1],
[2] and synthesis [3]. It is the essential description of the
sound waveform in the MIDI standard [4]. In terms of sound
synthesis attack is interpreted as a part of ADSR envelope. The
attack is used for modification of a first phase of amplitude
envelope [5] of generated sound in which sound gains the
highest amplitude. In most basic models it’s followed by decay
section, during which amplitude is decreased. After that there
is a stage of a sustain which is characterized by a stable
amplitude. The ADSR envelope is finished then by a stage of
release. During this part amplitude is completely decreasing .
The ADSR sections are illustrated in fig. 1.

The word "attack" is probably too strong description of the
release of air through glottal folds. Anyway it is the term
commonly used in the literature. Some other, related terms
used in literature are: initiation, onset [6] or transient. To
be precise it is needed to define some terms related to each
other: onset, attack, transient. The reason for making these
distinctions clear is that different applications have different
needs. The similarities and differences between these key
concepts should be considered. Referring to the definitions
found at [7] the attack is the time interval during which the
amplitude envelope of the sound increases.

The transients are short intervals during which the signal
evolves quickly (increases and decreases quickly) in some
nontrivial, unpredictable way. It is often connected to the
situation where the excitation of the sound is applied and then
damped (leaving only a slow decay). So the transient would
be a part of the amplitude envelope starting from the onset,
including the whole attack and the most important part of
decay (the strongest one). The onset [3], [8] is a single instant
chosen to mark a transient. In most cases it is connected with
the start of transient (also start of attack) or with the earliest
time when the transient can be detected.

The sound attack in the singing is related to the breathing.
During vocal development care should be taken to teach the
attack on the breath [9]. Proper breath preceding the phonation
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Figure 1. Example of the typical split of a sung phrase divided into sections
ADSR (Attack-Decay-Sustain-Release)

phase will result in a good beginning of each phrase. It is
especially important in phrases which begin with a vowel
sound. Attack is more precise in the case of professional
singers. Choral singers are less precise in that stage of voice
production. It has to be noticed that practice can clear up that
problem. Choir members are usually developing their voice
in groups. Thus the vocal abilities are similar in a group of
choir singers. It should be recalled here that the presented
investigation concerns choir voices.

There are three known kinds of attack on sound depending
on moment of tightening vocal cords in relation to the begin-
ning of exhalation and on how strong the tightening of vocal
cords is in the early stages of sound production:

• soft - when the vocal cords tightening moment coin-
cides with the beginning of exhalation. This is the most
favourable attack.

• hard - tightening of the vocal cords begins before the
expiration. Unfortunately, this state is tiring for the liga-
ments and can cause damage to the voice.

• exhaling (aspirated) - short exhaust ahead of tightening
of the vocal cords. Vocal cords do not close completely
and the remaining gap influences the sound.

In this paper attack part of a signal is defined as first part
of the sung sound. It ends by either stabilisation of amplitude
(sustain) or total decrease of amplitude (decay).

In the article [10] an attempt to identify fast attacks has
been presented. Fast attack transients are named there simply
as attacks. The authors have defined the attacks as zones of
short duration (a few ms) and fast variation of the signal short
time spectrum with an abrupt increase in energy particularly
noticeable in high frequencies since energy is usually con-
centrated in the low frequencies. The attack detection and
modelling method developed there was based on the following
requirements: the method should not use additive analysis
results, in order to be usable for other purposes (segmentation,
instrument recognition, etc.), it should succeed in every type
of sound (particularly polyphonic sounds) with good time
accuracy, it should be simple to use: the analysis parameters

should, as much as possible, be adjusted automatically, it
should be tested on a data base of sounds including polyphonic
mixtures of percussive and non-percussive sounds.

II. RESEARCH CONDITIONS

The database consisting of representative samples present-
ing the abilities of choir singers is important point of that
study. The database used here is the extension of the database
created under the research project of West Pomeranian Univer-
sity of Technology: "Computerized methods of supporting the
process of training choir voices" [11]. The recorded singers
are singing in the choir of the same university. The samples
in the database are divided into categories reflecting different
aspects of the singer’s practices. The content of the database
allows to extract the selected parameters of singing voice.
The exercises were selected from a set usually used during
the voice production training. It is possible to investigate for
example intonation [12], vibrato feature, tremolo, sonority,
noise [13] and other features. It is possible to perform some
more general investigations over the database as, for example,
singing voice quality assessment [14], [15]. For that study the
exercise containing the vowel "a" sung at one pitch for a few
seconds was chosen. In fact, the most interesting part here is
situated at the beginning of voiced part of the sample.

The recordings used in this article were taken in the spe-
cially arranged room, with proper conditions for the recording
session. All of the sound material was recorded with a 24 bit
resolution, with the sampling frequency of 48 kHz. Higher
recording parameters give some wider possibilities of editing
of the recordings. The sessions were recorded as a whole
for each singer. The division into elementary parts, called
sequences or phrases (piano, singer), was done with use of a
program with a tool for automatic segmentation. The process
was performed under supervision of an expert to provide the
possible best prepared samples.

Eight males, representing baritone voice, were subjects for
the experiment. They were chosen as representative voices
from the group of singers. Each person was in good vocal and
health condition. The samples were recorded twice to have the
possibility to compare the results. The sound pitches selected
for the study were chosen to be comfortable to sing for all of
the singers. The pitches covered the range from pitch number
10 in octave 2 (sound A) to pitch number 5 in octave 4 (sound
e2). There were 2 sets of the samples for each singer. The sets
consisted of 5 samples, so together there were 80 samples
available to analyse (8 singers, 2 sets, 5 samples for each set).

III. RESEARCH IDEA

The idea of the research was to develop a descriptors
of attack on sound. Those descriptors should map experts’
evaluation of analysed signal. For this reason, the evaluations
of attack on sound were carried out parallelly by three experts.
Evaluation marks given by the experts will be presented in
the following part of this publication. Finally both results,
obtained by computer methods and given by human experts,
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will be compared to decide whether the similar conclusion can
be drawn.

A. Experts’ Assessment

Three experts were asked to assess the sound attack in the
samples of singing. They were instructed about the definition
of the attack on sound defined in this study. They had a
possibility to listen to the voice examples before they started
the evaluation. It was done to teach the experts the rules of the
assessment and to make sure the samples would be evaluated
in the same way by all of the experts. The experts had to assess
the attack feature using 1-3 scale, where 1 meant so called soft
attack, 2 meant medium attack and 3 meant hard attack. The
experts were also evaluating the quality of the attack on the
sound. To assess the quality they used a rating scale 1-5 where
1 was bad quality and 5 meant very good quality. It should
be reminded here that every expert had to evaluate 2 sets of
samples for each singer. Every expert was assessing the set of
the samples according to the procedure:

• at first they were able to listen to 6 different, randomly
selected, samples,

• 1st set of samples was played as first and then it was
evaluated by the expert,

• 2nd set of samples was played in the random order.
The experts did not see the ratings of each other. During
the assessment process three experts have assessed 8 male
singers. There were 2 sets for each singer. Each set consisted
of 5 samples. Concluding, samples were assessed 240 times.
Taking into account there were 2 marks for each sample (the
type of the attack and the quality of the attack) it gave 480
marks.

B. Computer Aided Evaluation

During the preliminary studies, it has been established that
the attack on the sound will be analysed according to the
definition described in the first section of the article. At the
beginning of the study it was assumed that the factors will
be applied to three areas of the voice signal: time, amplitude
and pitch [2]. Parameters of time have been given in seconds.
The generalized Hilbert envelope was used to describe the
characteristics of the amplitude. To illustrate each envelope
the following parameters, which are also described in fig. 2,
were selected:

• angle of attack on volume - directional factor of linear
function of approximation for the amplitude envelope
(fig. 2b),

• mean square error between the linear approximation and
the actual envelope (fig. 2b),

• ratio of the energy of attack in relation to the energy of
the entire signal represented by equation 1,

• values of derived envelope calculated by eq. 2 - the total
sum of values and the number of values above and below
zero (fig. 2c).

According to the theory, if both the first and the second
parameter has a low value, we should be dealing with perfectly
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Figure 2. Presentation of some attack parameters based on amplitude values

soft attack. Other parameters were selected as complementary
ones, in order to test the possibility of their use.

E =

∑
(Attack2)∑
(Signal2)

,

where E-is energy parameter,
Attack-fragment of signal during the attack phase,
Signal-whole signal.

(1)

f ′(x) =

{
0 : x = 1
f(x)− f(x− 1) : x > 1

, x ∈ N+,

where f ′(x)-is derivative in point x,
f(x)-is base signal
x-is index of element in vector.

(2)
The third set of analysed parameters concerned the pitch.

This set meant to show how the singer sets the pitch during
the attack on the sound. The parameters are displayed in fig.
3, and include following sets of data:

• angle of attack on pitch - directional factor of linear
function of approximation for the pitch track (fig. 3b),

• mean square error between the linear approximation and
the actual pitch track (fig. 3b),

• maximum pitch value registered with the upper pitch limit
given by the value of expected tone plus 200 Hz,

• values of derived pitch track calculated with eq. 2 - the
total sum of values and the number of values above and
below zero (fig. 3c).

If the first parameter is less than zero that means the singer
is attacking the sound from a higher frequency and trying to
reduce the frequency to match the sound with the referenced
tone. In the opposite case the singer increases the frequency
in order to match the tone. Other parameters were selected as
complementary ones, to test the possibility of their use.

IV. THE RESULTS

As it was mentioned before, the investigation consisted
of two parts. In the first part experts were asked to assess
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Figure 3. Presentation of some attack parameters based on pitch values

the samples from the database. In the second part a set
of calculations over the samples was performed. After that,
correlations between the results were searched.

A. Computer Aided Evaluation Results

As it was planned before, the special calculations over the
chosen samples were performed to obtain information about
the attack on the sound. One of the most natural parameters
of the attack calculated on the sound sample was the angle
of attack calculated over the volume envelope. The parameter
is interpreted here as a directional factor of a linear function
which is an approximation of the amplitude of the envelope
(fig. 2b). The values obtained for 5 samples for each singer are
presented together in fig. 4. It can be seen in the graph that the
angle of the attack is higher in case of the boundary samples.
It is because these pitches are too high or too low to be enough
comfortable for singing. It can be observed that in the tested
group there are singers having problems at every sample and
the singers having some discomfort only at boundaries. It is
apparent from the graph that the best are singers s21 and s27,
as the angle is generally lower for those singers.
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Figure 4. Angle of amplitude attack parameter (version 1 of set of samples)

The results obtained for mean square error between the lin-
ear approximation of the sound attack and the actual envelope
(fig. 2b) are presented in fig. 5. Analysing that graph, and
comparing to the previous one it should be noted that the

parameter for singers s21 and s27 differentiate the singers.
The singer s21 has higher values of these parameters than s27
and for this reason it can be stated that s27 is better, more
stable, than s21 (although, considering the second attempt,
s21 became more stable). Combining those two parameters
together it is possible to obtain a decision rule better describing
the abilities of the singers.
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Figure 5. Mean square error parameter for the actual attack envelope (version
1 of set of samples)

Another example of the calculated parameter is ratio of the
energy of attack in relation to the energy of the entire signal
(represented by equation 1). The results visible in fig. 6 again
highlight the singers s21 and s27. Those singers have greater
energy values for the attack than the others. Especially if the
energy values for each of the samples are summed up the
differences between those singers and the others become really
clear. The other results will not be described here in details,
as the ones presented above sufficiently illustrate the general
idea.

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

O 2 - N 1 0 O 3 - N 0 7 O 3 - N 0 8 O 3 - N 0 9 O 4 - N 0 5

E
N

E
R

G
Y

PITCH OF SAMPLE

s21m 01 s22m 01 s23m 01 s24m 01 s25m 01 s27m 01 s28m 01

Figure 6. Energy parameter calculated over attack envelopes (version 1 of
set of samples)

B. Experts Results

Experts were asked to assess the feature of sound attack
of the sung samples. They were instructed about the rules
adopted in this study. They had a possibility to listen to
the voice examples before evaluation of the process. The
procedure was set to guarantee the assessment of the samples
in the same way. The experts evaluated, among others, whether
the sound attack in the recorded sample is soft, medium or
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hard. Those marks have been counted for each singer. That
gave an entry information about the approach of the singer
to the sound initiation. To illustrate that the figures 7 and 8
characterising the results of a good singer are presented. He
was, generally, evaluated in the same way by all the experts.
Some problems were observed on both ends of the analysed
range. Additionally, from figure 8 one can see that the second
trial (every singer was recorded twice) was better than the first
one. Each expert has generally evaluated the initiation of the
sound as soft, in this case. It should be noticed that all the
samples lying in the middle range of the pitch were evaluated
as soft. This is a result consistent with expectations of the
experts.
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Figure 7. Evaluation of the singer s21 (sample version 1)
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Another situation is presented in figure 9. The singer’s
results presented in that figure are not stable. This may be
connected with some evaluation problems or, on the other
hand, with low abilities of the singer.

All evaluation results were collected in one table and
compared with the results obtained in an automatic way.

C. Correlation of The Results

The results, both given by the experts and obtained from
computer calculations were compared to find an answer to
the question - whether the computer methods proposed here
are able to evaluate singing samples in the similar way as
human experts do. To this end the relation between the vector
containing experts’ decisions and the vector containing values
of each previously calculated parameters for each singer was
estimated. The example provided here shows comparison of
the expert marks given to each singer with the calculated angle
parameters.
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The upper part of the table I ("Summary of weighted
expert’s evaluation marks") summarize the marks given by the
experts. The marks given by three experts were summed up
and weighed to obtain general mark for each singer. For each
mark (obtained in the previous step) it has been assigned an
adjective describing the type of the attack according to the rule:
mark 1-3 meant hard attack, 4-6 meant medium, 7-9 meant soft
attack. The numerical marks were also averaged to give the
average adjective mark. Similar operations were carried out on
the second part of the table consisting of the values calculated
using previously described procedure. The bottom part of the
table contains the comparison of the marks, both, calculated
and given by the experts. The row "Consistent values" shows
how many values are consistent in both sets (expert’s marks
and calculated values). Taking into account all 5 samples (for
each singer) it gives the mean value of consistency at the level
of about 60 percent. Taking into account only the three middle
samples the average consistency level between experts and
computer evaluation also gives the value of about 60 percent.
It leads to the conclusion that to achieve better results other
parameters should be also involved.

The approach presented here is based on the expert’s way of
assessing the singing. The parameters proposed and calculated
here are directly connected to the singing signal and can be
easily observed in the signal. In the present article an example
application of one of the parameters has been described.
Therefore, further improvement of efficiency of computer
assessment using the remaining, previously mentioned, param-
eters seems to be possible.

V. CONCLUSION

The article focuses in general on the problem of the sound
attack in singing. Sound attack is understood here as an
initiation of the sound. This characteristic is very subjective in
perception, but it can be used as a criterion of singing quality
evaluation. The attack on sound can be divided into several
types. One of the types is a soft attack. This is identified
with the beginning of the sound in a soft, fine, smooth
manner. Much more common is a hard type of attack, which
is normally used while speaking. Unfortunately, this state is
tiring for a singer and can cause damage of the voice. That is
why the hard attack is not advised while singing for a long
time. The goal was to involve computer methods to evaluate
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Table I
THE ANGLE OF THE ATTACK

Summary of weighed experts evaluation marks - 1-3: hard, 4-6: medium, 7-9: soft
s22m 01 mark s23m 01 mark s24m 01 mark s25m 01 mark s27m 01 mark s28m 01 mark s21m 01 mark

4 medium 5 medium 6 medium 4 medium 5 medium 5 medium 8 soft
9 soft 9 soft 7 soft 3 hard 9 soft 5 medium 8 soft
7 soft 7 soft 8 soft 3 hard 9 soft 3 hard 8 soft
8 soft 7 soft 9 soft 4 medium 8 soft 3 hard 8 soft
7 soft 7 soft 8 soft 6 soft 8 soft 6 medium 9 soft

Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark
7 soft 7 soft 7,6 soft 4 medium 7,8 soft 4,4 medium 8,2 soft

Calculated values of the angle parameter
6 medium 4 medium 6 medium 4 medium 6 medium 4 medium 3 hard
6 medium 7 soft 3 hard 6 medium 8 soft 6 medium 7 soft
8 soft 4 medium 4 hard 4 medium 7 soft 5 medium 7 soft
8 soft 5 medium 8 soft 5 medium 8 soft 6 medium 9 soft
4 medium 8 soft 5 medium 4 medium 5 medium 8 soft 7 soft

Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark Mean value Mean mark
6,4 soft 5,6 medium 5,2 medium 4,6 medium 6,8 soft 5,8 medium 6,6 medium

Consistent values (%)
60 60 40 40 80 40 80

Consistent values excluding boundary pitches (%)
66 33 33 33 100 33 100

the attack in a singing to help the singer make progress.
The methods should evaluate that feature in a similar way
as human experts. To achieve that it was necessary to propose
a method to analyse this problem. The results of the above
automatic computer evaluation were compared to the marks
given by the human experts. For the purpose of automatic
evaluation it was assumed that the attack on the sound can
be represented by objective parameters of signal describing
subjective human impression. There was a need to answer
the question whether among the calculated parameters were
such that reflect experts’ evaluation and thus can be useful to
construct computer aided assessment system. The evaluation
of the sound attack would be a part of that system. The
investigation consisted of two parallel parts. In one of them
the experts were assessing recordings of singing. In the other
part a set of signal parameters was calculated for each singer
in the context of sound attack. Among others the following
parameters were calculated: the angle of attack calculated over
the volume envelope, mean square error between the linear
approximation of the sound attack and the actual envelope, the
energy of attack in relation to the energy of the entire signal.
During the study it has been found that among estimated
features angle parameter, mean square error parameter and
energy parameter can construct feature vector applied in a
computer method of a sound attack quality assessment. The
results concerning sound attack presented here may be useful
for constructing a singing quality assessment system.

A large number of the results obtained for this study
requires further, deeper analysis and may lead to subsequent
applications.
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I.� INTRODUCTION 

HIS paper presents a robotic arm detection and control 

using the Hough circles algorithm. 

The control of a robotic arm is very useful in the 

industry, because in today’s consumer world only robotic 

arms can do all the tasks precisely and with high speed [1]. 

The robotic arms need to be automated as much as possible, 

because this way, they can do even more tasks with less 

human intervention, which will lead to higher productivity 

[2]. 

Mostly in the industry, robotic arms are blind; they don’t 

have vision system [3]. Vision system adds artificial 

intelligence and more autonomy to a robotic arm [4]. Mostly 

in the industry robotic arms are programmed previously, 

they know exactly all the movements which need to be 

executed [14]. This way, the robotic arms are not very 

flexible for today’s dynamic world. If the robotic arm has a 

vision system added, than it can change its tasks during 

execution, this way there is no need to stop a production line 

[15]. A vision system can also make auto calibration for the 

robotic arm, this way the robotic arm can make small 

adjustments during execution, this way there is no need to 

stop the production line and this will save money and time 

[16]. 

In this experiment a robotic arm detection and control 

method was made. The robotic arm has glued colored bottle 

stoppers, the image has applied color filters and the joints 

are detected with the Hough circles method [8]. 

The joints are numbered, so exact position of them it’s 

known. The joints can be united with straight lines, this way 

the skeleton of the robotic arm can be created and this way  

 

the movement of the robotic arm can be loaded in a PC [9]. 

With this information a control algorithm can be created just 

based on the images of the robotic arm taken with the 

connected cameras [10]. 

II.�PROBLEM FORMULATION 

The laboratory from the university had two Lynxmotion 

AL5 type robotic arms, the AL5A and the AL5B. These 

robots had no cameras or some other control system 

connected to them. The idea was to create a smart control 

system with image recognition, where the position in space 

of the robotic arm can be detected and to have a possibility 

to control the robotic arm using this information [11]. The 

intention was to implement the control system in C/C++ 

with the OpenCV library and run it on the Linux operating 

system. The used cameras were the Logitech C270 cameras 

which are compatible with a wide range of operating 

systems, including Ubuntu Linux 12.04 LTS which was used 

in this experiment. The Linux operating system is also a very 

good choice, because the system can be ported, with only a 

small amount of effort on other embedded devices which can 

run the Linux operating system. 

III.� PROBLEM IMPLEMENTATION 

���������	
������

The experiment was made with the Lynxmotion AL5B 

robotic arm (Fig. 1). This robotic arm is used mainly for 

teaching purposes, but it can be also used for tasks which 

reflect industrial behavior of a robotic arm, because it copies 

exactly the characteristics of an industrial robotic arm. 

The used robotic arm is controlled with the SSCA32 servo 

control board (Fig. 2). The communication with the servo 

control board can be done from a master control system, like 

a PC, via the RSA232 serial interface. The SSCA32 servo 

control board can generate PWM signals up to 32 motors; 

the used robotic arm has only 6 motors, so the servo control 

board is more than enough. The movement angle of each 

motor from the robotic arm is proportional with the PWM 

signal’s duty cycle [12]. 

T
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The motors from the robotic arm are special Hitec 

servomotors with gears for increasing the torque; they have 

also a special circuit board which moves the motors 

proportionally to the PWM signal generated by the SSCA32 

servo control board [13]. 

 

 

Fig.  1 Lynmotion AL5B robotic arm 

 

Fig.  2 SSCA32 servo control board 

����������������������
���

For controlling the robotic arm, SCPI (Standard 

Commands for Programmable Instruments) commands are 

sent through the serial interface from the PC to the SSCA32 

servo control board. These commands were captured using 

the HHD Free Serial Port monitor program (Fig. 3). 

 

 

Fig.  3 HHD Free Serial Port Monitor 

 

Next it will be presented the SCPI commands for 

controlling the robotic arm. 

The first command is the version reading command, 

which is used for establishing connection over serial 

interface between the master control computer and the SSCA

32 servo control board. 

The commands after are the commands which initialize 

the motors. Actually these commands test all the digital 

ports from the SSCA32 servo control board. There are tested 
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all 32 digital ports, even those which have no motors 

connected to them. This is a self test before controlling the 

robotic arm; this way is known if the system runs normally. 

The “ALL SERVOS 1500” command places all servos in 

the position 1500. The position 1500 is the middle position 

of each motor. The motors are mechanically blocked to be 

able to make a maximum rotation of 180°, so the middle 

position is at 90°. The robotic arm is assembled 

mechanically in such a way, when all motors are in middle 

position, it can be said that the robotic arm woke up. The 

robotic arm it’s in a position which resembles a Greek 

capital gamma letter (“Γ”). The “ALL SERVOS 1500” 

command places the robotic arm in the home position, a 

position which is well known by the system, because all the 

motors are at the position 1500. 

The last commands are used to control each motor of the 

robotic arm. The first number after the “#” it’s the motor 

number. The second number after the “P” letter it’s the 

motor position. If it’s 1500, than the motor it’s in the middle 

position. The last number which is after the “S” letter is the 

execution time, which is usually set to 1000 ms. If this 

number is 0, than this means that the motor is set to the 

maximum possible speed, so this way the execution of the 

movement will be made at the maximum speed which can be 

executed by the motor. 
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If the minimum robotic value (500) and maximum robotic 

value (2500) is known, than equation (1) can be obtained. 

 

� = 	
∆�

180° − 0°
= 	
2500 − 500

180° − 0°
=�

= 11, �1�	�������	�������

����

 

Equation (1) implies equation (2). 

 

1°~��������������	������� ����

 

In Fig. 4 there is the block diagram of the experiment. As 

it can be seen, we have a PC, the Logitech C270 webcam 

and the Lynxmotion AL5B robotic arm. The system is made 

for 2D control of the robotic arm, but for 3D control, the 

camera and the algorithm needs to be duplicated. The 

software part is a little bit more interesting. First it’ s used a 

HSV (Hue, Saturation Value) filter. After this, the Hough 

circle detection it’s made. 

 

Fig.  4 Block diagram of the experiment 
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The Hough circle algorithm can detect round spots in an 

image. Round spots are present on the image after color 

filtering. The biggest round spot will be chosen, which will 

be a colored bottle stopper on a joint of the robotic arm. The 

Hough circle algorithm draws a circle around this detected 

colored spot. 

After this step, the center of the circle is detected, which 

is actually the coordinate of a joint of the robotic arm and 

also is the place where the number of the joint will be 

placed. After this step, the joints can be united and this way 

the position of the robotic arm in space is known. After 

knowing the position of the robotic arm, SCPI commands 

are created and sent using the VISA RSA232 serial driver 

from National Instruments. 

�������������������������

The software was implemented in Ubuntu Linux 12.04 

LTS operating system using the C/C++ programming 

language with the OpenCV library and the Qt GUI. As it can 

be seen on the first image, the joints are recognized with the 

circles around the colored bottle stoppers glued to them. The 

joints are numbered. 

The second image is the HSV filter of the original image. 

The next four images are the color filters for blue, yellow, 

red and green with the sliders for the HSV values. 

As we can see the joints were recognized, the only task is 

to unite the joints with straight lines, which is quite easy 

because the coordinates are known. They are exactly at the 

center of the circles. The numbers are drawn at the centers of 

the circles. The only task is to write the equation of a 

segment which goes though two points in space. After the 

step when the joints are united, the skeleton of the robotic 

arm is created. This data can be loaded in a PC and the 

position of the robotic arm will be known. Based on this info 

SCPI commands can be sent to the robotic arm to place its 

gripper in the desired position. 

 

 

Fig.  5 Robotic arm control application under Ubuntu Linux 12.04 LTS in C/C++ programming language with OpenCV library using the Hough circles 
method for joint position detection 
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IV.� CONCLUSION 

It was presented a system which can recognize the joints 

of a robotic arm using the Hough circles algorithm. 

The robotic arm recognition is useful in the industry 

because it can ease the maintenance of the production line. 

There is no need to program previously or to calibrate the 

robotic arm, these operations are done onAtheAgo during 

execution. 

The Hough circles algorithm works flawlessly for joints 

detection. There was also made a test with the Hough circle 

algorithm to follow a bouncing pingApong ball. The test was 

done with no errors. After this test it could be told that the 

Hough circles algorithm can follow any movement of a 

robotic arm, it can even follow a bouncing pingApong ball. 

The Hough circles algorithm is implemented in OpenCV, 

so it can be used with ease. 

Further enhancements would be to port the robotic arm 

control application on an embedded system. 

The first step would be to port it on a Raspberry PI with 

Raspbian Linux “Wheezy” v7.0. After this it can be ported 

on FPGA boards which can run Ubuntu Liunx 12.04 LTS 

like the ZYBO or the ZedBoard development boards from 

Digilent. 

On all the three systems the code can be ported directly as 

it is written in C/C++ or in Python. All the boards have the 

possibility to install OpenCV, so all the algorithms can be 

implemented with just minor changes. 

The final task is to actually create the ASIC with Linux 

running on it and the code written in C/C++ with the 

OpenCV library. This would recognize the robotic arm’s 

joints using the Hough circles algorithm. The task to create 

an ASIC is not the most complicated one, because there are 

tools from Mentor Graphics which can convert the VHDL 

codes in Verilog and after it can create the layout of the chip. 

This ASIC will behave similar to a PC or to a development 

board, but it will be a compact embedded IC which will be 

portable and will have the possibility to be placed in on 

PCBs with reduced size. 

This idea to do everything portable and embedded came 

due to the tendency of the industry and consumer electronics 

predictions. This fact is described also in the German 

factories in the “Industrie 4.0” standard which explains that 

in the future the PC will not exist and it’s no more needed. 

The task is to have many small smart devices like smart 

phones, tablets, smart watches and embedded devices which 

can do the same task as a PC, but they are much more 

flexible and much more compact. These devices are all 

connected in a big wireless network, all the devices 

communicate with each other in a smart manner and 

everything is more automated and works better, faster with 

less human intervention. This big wireless network became 

possible with the introduction of IP v6 which gave more IP 

addresses to the continuously growing devices connected to 

the big internet and to the intranets. 
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Abstract–  Software systems are constructed using many

different solutions. In practice it  is important to assess

different software systems. The most effective method of

comparing  software  systems  is  to  use  a  predefined

reference architecture model as the basis for comparison.

In this paper an ECORAM presentation layer reference

architecture  model  is  proposed.  ECORAM  is  an

extended  common  reference  architecture  model  which

contains a crucial number of  elements used in systems

investigation.  The  reference  architecture  is  described

using  ArchiMate  notation.  For  each  element  of  the

reference  architecture  a  search  for  a  mapping  to  the

selected  solution  architecture  is  performed.  When

mapping fails it is  assumed that a given feature of the

reference architecture doesn’t exist in the target system.

Comparisons can be based on different aspects and the

quality of metrics for predefined aspects may be defined.

In  this  paper  a  comparison  examples  of  different

visualization solutions of business intelligence and game

systems are presented.

I.INTRODUCTION

OFTWARE systems are characterized by different ar-

chitecture solutions. The solution architecture should

be based on a reference architecture which is a template

for a family of software systems or specific domains of

interest.

S

The reference architecture [1] models the abstract ar-

chitectural  elements in  the domain of interest,  indepen-

dent of the technologies, protocols, and products that are

used to implement a specific solution for the domain, and

represents the essence of the architecture of a collection

of systems [2]. The purpose of the reference architecture

is  to  provide  guidance  on  developing  architectures  for

new versions of a system or extended families of systems

and products.

The reference model [1] describes the important con-

cepts and relationships in the domain, focuses on what

distinguishes the elements of the domain, and the refer-

ence architecture elaborates further on the model to show

a more complete picture.

One of the main perspectives on Reference Architec-

ture Models is that they are knowledge repositories which

facilitate  knowledge transfer  and communication.  How-

ever, they can also serve as frameworks, lexicons of terms

and naming conventions,  as  well  as  structural  relation-

ships. One of the main challenges is to make the inher-

ently abstract Reference Architecture Model concrete and

understandable by providing sufficient specific informa-

tion and guidelines.

When building software solution architecture in a given

domain it is very important to have reference architecture.

When obtaining software reference architecture it is im-

portant to have domain concepts and architecture refer-

ence models.

Fig 1. A reference architecture model in a reference architecture build-

ing context.

Domain  models  and  solution  systems  may  be  used

when building reference architecture models (fig. 1). The

reference architecture model consists of the following ele-

ments:

- Motivation to build the reference architecture

- A usage model based on services (how the reference

model will be used)

- A meta model defining the relationship in the set of

related models.

- A reference model structure, consisting of elements

and their descriptions.

- Metrics for defining the values of the reference model

features.

- Valuation mapping. The elements of the reference ar-

chitecture model can have different values for different

stakeholders. 

The reference architecture is developed based on a ref-

erence model, domain models and solution systems.
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II.RELATED WORKS

The related works concerning the development of ref-

erence architecture models and the visualization capabili-

ties of business intelligence systems are as follows.

Publication [3] describes a so-called RAModel (Refer-

ence  Architecture  Model)  for  reference  architectures

which  can  be  included  in  reference  architectures  and

presents all possible elements, broken down by type and

relationship. The RAModel guides and improves produc-

tivity when new reference architectures are built and can

offer effective support in the use and evolution of existing

architectures. The RAModel also provides information on

the elements and associated relationships which could be

contained in reference architectures, independently from

the application domains or purposes of such architectures.

In  the  paper  [4]  a  ProSARA process  is  presented  for

building reference architectures, focusing on how to de-

sign, represent, and evaluate such architectures. Publica-

tion  [5]  provides  a  framework  for  classifying  software

reference architectures. This framework is based on three

dimensions:  goals  (why something  is  defined),  context

(where it will be used, who defines it, when it is defined),

and design (what it describes, how specific and detailed

this description is,  how is it  represented).Two purposes

for using reference architecture are distinguished to stan-

dardize specific architectures (aimed at the interoperabil-

ity of systems/components) and to enable the design of

specific architectures (aimed at providing guidelines for

the design of systems in the form of blueprints, patterns,

etc.).

The question arises concerning to what extent reference

architecture can be used for general  application. In [6],

CORA (COmmon  Reference  Architecture)  is  described

for general use, and examples of its utilization are given,

but the work proposes more of a reference model than a

reference architecture. 

In  Business  Intelligence  Systems  Presentation  Layer

solutions  start  to  play  an  important  role.  In  paper  [7],

which concerns big data analytics, two views of data pre-

sentation are described:

- Data visualization. The goal of data visualization is to

communicate  information  clearly and effectively. In  BI

systems data volume is increasing, so it is important to

use new visualization solutions.

- Analytics of data originating from different sources.

The goal of web analytics is to automatically retrieve, ex-

tract, and evaluate information for knowledge discovery

from web services and documents. Web content involves

several data types such as text, symbolic data, metadata,

hyperlinks and multimedia data including image, audio,

and video. Multimedia analytics has to deal with multi-

media data. Social media content contains text, multime-

dia, locations and comments.

Paper [8]  indicates that  using more interactive visual

methods in BI would be beneficial for users. The paper

contains confirmation of the following statements: Most

visual methods currently applied in Business Intelligence

are static or employ only very limited forms of interactiv-

ity; Increasing the interactivity of visual methods is de-

sired  by  users.  According  to  users,  interactivity  helps

them gain information  and knowledge in  business data

analysis.

In article [9] the visualization capability of BI systems

in terms of developing effective visualization for address-

ing business problems is crucial to the success of BI. To

amplify  decision  makers’  perception  and  cognition  of

business data, BI systems often deploy a variety of visual-

ization techniques. In the paper a Context Adaptive Visu-

alization (CAV) framework is proposed which can guide

the design and implementation of the visualization sys-

tems to be integrated into or used together with BI sys-

tems. The system requirements for flexible visualization

development are based on visual solutions like creation,

modification  enhancement,  integration  and  transforma-

tion.

III.ECORAM PRESENTATION LAYER 

Presentation plays a crucial role in IT systems. Histori-

cally, the presentation layer was separated from the appli-

cation logic in order to enable different presentations with-

out redesigning the whole application [10]. The presenta-

tion layer, especially the Graphical User Interface (GUI),

has  become a  very  important  part  of  software  for  both

users and developers [11]. There is a set of specific appli-

cations that relies mostly on User Interface (UI) and Hu-

man–computer  interaction  (HCI),  with  games and  game

controllers being among the most important representatives

of this kind of application. From a design perspective, the

presentation layer represents a specific set of problems that

lead to a number of different solutions. The general idea of

presentation layer design is to keep the presentation-related

code separate from the domain-related code. The domain

code should  be  completely  unaware  of  the  presentation

logic in order to create reusable objects and components

that are easy to test and maintain. The purpose of the pre-

sentation layer is to manipulate the presentation medium,

give the user the look and feel experience (e.g. manipulate

UI controls, present multimedia content), provide output to

and receive input from the user.

The ECORAM (ECO Reference Architecture Model) is

constructed  from  architecture  building  blocks  (ABBs)

that are comprised of information about the styles and ar-

chitectural  templates  or  features  used  [12].  The  ECO-

RAM is based on a layered model described in ArchiMate

[13], so ABBs are grouped and presented in layers to em-

phasize their common properties. ArchiMate is an archi-

tecture description language (ADL), which is very suit-

able  for  communicating  solutions  among  business  and

technology staff.  The established approach assumes the

developing  of  a  new  presentation  model  designed  for

product  managers  and  system  architects.  This  model

should enhance understanding of user viewpoint depen-

dencies and technical needs related to the entire service

delivery in corporate architectures.

The main reason for developing the ECORAM was to

express all system endpoint characteristics. Firstly, there
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is a need to classify the device held by the user. The first

branch of the ECORAM is extremely simplified, adjusted

just  to  describing  the  general  device  type.  Then,  on  a

deeper level, a feature set must be considered. The user

endpoint may be full-featured, reduced or extremely ba-

sic.

Once the presentation platform is ready, another matter

should be considered, namely the general type of infor-

mation processed. This information may be current or his-

toric, concurrent or object-based, fully verified or possi-

bly damaged, complete or only partial, and so on.

The final branch should be a broad classification of the

interaction with the user. Here, all kinds of HCI, content

exchange or presentation services will be considered.

As long as the system has a user interface, it  can be

classified using the ECORAM. Finally, after a long pe-

riod of discussions and fixes, a basic model branch list

was established. All model branches have been included

in a compact set. 

Fig 2. ECORAM presentation layer components in full set.

A. Presentation Hosting 

The first selected group of entities concerns presenta-

tion hosting. It represents three types of physical devices

used to display information:

- PC – Any kind of personal computer (desktop, net-

book, notebook, etc.): Browser  – an application running

in a Web browser on a PC; Native Client – a native appli-

cation running on a specific OS.

- Mobile – Any kind of mobile device working on a

specific  OS  (mobile  phone,  smart  phone,  tablet,  etc.):

Browser – an application running in a Web browser on a

mobile device; Native Client – an application running on

a mobile device.

- Embedded – a system with specific hardware dedi-

cated to performing a computing function within a me-

chanical  or  electrical  system (Real Time Systems, con-

trollers, MP3 players, traffic lights, etc.). For embedded

systems native, headless and other solutions can be used.

B. Client Software Type

This division specifies the set of features and capabili-

ties available in the solution and the degree of its depen-

dence on the operating system. Most importantly, client

types can easily be divided into three kinds:

- Rich Client – a typical standalone application de-

ployed on a  user’s machine  (Workstations,  i.e.  desktop

UI, etc.) or a RIA (Rich Internet Application) running in a

Web Browser, usually with a graphical user interface dis-

playing data using a range of controls. Suitable for dis-

connected and occasionally connected scenarios.

- Thin Client – an application that depends heavily

on a server in order to provide functionality. All the com-

puting  is  performed  on  the  server  side,  which  distin-

guishes this type of software from rich clients.

- Ultra-thin Client – Server Based Computing (Inde-

pendent Computing Architecture), delivering only presen-

tation data and/or sending user actions.

C. Presentation Channel Access

The next section specifies an abstract information flow

between the user  and the  system.  It  should answer  the

question: “How do we deliver the presentation content?".

Information can either be stored or retransmitted to a final

user, or passed without any storage involvement. It  can

also be just a plain object, or possibly an infinite stream.

Each user can also order just a part of a steam previously

stored.  Consequently,  we  propose  the  following  list  of

presentation channel components: 

-  Peer to  peer transmission - a transmission estab-

lished for  data  generated in  a real  time. ECORAM as-

sumes three kinds of such communication. 1) Real-Time

object passing, occurring when an object is passed from

the sender to the receiver in real time. These objects are

based on patterns or classes and their size is limited. Ob-

jects can be cloned and sent to an unlimited number of re-

ceivers.  (SOAP, REST etc.).  2)  Message  passing,  mes-

sages can be read later (so storage is required). Messages

may be cloned  and delivered  to  a  number  of  receivers

without  being  deleted  from  storage  (SMS,  EMAIL,

PAGER etc.). 3) Loss-less streaming, when a stream of

data (taken in real time from a sensor or some such) is

sent. It is encoded using dedicated protocol. The data size

in this case is undefined.

- Live media streaming – a media stream does not re-

quire the use of any rigorous data quality assurance mech-

anisms. A stream may be defective or contain misrepre-

sented data. In the case of this kind of stream, delay re-

duction is of the greatest importance: Live-Video stream-

ing – Video content streaming; Live-Audio streaming –

Audio content streaming.

- On demand lossless access – a stream with storage

(on demand) – a limited size stream stored in data storage

(similar to messages). Encoded using dedicated protocols:

Markup Text streaming – a structured text described with

mark-ups exchanged on demand between the sender and
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the receiver (RSS, TELETEXT, etc.); File Sharing – Files

exchanged  on  demand  between  the  sender  and  the  re-

ceiver.

-  On Demand Media  Streaming – a  media  stream

with data storage – on receipt, no type of rigorous data

quality assurance mechanisms is required. Video Stream-

ing – Video content streaming; Audio streaming – Audio

content streaming.

D. Presentation

A presentation  mode,  applied  in  a  system  interface,

must deal with a user’s (or human’s) influence on that in-

terface,  and subsequently on the system itself.  The fol-

lowing  list  divides  interface  presentation  possibilities

considering the type of user interaction: 

- User Interface/HCI – The user interface is a part of

a software program that allows the user to interact with

computers and run their tasks. Human–computer interac-

tion  (HCI)  describes  the  interaction  between users  and

computers: Standalone GUI – a UI separated as a stand-

alone application; Web-based – a User Interface based on

a web application and characterized by request response

navigation (interaction with the user); Command Line –

Console-based  applications  offering  an  alternative  text-

only user experience, and typically run within command

shells  such  as  a  Command  window or  a  Power  Shell.

Most suitable for administrative or development tasks.

- HCI modality – the HCI modality is a general class

of a sense through which the human can receive output

from or give input to the computer: Traditional  – Key-

board, mouse or touchpad; Touch Screen –Touch (multi-

touch) or gestures on a Touch Screen; Speech – AUI (Au-

dio User Interface) equipped with speech recognition so-

lutions; Gesture – An interaction based on head and body

movements

- Content – Describes whether the presented content

will  be  changed  by  the  user  (dynamic  content)  or  not

(static content): Static content – content doesn’t change,

e.g. a static web-page; Dynamic Content – Presented con-

tent generated dynamically. 

- Content change method – Describes how the pre-

sented content will be changed by the user: Programmatic

– content refreshed or generated automatically, indepen-

dently from the user’s actions; UI Content management –

Refreshed or generated depending on a user’s actions, in-

cluding Content Management Systems (CMS). A CMS is

a computer program that allows content to be published,

edited, modified and maintained from a central interface,

and provides procedures to manage the workflow in a col-

laborative environment 

- Presentation Services Usage – Describes the usage

of different presentation services and user interactions be-

tween them: User Interface process – Synchronizes and

orchestrates  user  interactions  between  presentation  ser-

vices for  one actor  and a  one-time execution span [6];

User interface integration – Integrates different user inter-

faces and existing presentation services by offering vari-

ous presentation integration services (i.e. WSRP, WS ren-

dering); The User Interface Integration itself behaves like

a User Interface, providing a presentation service by inte-

grating a ‘real’ presentation service [6]; Single User Inter-

face – One user interface – no need for integration

As we can see, the ECORAM is optimized to just four

main sections, enabling the quick classification of a sys-

tem. On the other hand, internal section granularity will

support  the  expressing  of  all  vital  differences  between

two or more presentation layer structures, even those used

in completely different kinds of IT systems.

IV. ECORAM PRESENTATION LAYER APPLICATION IN BUSINESS

INTELLIGENCE 

ECORAM may be used for analyzing and developing

human  interactive  computer  systems  (HICS).  It  is  as-

sumed that  in BI systems interaction is  performed in a

timely manner. This means the reaction time is in accor-

dance with human reaction. The application of an ECO-

RAM for BI systems can be explained briefly as follows:

- The motivation is to use the reference model for a

broad spectrum of applications. In particular, the model

should be useful for BI systems.

- The model can be used in constructing BI systems ,

and also for investigating multimedia systems as potential

data sources.

- The metamodel can be used as a default template

for an application layer framework in an IT system of any

kind. It shows meta-relations and meta-entities (here sec-

tions) that can be used or affected. 

- Reference model structure, which is a composition

of reference model elements. The description of model el-

ements is also included here. The proposed structure can

be applied for BI systems.

- Metrics defining the importance of the model fea-

tures for BI systems.

- Valuation mapping – feature values important for

BI System stakeholders.

Fig 3. Sample mapping of asset usage: Taxi service management BI

system (star symbols) and Integrated DVR Monitoring BI system (cir-

cle symbols).

Assessing software solution architecture is not an easy

task. For the presentation layer some quality metrics can

be distinguished, e.g. usability, user experience, and play-

fulness. ISO Standards 9126-3 [14] describe usability as

product quality. According to ISO 9241-210 [15], “user
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experience  represents  a  person's  perceptions  and  re-

sponses resulting from the use or the anticipated use of a

product, system or service". In terms of user experience,

playfulness can come from a design that engages people’s

attention or involves them in an activity for play, amuse-

ment, or creative enjoyment.

Fig. 3 shows the features used by two different BI sys-

tems and displays only a part of the ECORAM diagram.

A full ECORAM diagram can be used to compare even

totally different types of system, including different sys-

tem domains Each component in a solution’s architecture

is  checked for  features  (assets)  which  also exist  in  the

ECORAM. Various icon symbols are used to distinguish

particular solution architectures (see Fig. 3). The diagram

is used for a comparison of different systems. In a taxi

business intelligence system [16] the customer uses a mo-

bile device to connect to online taxi booking services and

track the route of the approaching taxi. Additionally, by

collecting information for many BI systems we can obtain

statistical data which will give insight into how systems

in a given domain are built. In [17] a Laboratory Manage-

ment System (LIMS) delivering Real-Time Manufactur-

ing  Intelligence  monitors  a  wide  range  of  variables  of

both the manufacturing and the laboratory databases

IV. ECORAM PRESENTATION LAYER VIDEO GAMES APPLICATION 

ECORAM may be used for game systems comparison.

Finally, three different popular game systems were con-

sidered:  Angry  Birds,  the  World  of  Tanks,  and  Kinect

Sports.

Angry Birds is a puzzle video game developed by the

Finnish computer game development company Rovio En-

tertainment.  Inspired  primarily  by  a  sketch  of  stylized

wingless birds, the game was first released for iOS in De-

cember 2009. Since then, over 12 million copies of the

game  have  been  purchased  from  the  iOS  App  Store,

which has prompted the company to design versions for

other touchscreen-based smartphones, most notably those

using the Android, Symbian, Windows Phone and Black-

Berry  10  operating  systems.  It  has  since  expanded  to

video game consoles and for PCs.

The World of Tanks is a multiplayer online game devel-

oped  by  a  Belarusian  company  called  Wargaming.net,

featuring mid-20th century fighting vehicles. The focus is

on player vs. player game play with each player control-

ling a tank or an armored vehicle. The World of Tanks de-

buted  as  an  eSports  game  at  the  World  Cyber  Games

2012. On 10 June 2013, it was announced that the World

of Tanks was coming to the Xbox 360 in summer 2013 as

the World of Tanks Xbox 360 Edition. Xbox 360 players

will use servers separate from those playing the Windows

version and players of each version will have separate ac-

counts.

Kinect  Sports  is  a  sports  video  game  developed  by

Rare and published by Microsoft Game Studios for Xbox

360. The game is a collection of six sports simulations

and eight mini-games, designed to demonstrate the mo-

tion-sensing  capabilities  of  Kinect.  The  six  sports  in-

cluded are: Bowling, Boxing, Track & Field, Table Ten-

nis,  Beach  Volleyball  and  Football  (Soccer  in  North

America). Standing in front of a Kinect sensor, players

compete  by  mimicking  actions  performed  in  real-life

sports, such as throwing a javelin or kicking a football.

The game received generally positive reviews from critics

and sold over three million units as of April 2011.

The features used in the games can be evaluated from

different  viewpoints.  The  example  considered  here  is

playfulness. Playfulness motivates one to use the product

and learn new features and technologies of the device. Pa-

per [18] provides user interface characteristics influenc-

ing playfulness: creative enjoyment, challenge, curiosity,

ability to customize the user interface, fun-in-doing, ex-

ploration, feedback, fantasy, metaphor and social interac-

tion.  A  different  perspective  for  understanding  social

game design is given by SoPlay heuristics [19]: accessi-

bility – easy to approach, to understand and play; inter-

rupt ability –spontaneous and irregular play sessions; con-

tinuity –a game world attracting the player to come back;

discovery  –new  experiences  and  surprises;  virility  –

growth in the player’s social network; narrativity –elicits

curiosity;  expression –self-discovery and customization;

sharing  –  collaborating  with  friends,  sociability  among

friends, social competition with others.

We have selected the following key aspects for a play-

ful  user  interface:  Creative  enjoyment,  challenge,  feed-

back; Accessibility – making the game easy to approach,

understand and play; Ability to customize the user inter-

face; Social interaction.

(1)

For the selected games, a weighted quality factor can

be determined to assess the play ability of the presenta-

Fig 4. Sample system comparison: Kinect Sports (star symbols) and

Angry Birds (circle symbols), World of Tanks (rectangle symbols).
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tion layer solution. Assuming that all coefficients αi, βi, γi

are equal to 1, the playfulness of each game stemming

from the presentation layer (fig. 4)  can be determined in

conjunction  with  Table  2.  The  results  are  as  follows:

PF(Angry  Birds  aspects)=3,  PF(World  of  Tanks

aspects)=4, PF(Kinect Sports aspects)=6. The simplified

calculation  demonstrate  that  the  Kinect  Sports  game is

characterized by the highest playfulness. The calculation

of quality factors demonstrate only an approach to com-

paring different systems based on a proposed model.

V. CONCLUSIONS

The process of ECORAM model development may be

a part of knowledge management in a software develop-

ment company [20]. The cooperative knowledge discov-

ery  model  [21]  including  communication,  coordination

and cooperative decision making could be applied for de-

veloping and assessment of software solutions.

Reference architectures should accelerate work, reduce

operating expenses and improve the quality of software

system development, mainly due to reuse. Before refer-

ence architecture is designed it is important to develop an

architecture reference model. To prove the flexibility of

the model, a multiple system comparative analysis has to

be  performed,  including  system  domains  for  auctions,

games and BI.  Each system chosen  usually consists  of

many different presentation layer components that can be

compared and placed in an ECORAM diagram. The dia-

gram is capable of expressing all the differences with a

sufficient level of detail. 

Another possibility is to investigate the popularity of

model  elements  in  terms  of  usage  by  different  user

groups. For different kinds of users, we can now identify

the  presentation  layer  components  used.  The  constant

monitoring of a user group’s activities and the system ser-

vice counters will generate important statistical data for

investment planning for future software line development.

The solution will also make common feature exploration

processes easier and will help system developers to de-

sign and refactor system architecture. 

Finally, an ECORAM diagram can also be useful as a

presentation tool during any kind of system requirements-

establishment discussion with customers. The ECORAM

diagrams  are  also  used  by  computer  science  students

when presenting their solution architectures, with the aim

of quickly identifying the class of a developed software

system. 

It is possible to provide a development time-line in EC-

ORAM diagrams (by creating a diagram set with time-

stamps) - and express a product line development regard-

ing particular presentation layer components gradually in-

volved. Building time-lined ECORAM diagrams for a set

of similar products can easily express trends in product

developments of that kind – helping to make a proper in-

vestment decisions in own product. 
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TABLE 1.

 KEY ASPECTS OF A PLAYFUL (PF) USER INTERFACE 

Key Aspect Positive  influence  aspects  (make

use of) 

Creative enjoyment (CE) Touch screen, Speech, Gesture 

Customization (C) Dynamic  content,  UI  content

management 

Social interaction (SI) Live  Video  Streaming,  Live

Audio Streaming,  User  interface

integration 
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ROGRAMMING languages are programmers' most ba-
sic tools. With appropriate programming languages one

can drastically reduce the cost of building new applications
as well as maintaining existing ones. In the last decades there
have been many advances in programming languages tech-
nology in traditional programming paradigms such as func-
tional,  logic,  and  object-oriented  programming,  as  well as
the development of new paradigms such as aspect-oriented
programming. The main driving force was and will be to bet-
ter express programmers' ideas. Therefore, research in pro-
gramming languages is an endless activity and the core of
computer science. New language features, new programming
paradigms,  and  better  compile-time  and  run-time  mecha-
nisms can be foreseen in the future.

P

The aims of this event is to provide a forum for exchange
of ideas and experience in topics concerned with program-
ming languages and systems. Original papers and implemen-
tation reports are invited in all  areas  of programming lan-
guages.

TOPICS

Major topics of interest include but are not  limited to the
following:

•

• Automata theory and applications
• Compiling techniques
• Domain-specific languages
• Formal semantics and syntax
• Generative and generic programming
• Grammarware and grammar based systems
• Knowledge  engineering  languages,  integration  of

knowledge engineering and software engineering
• Languages and tools for trustworthy computing
• Language theory and applications
• Language concepts, design and implementation
• Markup languages (XML)
• Metamodeling and modeling languages
• Model-driven engineering languages and systems
• Practical experiences with programming languages
• Program analysis, optimization and verification
• Program generation and transformation
• Programming  paradigms  (aspect-oriented,  func-

tional, logic, object-oriented, etc.)
• Programming tools and environments
• Proof theory for programs
• Specification languages
• Type systems

• Virtual machines and just-in-time compilation
• Visual programming languages
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Abstract—User interfaces (UIs) are advancing in every direc-
tion. The usage of touch screen devices and adaptation their UIs
lives its boom. However integrated development environments
(IDEs) that are used to develop the same UIs are oversleeping
the time. They are directed to developing usable software, but
forgot to be usable by themselves. Our goal is to design a new way
of user interaction for common IDEs with the help of touch. The
target group are hybrid devices formed by a physical keyboard
and either an integrated, or separate, touch screen display. In this
paper we describe a set of general purpose and domain-specific
gestures which represents a language for working with a touch-
driven IDE and provide a method their design. We performed
two studies with developers from industry and university and
developed a prototype of a gesture-driven IDE to evaluate the
usability of the presented approach.

I. INTRODUCTION

The accessibility of alternative devices such as wearable
gadgets, smartphones, tablets, tablet PCs, wall-sized displays,
touch-enabled displays, kinect and others, has given a rise to
different design guidelines for application user interfaces (UIs)
which, though still young and imperfect, become more and
more dominant. According to the world statistics a large part
of interaction has moved to touch devices and the vast majority
of mobile devices now supports touch control. Touch interfaces
are natural and easy to get used to and they also affect the
way people try to control other devices such as common PCs
or notebooks. Therefore, hybrid devices1 have emerged and
operation systems try to adapt their UIs and functionality to
touch.

Although touch control support has moved a large leap
forward, it still has its disadvantages. Touch gestures are
not entirely uniform on all platforms and in many cases, a
touch display alone is not sufficient to fully handle all desired
functionalities. A typical example is writing on a virtual
keyboard. Vriting on a virtual keyboard is slow, imprecise and
the keyboard occupies a large part of the screen [1]. Still, the
situation is much better than before and the rise of platform
guidelines for touch devices with different screen sizes helps
the situation.

Despite the disadvantages, the situation is much better
than in case of integrated development environments (IDEs).
They are made to improve developer productivity as much as

1In this paper, the term hybrid devices will be used to refer to devices with
a keyboard and a touch display such as tablet PCs or combinations of desktop
PCs/notebooks with an external touch display.

possible [2] but it is as if developers were primarily focusing
on making UIs and interaction better just for their users while
forgetting about themselves. The support of touch for the most
common IDEs literally overslept the time. Not only the current
IDEs are not ready for advanced work on touch displays,
they are not even prepared for everyday touch use stereotypes
and are largely limited to interaction via traditional hardware
devices (e.g., the ubiquitous keyboard and mouse) [3]. It is
not possible to use swiping to scroll, pinch to zoom or tapping
the same way as in every other touch-enabled UI. From the
IDEs we have analyzed, the only IDE ready touch is Eclipse,
statistically the most used IDE for Java language. However,
it still offers just fundamental features. As for the second
in line, IntelliJ IDEA, despite marked innovative and usable,
does not even support the most fundamental ones. Instead
of browsing or scrolling through code, the swipe gesture
selects text, infringing the common interaction stereotypes and
adjustment of panel sizes or zooming by using pinch gesture
is not possible at all.

Programming requires the speed of interaction and creativ-
ity, touch support is unambiguously a step forward because
it brings a different form of user experience and according
to Greene [4], supports creative thinking. Our goal is not to
force the work exclusively via touch gestures but to create a
symbiosis of keyboard, touch and, alternatively, mouse. Begel
[5] experimentally verified that programmers are so used to
physical keyboard that it would be disadvantageous or at most
impossible for them to explicitly use virtual keyboard, which,
in addition, has a low precision and does not enable writing
by ten fingers.

Supporting common general gestures in IDE may not be
enough to speed up the developer work. A specific solution
is necessary to not just support the basic gestures, but enable
advanced interaction adjusted for a specific IDE platform and
programming language. In this paper, we show a method of
designing a set of gestures for such advanced interaction as
a way of designing the lexical part of a visual language. The
focus is mainly on usability [6], [7], [8], domain usability and
specificity [9], simplicity of use, learnability and compliance
with standard design patterns and guidelines.

The main contributions of this paper are:

• Definition of more complex general-purpose gestures in
the context of IDEs.
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• A method of collecting, identifying and designing a set
of domain-specific gestures via multiple user surveys and
interviews including industry programmers and gesture
recorder.

• Verbal definition of a domain-specific language of gesture
patterns to support highly specialized work with code and
consequently a design and realization of drawn gesture
input and recognition in a form of a gesture-driven IDE
for Android. When compared to a physical keyboard, we
hypothesize that touch gestures are more learnable and
memorable than key shortcuts.

• Evaluation of the proposed approach by means of usabil-
ity evaluation.

Although our prototype is designed for Android devices, we
do not focus on touch devices explicitly (although they may
be a possible target), our target group are hybrid devices.

II. A TOUCH-ENABLED IDE

Here, we will describe a design of fundamental gesture
interaction for touch devices related to IDEs. Elementary
gestures are based on usability guidelines [10], [11], analysis
of existing desktop and touch-based IDEs and discussions
with industrial developers. Primarily, we followed the Google
Material design guidelines [12] that also define the most
common gesture patterns (Fig. 1).

Fig. 1. The mechanics of touch gestures according to the Google Material
Guidelines

We identified the following two fundamental categories of
gestures related to their design:

1) General-purpose gestures (GPGs) - used for standard in-
teraction. They can be used in different context, however
their meaning is always the same or at least very similar.
The most common GPGs are touch, double-touch, swipe
or pinch. This category can be considered platform-
independent although according to Wroblewski [13], not
all gestures are applied on all platforms consistently to
the same functionalities.

2) Drawn gestures - a specific type of gestures that have no
standard or specification indicating their form, purpose
or semantics. For example, drawing a circle can be used
for restoration, rotation or selecting multiple items in a
list. The design of semantics of drawn gestures is often
intuitive and closely linked to the context of their use.

Breaking the stereotypes of GPGs can cause serious us-
ability issues, mainly in the case of advanced or experienced
touch device users. Therefore it is good to abide the standard
interaction in case of this category. In case of an IDE, it is
advantageous to design additional gestures similar to general-
purpose ones by using multiple fingers to support more action
shortcuts. When designing the set of GPGs, we primarily
followed the guidelines of the Android platform and we were
also inspired by the iOS platform guidelines for multi-touch
gestures [14].

Based on the simple gestures displayed in Fig. 1, we further
designed the following additional multi-touch gestures for
common IDEs:

1) Double-touch to select words.
2) Tripple-touch to select lines.
3) Two-finger horizontal swipe for undo/redo inspired by

the usage on Apple trackpads [14].

III. DOMAIN-SPECIFIC LANGUAGE FOR A
GESTURE-DRIVEN IDE

IDEs are used in the domain of programming and to be able
to support at least the standard interaction with an IDE, we
need to design domain-specific gestures.

The set of gestures supported by an application can be
perceived as a sign language, which the user has to learn to be
able to communicate effectively. A correct conceptual model
helps users to better understand actions performed upon a UI,
thus speeds up the learning process.

From this point of view, the list of domain-specific gestures
(both general-purpose and drawn) described further in this
paper can be perceived as a domain-specific language of the
touch-enabled IDE:

1) Concrete syntax is defined by the gestures themselves:
touch or movement, finger count, touch count and move-
ment directions.

2) Abstract syntax is defined by the actions that the ges-
tures cause.

3) Semantics is defined by their type and implementation.
Because of the limited space and for we design a simple

visual language (the set of gestures is kept small), we will
not formally describe the semantics of the gesture DSL
in this paper. We expect that common language constructs,
such as loops, conditions, comments or class and method
declarations are known to common programming language
designers. Therefore we expect the semantics to be clear from
the purpose of the gesture. For each gesture, the semantics is a
generated programming language construct. We use templates
to generate the constructs similar to the ones used in common
IDEs using the Velocity template engine. Concrete and abstract
syntaxes are described verbally.

A. General-Purpose Gestures

We designed the following GPGs for touch-enabled IDEs:
1) Swiping:

a) Two-finger swipe for "stuck shift" - gradual shift
from method to method by swiping two fingers.
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b) Three-finger swipe to the end/beginning of the file.
2) Code folding:

a) Three-finger pinch for method folding.
b) Four-finger pinch for "semantic zoom".
c) Five-finger pinch to fold all class members.

"Semantic zooming"2 is a way of grouping content into
specific predefined categories. In case of an IDE it would be
a combination of related methods or blocks of code such as
getters, setters, void methods, public methods, imports, nested
classes, etc., into a single group. After performing the gesture,
the user is promted to select a semantic group. After selection,
everything else not belonging to the selected group is folded.
This enables to focus only on the important parts of the code.

In case of pinch gestures, the action of pinching-in stan-
dardly folds class members and the opposite direction of
pinching-out causes unfolding action.

B. Drawn Gestures

As we stated in section II, drawn gestures are not subject to
any specifications or conventions. Therefore their design needs
to be approached with caution. They are specific for the target
domain of use, therefore domain experts should be included in
the design and development process. A domain analysis was
performed to determine the way how programmers interpret
different language constructs visually. We interviewed multiple
developers from industry and their claims were supplemented
by a survey. In the next subsections we will describe the results
of the survey that was performed in two iterations.

1) First Survey - Collection of Patterns: In order to elicit
the correct conceptual model most effectively, a support ap-
plication for Android touch devices called "Gesture Recorder"
(Fig. 2) was created. The whole survey process was performed
in the application, using a Google Nexus 7 tablet, which asked
users to interpret given programming language constructions
by directly inducing gestures on touch screen. We used a
standard Android tablet for the survey.

We wanted to cover a wide spectrum of programmer ex-
perience, therefore we included 68 participants, from which
8 considered themselves advanced programmers, 38 interme-
diate and 22 were beginner programmers. During the survey,
each participant performed the survey independently to prevent
influence and was assisted by one member of our research
team in order to be able to correctly work with the survey
application.

The survey application prompted the participants to interpret
the following constructs by a drawn gesture: class declaration,
comment, variable declaration, loop statements (both for, while
and do-while), condition statement, method declaration and
deleting a line.

For each prompt, an example of a language construct was
displayed in the application to help the user to better connect
his/her mental model with a new gesture. After all language

2More information about semantic zooming can be found
in Microsoft official guidelines: https://msdn.microsoft.com/en-
us/library/windows/apps/hh465319.aspx

Fig. 2. The GestureRecorder survey application

constructs, participants were given a possibility to add their
own idea for a new gesture and language construct. Then
they were to fill a questionnaire about their programming
experience. The results for each participant were sent to a
distant server, manually checked and analyzed.

a) Evaluation Method: Similarity of gesture shapes was
taken into account via their abstractions into patterns. Differ-
ences in size, shape and format were abstracted into a single
unified pattern while the direction of drawing was preserved.
Differences were neglected only if the conceptual model of the
gesture interpretation remained unchanged. The patterns with
low repetition rate were omitted. Fig. 3 shows the simplified
survey results. Each group represents one language construct
and indicates the most common gesture pattern and the number
of participants that used the pattern. The direction of drawing
is indicated by the small circle representing the final point of
drawing.

b) Results: The results in the case of a class were influ-
enced by the fact that the respondents come from Slovakia,
where class is called "trieda" and begins with the letter "T".
Many of the participants also included "N" as in "new", but
the number was not as significant. Both were mainly beginners
or at least advanced programmers and from our experience,
sooner or later older and more experienced programmers begin
to in English language explicitly and do not perceive the class
declaration and instantiation as the same concept anymore. In
case of variable declaration, the results were unclear, therefore
we decided not to include the gesture without further research.
In case of cycles, as for the shape, the results jointly indicate
a circle, as for the direction, the results are unclear.

2) Second Survey - Suitability of Collected Patterns:
Because the results from the first survey were very variable, we
decided to perform a second survey. The goal was to determine
which shape of the previously identified ones was the most
appropriate for the given language construct.

The second survey was performed on 65 new participants.
In the first survey we covered different levels of programmer
experience to get universal results but this decision has proven
to be wrong. In the second round we rather decided to target

MICHAELA BAČÍKOVÁ ET AL.: USABILITY OF A DOMAIN-SPECIFIC LANGUAGE FOR A GESTURE-DRIVEN IDE 911



Fig. 3. The results of the first survey

the survey explicitly to last-year master students of informatics
to achieve more relevant results. We used a questionnaire that
contained only questions related to gestures. We included the
most frequent answers from the first survey so the users could
select from existing choices.

a) Results: The results of the second survey were much
clearer. In case of class declaration, a significant number of
69% respondents have chosen the shape of the "C" letter which
indicates it is an appropriate representation of a the gesture. In
case of loops, the results indicate that the direction of drawing
is not significant. There are multiple research papers that try
to reveal the reason of the direction. A cross-cultural study by
Amenomori et al. [15] identified a direct impact of culture
and learning methods on the direction. Based on the facts
we conclude that the gesture should be unified for all three
loop constructions and should support both drawing directions.
To unify all loop types, we need to add an additional step
after gesture drawing, where the user selects the particular
loop construction (while, do-while or for) according to his/her
choice.

The results for condition statement were not as definite
as in the case of class gesture, however a slightly more
significant number of users selected the shape resembling a
question mark. Since branching can again be noted by multiple
constructs such as if, if-else, switch or shortened if-then-else
statement (:?), the gesture can unify all possible constructs and
enable a choice after, similarly to the loop gesture.

As for the final question, most of the respondents agreed
on a horizontal line for line deletion.

IV. IMPLEMENTATION OF THE GESTURE DSL

At this point we will describe one of the ways of implement-
ing recognition of the described gestures. We chose Android as
a model platform mainly because of its accessibility, openness
and good support of developing and recognizing custom ges-
tures. However, the mechanics of gestures and the described

procedures are common for any platform. The goal is not to
point out to the details but to show the method of developing
a gesture recognition engine.

We developed two prototypes of a simple gesture-driven
IDE with the goal to design the gesture recognition algorithms
and tested it with industrial developers. We focused on max-
imal usability. We deesigned and implemented recognition of
both complex GPGs and drawn gestures.

Recognition of GPGs is implemented via native platform
libraries. Recognition of drawn gestures is more complex and
uses machine learning and recognition probabilities. Due to
the limited space, we will only describe the implementation
of domain-specific drawn gestures.

A. Recognition of Drawn Gestures

To recognize drawn gestures we used the Android
com.android.gesture package containing classes such
as Gesture, GestureOverlayView and Prediction
enabling possibilities to record, store, read and recognize
gestures. The package is undocumented, therefore we will
describe the design in more detail. GestureOverlayView
is a graphical component that enables the actions of gesture
recording and displaying it as curves. The recorded and prede-
fined gestures are stored in a binary file located in application
memory and contain a list of points and a single name may
be assigned to each gesture.

Recognition works on the principle of comparing a drawn
gesture with the whole file content and the result is a list of
identified patterns with assigned probabilities. However, the
default recognition is not very accurate, especially if the stored
patterns are slightly similar to each other or if the drawn
gesture did not imitate the target pattern too precisely. The
more patterns are stored in the database, the less precise is
the recognition. In case there are multiple gesture patterns, the
recognition rate can be less than 40% which is unacceptable.
Taking this fact into account, we needed to adjust the default
recognition process so that each pattern could have a database
of multiple possible shapes. We recommend to create the
databases by recording pattern shapes from different users and
multiple times and also to record the gestures drawn by the
IDE users during their first use by means of a tutorial.

The recognition probability p of match is determined by a
positive number. The exact meaning of p was not clear since
the package is documented, thus the value was determined
empirically for each pattern as stated below. In general, the
gesture is successfully recognized p > 1 and the highest
probability is considered as correctly recognized. This applies
only after verifying the number of traces forming the gesture.
If a circle is recognized after drawing two mirror-inverted
C characters, the result will not be considered correct, even
though it has the highest p value.

The database for each pattern was created by drawing mul-
tiple slightly deformed shapes and in both drawing directions.
Because of significant differences between probabilities for
patterns with different complexity, an optimal p interval was
determined empirically for each pattern as follows:
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• Loop gesture - is considered to be recognized if p > 4.
• Condition gesture - the most complex shape of all because

of two changes in the direction. Recognized when p > 3.
• Class gesture - a higher value has proven to be optimal.

This gesture is recognized if p >= 5.
• Comment gesture - a simple gesture of two consequent

lines. Recognized if p > 10
• Line deletion gesture - the most simple gesture, almost

identical to comment, but with only one line and different
direction. Valid recognition if p >= 10.

The values were determined by re-entering gestures multiple
times and observing the p value after recognition. We verified
both positive and negative cases and with the stated p values,
we achieved almost 100% success rate.

Since the recognition database is built using a simple
form of machine learning and the recognition thresholds
are determined empirically by applying probabilities, it is
important to consider the number of available patterns in the
database. Low number of predefined gestures that are not
very complex and similar to each other is optimal. Also, it is
very important not to continue the machine learning process
during application use, because the user might draw incorrect
shapes and hinder the recognition of the predefined gestures.
Instead, we recommend to allow the user to create his/her
own gestures and teach the correct and incorrect shapes to the
recognition algorithm. This is also a problem of many systems
for recognizing handwritten text. Each person has his/her own
writing style and when supporting as many characters as the
whole alphabet, the recognition can be incorrect multiple times
and lead to reluctance and rejection of using the system.
Moreover, the user is only able to remember a limited number
of gesture shortcuts and forcing his/her to remember a whole
database of patterns can reduce usability.

V. GESTURE DSL - USABILITY TEST

To evaluate the gesture DSL, we created a prototype of a
simple gesture-driven IDE for Android according to the design
described in this paper and performed a usability evaluation.

Our target group were Java programmers, experienced in
using IDE and minimally in using a touch-enabled smartphone
or a tablet. For the reasons indicated by Nielsen [16], [7], we
performed the usability evaluation with five participants and
we targeted at qualitative evaluation. The participants were
given tasks related to tutorial, GPGs and 2 tasks targeted at
general work with the IDE.

Each testing was performed in the presence of one member
of the research team. The sample was represented by five
experienced developers with 1-5 years of practice in industry,
using mostly IntelliJ IDEA. To avoid influence, the test was
performed separately with each participant. In all cases we
used Google Nexus 7 tablet and each time the application
was reset to its original settings. Two of the respondents were
given an external keyboard.

At the beginning, the participants were briefly familiarized
with the research and with the testing process and they
were given an in-app introductory tutorial. After finishing the

tutorial, the participants were to perform the tasks on a sample
class and to express their opinion.

A. Observations and Conclusions

Gesture discoverability was 100%, each participant was able
to perform the tasks successfully. The feedback received from
the subjects indicated that almost all participants liked the idea
of manipulating with the editor using GPGs and generating
parts of code using drawn gestures. However, the idea of using
it on a tablet was not accepted, each participant expressed the
wish to use the gesture language on a common IDE which
indicates the potential of our approach on hybrid devices. We
concluded that the negative opinion towards tablets is related
to writing code using a virtual keyboard. The results were
definitely better in case of participants that used an external
keyboard.

The gesture for folding all methods was marked most useful,
however the users expressed the idea of subsequent use of
the gesture multiple times to fold methods to regions. All
of them liked the semantic zoom feature and indicated that
it could replace the common IDE feature of code structure
preview. They suggested to add a filter for constructors,
member variables and a filter for displaying all method names.

The possibility to define custom gestures was described as
a feature with high potential. Each developer mentioned an
example of use, such as definition of custom predefined code
parts and templates or combining with macros.

The design of new gestures is a major challenge. The
gestures have to be simple, easy to learn and quick to write.
This holds for the set presented in this paper, but with
a growing number of gestures, their complexity might rise
significantly, which could complicate their use. It might be
beneficial to explore multiple combinations of gestures and
patterns [17] [18] of their use.

VI. RELATED WORK

Biegel et al. [19] propose an inspirational approach to
"touchifying" an IDE. They highlight multiple issues of com-
mon IDEs related to supporting touch handling in general.
Authors present a solution on Eclipse IDE. Compared to
our gesture set, they used already existing GPGs to support
multiple functionalities. In their study, they did not include
domain-specific drawn gestures. The fact that programmers
rather prefer the combination of a traditional PC, touch display
and a mouse shown in their paper supported our findings and
confirms that this approach has a potential to be used on hybrid
devices.

There are multiple works that focus on code refactoring
triggered by gestures, such as the works by Murphy-Hill et al.
[20] and Raab et al. [21]. Compared to their solution, we use
a small set of gestures for commonly used features and for the
sake of usability we never use multiple composed gestures to
trigger a single operation. Lee et al. [22] propose a solution
where refactoring can be triggered via drag-and-drop gestures
but in contrast to our work they optimized the gestures for
using a mouse.
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Hesenius et al. [23] introduced an environment for tablets
with advanced features but focused primarily on creating a new
environment, not adaptation to hybrid devices. Delimarschi
et al. [3] describe a natural UI for graphical IDE using a
Kinect voice and physical gesture commands. Although we
favour the potential of voice commands as means to speeding-
up the developer work, voice recognition is still not mature
enough to fully support multiple languages. As for physical
gestures, the potential is less definite. Edwards and Barnette
[24] unsuccessfully used tablet PCs with a pen in a laboratory
programming course without adapting the software to this
novel device.

Begel et al. [5] mentioned that it is possible that developers
are less efficient by using a natural interface instead of typing.
This is related to the fact that typing on a physical keyboard
is already ingrained in every developer’s habits, while more
natural interaction might not be as standard in the development
process. We agree that in the case of IDEs, not each natural
interaction type is beneficial, however we argue for touch
input being advantageous based on our observations and user
feedback. Direct manipulation characteristics of touch helps to
reduce the cognitive load [19]. Further investigation is needed
to support this claim.

VII. CONCLUSION

We introduced the concept of a DSL of gestures in the
context of IDEs. We performed multiple studies to explore the
visual representations of conceptual models of programming
constructs and developed a prototype tool which served to
conduct a pilot study to assess the feasibility of our approach.
Despite the challenges and current limitations, we believe that
it has the potential to improve and speed-up development
and ease of use. To make the approach more accessible and
verifiable in the context of hybrid devices, we have set forth
the following goals: 1. Implement a prototype into a common
desktop IDE such as Eclipse, IntelliJ IDEA or NetBeans in
form of a plug-in. 2. Integrate learning capabilities that would
allow the system to adapt to the user and his/her drawing style
and allow the user to add new custom gestures via the existing
IDE-native code template engine. 3. Generalize the approach
beyond Android and Java, for a variety of operating systems
and programming languages. 4. Experimentally identify the
optimal number, complexity and combinations of drawn ges-
tures.
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Abstract—Visibly pushdown automata are pushdown automata
whose pushdown operations are determined by the input symbol,
where the input alphabet is partitioned into three parts for
push, pop and local pushdown operations. It is well known
that nondeterministic visibly pushdown automata can be deter-
minised. In this paper a new algorithm for the determinisation
of nondeterministic visibly pushdown automata is presented.
The algorithm improves the existing methods and can result in
significantly smaller deterministic pushdown automata. This is
achieved in a way that only necessary and accessible states and
pushdown symbols are computed and constructed during the
determinisation.

Index Terms—Pushdown automata, visibly pushdown au-
tomata, deterministic pushdown automata, determinisation of
visibly pushdown automata.

I. INTRODUCTION

PUSHDOWN automata, which accept context–free formal
languages, are one of the fundamental models of com-

putation of the Theory of formal languages and automata
[8]. Every nondeterministic finite automaton, which accepts a
regular language, can be determinised and the theory of the de-
terminisation of finite automata is simple and well–researched:
states of an equivalent deterministic finite automaton represent
so–called deterministic subsets of states of a given nondeter-
ministic finite automaton [8]. The general determinisability
does not hold for the case of all types of nondeterministic
pushdown automata. The class of deterministic context–free
languages is a proper subclass of context–free languages, ie
for some nondeterministic pushdown automata their equivalent
deterministic versions do not exist. Generally, it is not known
how to decide for a given nondeterministic pushdown au-
tomaton whether there exists a deterministic equivalent or not.
There is a lack of results in the theory of the determinisation
of nondeterministic pushdown automata, although such results
would be usable, eg when constructing practical deterministic
algorithms from nondeterministic pushdown automata.

Visibly pushdown automata [3] are an important and well
motivated subclass of pushdown automata, where pushdown
operations are determined by the input symbol: the input
alphabet is partitioned into three parts Ac, Ar and Al for push,
pop and local pushdown operations, respectively. This relates

This research has been supported the Czech Science Foundation as project
No. 13-03253S.

to function calls, for example. A function call is represented by
push operation, local operations executed in the context of the
called function are represented by local transitions, and, finally,
the return from the function is represented by pop operation.
The push, pop and local operations are sometimes referred
as call, return and internal operations. Visibly pushdown
automata are widely used, researched and known to be used
in many practical applications, such as XML processing for
example [1], [2], [5], [6], [7], [11].

It is well known that nondeterministic visibly pushdown
automata can be determinised [3], [12]. These determinisations
use principles that are also used in the well-known deter-
minisation of finite automata: states of the equivalent deter-
ministic automata are represented by so-called deterministic
subsets [8]. Alur and Madhusudan [3] presented the proof
of the determinisability of a given nondeterministic visibly
pushdown automaton with n states by creating a cartesian
product consisting of all possible states and then creating
deterministic subsets, which resulted in 2n

2+n states of the
deterministic version of the pushdown automaton. This was
improved in [12], where the upper bound for the number of
states was lowered from 2n

2+n to 2n
2

and the upper bound
for the number of pushdown store symbols was lowered from
|Ac|2n

2+n to |Ac|2n
2

.

In this paper a new algorithm of the determinisation of
nondeterministic visibly pushdown automata is presented. The
algorithm improves the existing methods and can result in sig-
nificantly smaller deterministic pushdown automata in many
practical examples. Only necessary and accessible states and
pushdown symbols of the deterministic pushdown automaton
are computed and constructed during the determinisation,
which is done by analysing which states are used in transitions
on the same level of the nesting of pushdown operations and
which pushdown store symbols can appear at the top of the
pushdown store for each state.

The paper is organized as follows. Section 2 defines basic
notions. Section 3 contains information on related works.
Section 4 presents the new incremental algorithm for visibly
pushdown automata determinisation. An example of the use
of the presented algorithm is presented in Section 5. Finally,
the conclusion of the paper is in Section 6.
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II. BASIC NOTIONS

Basic notions are defined as in standard texts, such as [8].

A. Alphabet, string
An alphabet A is a finite nonempty set of symbols.
A string s is a sequence of n symbols a1a2a3 . . . an from a

given alphabet, where n is the length of the string. A sequence
of zero symbols is called empty string. Empty string is denoted
by symbol ε and its length is 0.

B. Language
A∗ denotes the set of all strings over an alphabet A includ-

ing the empty string. Set A+ is defined as A+ = A∗ \ {ε}.
A language L over an alphabet A is a set L ∈ A∗. Similarly,
for string x ∈ A∗, symbol xm, m ≥ 0, denotes the m-
fold concatenation of x with x0 = ε. Set x∗ is defined as
x∗ = {xm : m ≥ 0} and x+ = x∗ \ {ε} = {xm : m ≥ 1}.

C. Pushdown automata
A nondeterministic pushdown automaton (nondeterministic

PDA) is a seven-tuple M = (Q,A,G, δ, q0, Z0, F ), where Q
is a finite set of states, A is an input alphabet, G is a pushdown
store alphabet, δ is a mapping from Q× (A∪ {ε})×G∗ into
a set of finite subsets of Q × G∗, q0 ∈ Q is an initial state,
Z0 ∈ G is the initial pushdown store symbol, and F ⊆ Q is
the set of final (accepting) states.

Triplet (q, w, x) ∈ Q×A∗×G∗ denotes the configuration of
a pushdown automaton. Top of the pushdown store x is written
on its left hand side. The initial configuration of a pushdown
automaton is a triple (q0, w, Z0) for the input string w ∈ A∗.

The relation ⊢M⊂ (Q × A∗ × G∗) × (Q × A∗ × G∗)
is a transition of a pushdown automaton M . It holds that
(q, aw, αz) ⊢M (p, w, βz) if (p, β) ∈ δ(q, a, α), where
z, α, β ∈ G∗. The k-th power, transitive closure, and transitive
and reflexive closure of the relation ⊢M is denoted ⊢k

M , ⊢+
M ,

⊢∗
M , respectively.
A pushdown automaton M is a deterministic pushdown

automaton (deterministic PDA), if it holds:

∀q ∈ Q, ∀a ∈ A, ∀z ∈ G, δ(q, ε, z) = ∅ : |δ(q, a, z)| ≤ 1,

∀a ∈ A, |δ(q, ε, z)| ≥ 1 : δ(q, a, z) = ∅.
D. Visibly pushdown automata

Visibly pushdown automata are defined as in [3], [12].
Let A = Ac ∪ Ar ∪ Al be a partition of A. The intuition

behind the partition is: Ac is the finite set of call (push)
symbols, Ar is the finite set of return (pop) symbols, and
Al is the finite set of local symbols.

A visibly pushdown automaton (VPA) M over A is a seven-
tuple (Q,A,G, δ,Q0,⊥, F ), where Q is a finite set of states,
A = Ac ∪ Ar ∪ Al, G is a finite pushdown store alphabet,
a special symbol ⊥∈ G represents the bottom-of-pushdown-
store, which can be popped from the pushdown store unlimited
number of times, δ = δc ∪ δr ∪ δi is the transition mapping,
where (Q,G \ {⊥}) ∈ δc(Q,Ac, ε), (Q, ε) ∈ δr(Q,Ar, G),
and (Q, ε) ∈ δi(Q,Al, ε), Q0 ⊆ Q is a set of initial states,
⊥∈ G is initial pushdown store symbol, and F ⊆ Q is a set
of final (accepting) states.

III. RELATED WORKS

Visibly pushdown automata were introduced in [3]. More-
over, it was shown that any nondeterministic visibly pushdown
automaton can be transformed into an equivalent deterministic
one. The determinisation principle is similar to the the deter-
minisation principle of finite automata [8].

In [3], states of the resulting deterministic visibly pushdown
automaton consist of two components (S,R). Component
R ∈ P(Q) is an element of powerset of the states of the
original automaton. Component S = P(Q×Q) is a powerset
of pairs of states of the original nondeterministic pushdown
automaton that keeps tracking beginning states on path from
push transitions to all states listed in R component. We note
that, given the union of states in second parts of pairs in S
component is equal to R component, the R component can
be omitted but for keeping the automata hierarchy simple we
maintain this R component in the following definition as a
connection to finite automata [12], where the states of the
determinized automata correspond to the R component.

Let M = (Q,A,G, δ,Q0,⊥, F ) be a nondeterministic VPA.
For A = Ac∪Ar∪Al, an equivalent deterministic VPA M ′ =
(Q′, A,G′, δ′, q′0,⊥, F ′) can be constructed as follows: Q′ =
2Q×Q × 2Q, q′0 = (IdQ0 , Q0) where IdX = {(x, x)|x ∈ Q},
F ′ = {(S,R)|R∩F 6= ∅}, G′ = 2Q×Q × 2Q ×Ac ∪ {⊥}, the
transition relation δ′ = δ′l ∪ δ′c ∪ δ′r is given by:

Local: For every
l ∈ Al, ((S

′, R′), ε) ∈ δ′l((S,R), l, ε) where

S′ = {(q, q′)|∃q′′ ∈ Q : (q, q′′) ∈ S,

(q′, ε) ∈ δl(q
′′, l, ε)},

R′ = {q′|∃q ∈ R : (q′, ε) ∈ δl(q, l, ε)}.
Push: For every
c ∈ Ac, ((IdR′ , R′), (S,R, c)) ∈ δ′c((S,R), c, ε) where

R′ = {q′|∃q ∈ R : (q′, γ) ∈ δc(q, c, ε)}.
Pop: For every r ∈ Ar,

• if the pushdown store is empty : ((S′, R′), ε) ∈
δ′r((S,R), r,⊥) where S′ = {(q, q′)|∃q′′ ∈ Q :
(q, q′′) ∈ S, (q′, ε) ∈ δr(q

′′, r,⊥)} and R′ =
{q′|∃q ∈ R : (q′, ε) ∈ δr(q, r,⊥)}.

• otherwise: ((S′′, R′′), ε) ∈ δr((S,R), r, (S′, R′, c)),
where




R′′ = {q′|∃q ∈ R′ : (q, q′) ∈ U},
S′′ = {(q, q′)|∃q3 ∈ Q : (q, q3) ∈ S′, (q3, q′) ∈ U},
U = {(q, q′)|∃q1 ∈ Q, q2 ∈ R : (q1, q2) ∈ S,

(q1, γ) ∈ δc(q, c, ε),
(q′, ε) ∈ δr(q2, r, γ)}.

The equivalent deterministic automaton has at most 2n
2+n

states and at most |Ac|2n
2+n pushdown store symbols. The

size of the transition relation can be at most |Al|(2n
2+n)

2
+

|Ac|(2n
2+n)

3
+ |Ar ||Ac|(2n

2+n)
3
.

In 2009 an improved upper bound of the number of states
has been found by Nguyen Van Tang [12]. In that paper
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two optimizations for Alur-Madhusudan’s determinisation of
visibly pushdown automata were introduced. First, the set of
summaries S component of a state pair for some special cases
concerning initial states was minimized. Second, R component
of the state pair was removed. By removing R component of
determinised visibly pushdown automaton the upper bound for
the number of states was lowered from 2n

2+n to 2n
2

and there
were at most |Ac|2n

2

pushdown store symbols. The optimiza-
tion is based on the observation that information stored in R
component of a state pair is already contained in S component
of the state pair [12]. However, that determinisation algorithm
is still not practical. As pointed by Nguyen Van Tang in its
implementation of visibly pushdown automata determinisation
library, named VPAlib, the determinisation was performed in
an exhaustive way. Therefore, their determinisation easily gets
stuck with visibly pushdown automata of small size [12].

IV. DETERMINISATION ALGORITHM

This section presents our new algorithm for the determin-
isation of nondeterministic visibly pushdown automata. The
algorithm improves the original determinisation algorithm [3],
[12]. As stated in the Introduction our algorithm computes and
constructs only necessary and accessible states and pushdown
symbols of the deterministic pushdown automaton. The basic
idea of this improvement is analysing and tracking pushdown
symbols that can appear on the top of the pushdown store
for a particular state. With this information the explored
pop transitions for the state can be reduced to only those
that correspond to the possible pushdown store top symbols.
Also, it is shown below that this information on the possible
pushdown store top symbols for a state has certain interesting
properties, which can be exploited for an effective way of
calculation and storing this information for all states in the
automaton.

We will use Tq to denote pushdown store top symbols. The
pushdown store top symbols of state q, Tq ⊆ G′ are the set
of all pushdown store symbols that could appear at the top of
the pushdown store for a state q ∈ Q′.

We will also use symbol λ for a local connection: State q′

is locally connected to q′′ if there is a sequence of transitions
from state q′′ to state q′, the pushdown store depth in both
states is the same and the pushdown store depth for all other
states along the sequence of transitions is greater than the
pushdown store depth in q′′. This relation between two states is
not symmetric but is transitive. See Figure 1 shows an example
of various local connections. Note that for example the path
1 → 7 → 8 is not a local connection. The notation a|α 7→ β
denotes a transition that reads symbol a ∈ A and replaces
α ∈ G′∗ with β ∈ G′∗ on the top of the pushdown store. This
notation will be used in figures throughout the paper.

It can be easily seen that the pushdown store top symbols
are shared between locally connected states.

With local connection from q′ to q and local connection
from q to q′′, the q′ is locally connected to q′′ by transitive
closure. If Tq is the set of pushdown store top symbols of state
q, then Tq′ ⊆ Tq and Tq ⊆ Tq′′ and also Tq′ ⊆ Tq′′ .

The local closure of state q is λ∗(q). See Figure 2 as an
example of a local closure. See Figure 1 and note that the
path 1 → 7 → 8 mentioned before is in fact a local closure.

Closing all states under the λ∗(q) connects all Tq . See
Figure 3.

We define these notions formally:
Definition 1: A local connection λ(q) of state q.

Given a deterministic visibly pushdown automaton M ′ =
(Q′, A,G′, δ′, q′0,⊥, F ′), where A = Ac ∪ Ar ∪ Al, states
q, q′ ∈ Q′, then λ(q) = {q′ : (q, uw, γ0) ⊢k (q′, w, γk), u ∈
A∗, w ∈ A∗, γ0, γk ∈ G′∗, 1 ≤ k, |γ0| = |γk|, |γ0| < |γi|, 1 ≤
i < k}.

Definition 2: A local connection closure λ∗(q) of state q.
The local connection closure λ∗ is defined by these equalities:

λ0(q) = q, (1)

λi+1(q) =
⋃

∀q′∈λi(q)

λ(q′), (2)

λ∗(q) =
⋃

i≥0

λi(q). (3)

Definition 3: A set of pushdown store top symbols Tq of
state q. Given a deterministic visibly pushdown automaton
M ′ = (Q′, A,G′, δ′, q′0,⊥, F ′), where A = Ac ∪ Ar ∪ Al,
states q, q′, q′′ ∈ Q′, then Tq = {g : (q′, g) ∈ δ(q′′, c, ε), c ∈
Ac, g ∈ G′, q′ ∈ λ∗(q)}.

Due to convenient properties of λ∗(q), Tq can be stored
in a space optimal way. Given q, q′ ∈ Q′, then ∀q′ ∈ λ∗(q)
holds that Tq′ ⊆ Tq , ie parts of Tq can be shared between
locally connected and locally closed states. See Figure 4 as an
example of this process.

Further, we show by induction on the length of an input
sentence that pushdown store top symbols are given by the
λ∗(q) and states that are source and target of the appropriate
push and pop transition.

Step one:

ε :⊥∈ Tq′0 . (4)

Then, assume that pushdown store top symbols are given by
the local closure for first i symbols of input word. Symbol a is
a (i+1)-th symbol of input word. Given q1, q2, q3, s1, s2, s3 ∈
Q′, a ∈ Ac, then we have three distinct cases:

λ(r1) ={q1 : (q1, aw, γ) ⊢ (r1, w, γ)}, (5)
Tr2 ={(q2, a) : (q2, aw, γ) ⊢ (r2, w, (q2, a)γ)}, (6)

λ(r3) ={q2 : (q3, aw, (q2, a)γ) ⊢ (r3, w, γ)}. (7)

Notice that γ does not change between states q1 and r1.
Pushdown store top symbol (q2, s) was pushed in state q2 and
popped in state q3 so γ does not change between states q2
and r3 either. Pushdown store top symbols are given by the
λ∗(q) and states that are source and target of appropriate push
and pop transition for first i + 1 symbols of input word. The
induction holds for i+ 1.

More informally: The deterministic automaton is con-
structed from the initial state. The deterministic subset of the
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1
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3

7

5

6

8

4

c1|ε 7→ (1, c1)

c2|ε 7→ (2, c2)

c2|ε 7→ (4, c1)

c3|ε 7→ (3, c3)

l1|ε 7→ ε l2|ε 7→ ε

l3|ε 7→ ε

l4|ε 7→ ε

c2|ε 7→ (4, c1)

r3|(3, c3) 7→ ε

r2|(2, c2) 7→ ε

r1|(1, c1) 7→ ε

r1|(4, c1) 7→ ε

Fig. 1. Various λ relations of state 8 to state 1.

0 1

2 3

4 5

6 7

8 9
l1|ε 7→ ε

c1|ε 7→ (1, c1)

r1|(1, c1) 7→ ε

l2|ε 7→ ε

c2|ε 7→ (5, c2)

r2|(5, c2) 7→ ε

l3|ε 7→ ε

λ1

λ2
λ3

λ4

λ5

Fig. 2. The λ∗ relation computed for state 9.

0 1

2 3

4 5

6 7

8 9
l1|ε 7→ ε

c1|ε 7→ (1, c1)

r1|(1, c1) 7→ ε

l2|ε 7→ ε

c2|ε 7→ (5, c2)

r2|(5, c2) 7→ ε

l3|ε 7→ ε

Fig. 3. The λ∗ relation computed for all states.

initial state is created from all initial states of the original
automaton. Initial pushdown store symbol ⊥∈ Tq′0 forms the
pushdown store top symbols set.

In every iteration, all local and push transitions are explored
for the known states. Base set of possible pushdown store top
symbols Tq of the pushdown store for given state q ∈ Q′ is
given by push transitions. Then, we track pushdown store top
symbols for each state.

Any two states q, q′, where a local transition exists from
state q′ to state q, share part of Tq′ in form of that everything
from Tq′ is in Tq .

Any two states q, q′, where a pop transition popping symbol

(q′, r) exists from state x to state q, share part of Tq′ in form
of that everything from Tq′ is in Tq . Given q, q′, q′′ ∈ Q′, l ∈
Al, c ∈ Ac, r ∈ Ar, then for T the following properties hold:

⊥∈ Tq′0 , (8)

∀(q, ε) ∈ δ(q′, l, ε) ⇒Tq′ ⊆ Tq, (9)
∀(q, ε) ∈ δ(q′′, r, (q′, c)) ⇒Tq′ ⊆ Tq, (10)
∀(q, (q′′, c)) ∈ δ(q′′, c, ε) ⇒(q′′, c) ⊆ Tq. (11)

The algorithm of the determinisation is formally described
by Algorithm 1. Given q, q′′ ∈ Q′, its main part can be written
in an abstract way as follows:
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0 1

2 3

4 5

6 7

8 9
l1|ε 7→ ε

c1|ε 7→ (1, c1)

r1|(1, c1) 7→ ε

l2|ε 7→ ε

c2|ε 7→ (5, c2)

r2|(5, c2) 7→ ε

l3|ε 7→ ε

Fig. 4. Connecting Tq between locally connected states.

1) create the initial state,
2) while ∄(q′, ε) ∈ δ(q, r, γ), where r ∈ Ar and γ ∈ Tq,

do create pop transition (q, r, γ),
while ∄(q′, ε) ∈ δ(q, l, ε), where l ∈ Al, do create local
transition (q, l, ε),
while ∄(q′, γ) ∈ δ(q, c, ε), where c ∈ Ac, do create push
transition (q, c, ε),

3) set final states.
Only a pair of states (q′, q), where q′ ∈ λ∗(q), can appear

as an element in S component. As it is described in II, the
new pairs of S component are only created from push and
local transitions. The push transitions only yield elements of
S component based on identity. On the other hand, the local
transitions yield exactly the pairs that conform to local closure,
because they connect appropriate targets of push and sources
of pop operations.

Let L be the set of all distinct pairs of locally closed states
of the nondeterministic automaton. Then, 2|L| is the maximum
number of states of the deterministic automaton. The |L| is at
most n2 when all states in the nondeterministic automaton are
locally closed.

V. EXAMPLE

In this section the determinisation of a simple nondeter-
ministic visibly pushdown automaton is demonstrated. For the
sake of clarity, the component R of states and pushdown store
symbols is omitted, because the information it holds is already
contained in the component S (it is the second value of each
pair), as it was described in [12].

Example 5.1: The nonderterministic visibly pushdown au-
tomaton a1 is shown in Figure 6.

Let a1 = (Q,Ac ∪ Ar ∪ Al, G, δ,Q0,⊥, F ) be a nonde-
terministic visibly pushdown automaton. An equivalent deter-
ministic visibly pushdown automaton d1 = (Q′, Ac ∪ Ar ∪
Al, G

′, δ′, q′0,⊥, F ′) can be constructed as follows.
The initial state is constructed as powerset of all identity

pairs of initial states of automaton a1, so q′0 = {(0, 0)}.
The push and the local transitions can be easily deduced

from determinisation rules from Section IV. All transitions
are shown in Figure 5.

In each push transition, the pushdown store top symbol is
tracked for target state of the push transition. When a local

transition occurs, all pushdown store top symbols are shared
from a source state of the local transition to a target state of
the local transition and all other locally connected states. The
tracking of all locally connected states could be achieved by
creating virtual transitions serving as a transitive closure.

Then, the pop transitions are created based on known input
symbols (from the nondeterministic automaton) and tracked
pushdown store top symbols. The transitions are created
according to the determinisation rules from Section IV.

For an illustration of the determinisation see Figure 5. The
pushdown store top symbols are tracked as follows. Push,
local and pop transitions are marked green, gray and red,
respectively. Arrows describe movements of tracked tops of
the pushdown store. Dashed arrows represents source of top
pushdown store symbols that are shared with target state when
local transition occur.

The resultant deterministic PDA d1 is shown in Figure 7.
The resultant deterministic PDA can be also reproduced by

running Algorithm 1.
Given the nondeterministic pushdown automaton from the

example above, the VPAlib algorithm [9] constructs a de-
terministic pushdown automaton with 45 states and 1206
transitions. We note that 45 (states) is not a power of 2,
which is caused by the fact that the implementation of VPAlib
library does not consider states in which components R or S
are empty sets (in this way, it performs another optimization
of the determinisation algorithm [12]). For comparison, our
algorithm constructs an equivalent deterministic pushdown
automaton with only 3 states and 8 transitions. This is a signifi-
cant improvement over the previously existing determinisation
algorithms.

VI. CONCLUSION

A new incremental algorithm of the determinisation of non-
deterministic visibly pushdown automata has been described.
The algorithm creates only necessary states and pushdown
symbols by analysing and tracking which states are achievable
by computing transitions on the same levels of pushdown
operations nesting. Possible tops of the pushdown store are
stored for each state when a pop transition is in progress and
then they are shared through local transitions with states on
the same levels of the nesting. The behavior of the algorithm
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Determinisation algorithm.
Input : A nondeterministic visibly pushdown automaton Mn(Q,Ac ∪ Al ∪ Ar, G, δ,Q0,⊥, F ).
Output: An equivalent deterministic visibly pushdown automaton Md(Q

′, Ac ∪ Al ∪ Ar, G
′, δ′, q′0,⊥, F ′).

Method:
set q′0 = {(x, x) : x ∈ Q0}, Q′ = {q′0}, G′ = ∅, δ′ = ∅, F ′ = ∅;
create queue Dirty = ((q′0,⊥)), // the set of pairs (state, pushdown store symbol);
create set Clean = ∅, // the set of states;
while Dirty is not empty do

(state, symbol) = dequeue Dirty;
create set States = ∅;
if state /∈ Clean then

forall the l ∈ Al do
forall the (q, q2) ∈ state do

state2 = {(q, q1) : (q1, ε) ∈ δ(q2, l, ε)}; if state2 = ∅ then continue;
add state2 to Q′; add (state2, ε) to δ′(state, l, ε); add state2 to States;
update Tx, x ∈ λ∗(state2);

end
end
forall the c ∈ Ac do

forall the (q, q2) ∈ state do
state2 = {(q1, q1) : (q1, g) ∈ δ(q2, c, ε)}; if state2 = ∅ then continue;
add state2 to Q′; add (state, c) to G′;
add (state2, (state, c)) to δ′(state, c, ε); add state2 to States;
update Tx, x ∈ λ∗(state2);

end
end
add state to Clean;

end
forall the r ∈ Ar do

if symbol is ⊥ then
forall the (q, q2) ∈ state do

state2 = {(q, q1) : (q1, ε) ∈ δ(q2, r,⊥)}; if state2 = ∅ then continue;
add state2 to Q′; add (state2, (state, ε)) to δ′(state, r, symbol); add state2 to States;
update Tx, x ∈ λ∗(state2);

end
else

create set Update = ∅;
forall the (q1, q2) ∈ state do

pairs = {(q, qI) : (qI , g) ∈ δ(q2, r, g), (q1, ε) ∈ δ(q, c, g), c = second(symbol)};
add pairs to Update;

end
forall the (q, q3) ∈ first(source) do

state2 = {(q, q2) : (q3, q2) ∈ Update}; if state2 = ∅ then continue;
add state2 to Q′; add (state2, (state, ε)) to δ′(state, r, symbol); add state2 to States;
update Tx, x ∈ λ∗(state2);

end
end

end
forall the s ∈ States do

forall the g ∈ Tstate \ Ts do enqueue (s, g) to Dirty ;
end

end
forall the q ∈ Q′ do

if exists (q1, q2) ∈ q such that q2 ∈ F then add q into F ′ ;
end

Algorithm 1: Determinisation
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Fig. 5. Construction of deterministic automaton d1.
State q {(0, 0)} {(0, 0), (1, 1)} {(0, 1)}

Pushdown store ⊥ ⊥, (a, {(0, 0)}), (a, {(0, 0)}),
top symbols Tq (a, {(0, 0)}), (a, {(0, 0), (1, 1)}) (a, {(0, 0), (1, 1)})

1. a|ε 7→ (a, {(0, 0)}) {(0, 0), (1, 1)}
2. c|ε 7→ ε {(0, 1)} {(0, 1)}
3. a|ε 7→ (a, {(0, 0), (1, 1)}) {(0, 0), (1, 1)}
4. d|(a, {(0, 0), (1, 1)}) 7→ ε {(0, 1)}
5. d|(a, {(0, 0)}) 7→ ε {(0, 1)}
4. b|(a, {(0, 0), (1, 1)}) 7→ ε {(0, 1)}
6. b|(a, {(0, 0)}) 7→ ε {(0, 1)}

0 1

a|ε 7→ A b|A 7→ ε

d|B 7→ ε

a|ε 7→ B

c|ε 7→ ε

Fig. 6. The nondeterministic visibly pushdown automaton a1 from Exam-
ple 5.1.

(0, 0) (0, 1)

(0, 0), (1, 1)

a|ε 7→ (a, {(0, 0), (1, 1)})

b|(a, {(0, 0), (1, 1)}) 7→ ε

b|(a, {(0, 0)}) 7→ ε

c|ε 7→ ε

a|ε 7→ (a, {(0, 0)})

c|ε 7→ ε
d|(a, {(0, 0)}) 7→ ε

b|(a, {(0, 0), (1, 1)}) 7→ ε

Fig. 7. The resultant deterministic PDA d1 from Example 5.1 created by
determinisation of automaton a1.

is inspired by the behavior of the incremental construction of
the deterministic finite automaton.

The algorithm has been implemented as a part of an
experimental automata library [13].

Although the number of states of the deterministic automa-
ton for the worst case is still 2n

2

for a given nondeterministic
visibly pushdown automaton with n states, it has been shown
that the upper bound of the number of states of the deter-
ministic automaton is dependant on the number of distinct
pairs of locally connected states. For those and other reasons
in many practical cases our algorithm provides significantly
smaller deterministic automata than the previously existing
determinisation algorithms.

Furthermore, a similar approach can be adapted for the
determinisation of Height-deterministic pushdown automata
[10].

Further information can be found on [4].
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Abstract—The term Projectional editor is commonly used for
tools that can work directly with the program’s abstract syntax
tree. They are able to provide different views of the program,
according to the specific editor used. The ability to look at the
program from multiple views is often requested as a mean to
simplify program comprehension. During their evolution, the
Integrated Development Environments were equipped with tools
that provide such possibilities. Many of them already work with
the parsed abstract syntax tree of the code and thus can be
considered for projections. In this paper we review projections
available in 6 widely used IDEs. The review categorizes existing
projections and shows that significant number of IDE tools
depend on the knowledge of program structure, but also that data
from other integrated tools are used to enhance the projections.

I. INTRODUCTION

THE ability to evolve a software system depends on the
programmer’s ability to comprehend its source code. The

source code comprehension (also program comprehension)
is a cognitive process that involves analysis of the source
code and retrieval of information and knowledge about the
analyzed system. This process tends to take up to a half of
a programmer’s time during the software development and
maintenance [1], [2].

The main hindrance that programmers face while com-
prehending the source code is the wide semantic gap that
exists between the problem domain and the solution domain.
Due to this gap, the mapping of a specific program feature
to the code that implements this feature (or vice versa) is
not straightforward. Factors like programmer’s personality,
experiences and skills, combined with the nature of the task
at hand have a strong influence on this process [2]. Program
represented as a source code enforces the single structure
chosen by its author onto all programmers that will work
with it later, regardless of whether they will intend to reuse,
extend or modify it. This is the reason why the tools that are
able to provide different, context-driven views of the code are
requested during the comprehension process [3].

The goal to aid programmers in the program comprehension
process stands behind many tools. The Integrated Development
Environments (IDEs) represent the most complex toolset for
working with a source code. The ultimate purpose of an IDE
and all of its tools is to cover all phases of the software life
cycle and to increase the productivity of programmers. For this
reason, an IDE typically contains code editors, browsers and

analyzers, refactoring and build automation tools, debuggers,
and other tools. The research on the comprehension strategies
of professional programmers by Maalej et al. [2] points out the
importance of integrated environments: comprehension tools
that are not a part of the IDEs are virtually not used at all in
the practice.

The main advantage modern IDEs have over pure text
editors (even the advanced ones) is that they can “understand”
the structure of the source code. After loading the source
code contained in text files, they parse it into an abstract
representation of the code – a form of its abstract syntax tree
(AST). Many operations that IDE performs, e.g., refactoring
or contextual code completion, are performed against this
AST [4]. Whenever the code or the AST changes, the other
is accordingly updated to stay in sync.

There are IDEs that take this idea to the next level and use an
AST as a base program representation. The program is stored
in the files as a serialized form of this AST, e.g., using XML
notation. After loading such file into the editor, a projection of
this base representation is presented to the programmer. There
is no need for parsing and when the programmer is editing the
program, he or she is basically directly editing the AST [5].
Such base representation abstracted from concrete language
notation can be presented through projections in multiple
forms and consequently the notation that programmer deals
with can be tailored to best suit a particular domain. Editors
of such IDEs are therefore called projectional editors [4], [5].
The most notable example of such IDE is the JetBrains Meta
Programming System (MPS) which is used not only to develop
programs in domain specific languages, but also to create these
languages along with the appropriate language notations and
editors.

In the case of MPS-like tools the idea of projections is
well-defined. It is the core of their functionality. As we already
hinted, modern source-based IDEs also operate on the abstract
representation of the code, even though it needs to be parsed
from the textual notation and it exists only during code editing.
Yet, this gives an opportunity to exploit the idea of projections
even by these IDEs.

We believe that source code projections are used by source-
based IDEs on a large scale. However, the term projection is
not well established in their context. This may be the reason
why tools that use them are seldom recognized or referred to
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as projectional. Our goal in this paper is to identify, review
and categorize projections that are used by popular IDEs.

II. INTEGRATED DEVELOPMENT ENVIRONMENTS AND
PROJECTIONS

There are many tools that programmers can use during
development for code editing. They range from pure text
editors that provide the basic text manipulation operations,
through the advanced ones that add support for syntax high-
lighting or word completion, to fully featured IDEs with all
the tools mentioned in the previous section. However, there
is no generally recognized definition of what exactly is an
IDE. Due to a great number of existing tools and an effort to
differentiate themselves, there is no clear boundary between
what is still “only” a text editor and what is already an IDE.

For our purposes, we have already laid out some require-
ments on what we consider for an IDE, mostly with regard
to projections we want to explore. We will understand an
integrated development environment as an application that is
designed to support the majority of the software development
life cycle – that is, at least the implementation, testing and
maintenance phases – by providing an environment for pro-
grammers that includes tools for the associated tasks. In addi-
tion, we will require that the included tools (not necessarily all
of them) are able to take advantage of the program structure –
they should operate on the abstract representation of the source
code.

As for the term projection, in the context of the MPS-
like projectional editors it is used to represent an interactive,
customizable rendering of the AST [5]. This can be true even
for the source-based IDEs that operate on a parsed AST,
though possibilities are limited here by the need to preserve
parsability of the base source code. Through projections,
source code can be conveyed in multiple views. The source
code projections can be thus considered for a mapping between
a set of base source code structures and a set of dynamically
created views [6]. Such views usually focus on some aspect
of the system and convey it in a concise way. Different
projections can be useful in different contexts, but generally
they can have positive effects on program comprehension by
providing a higher-level view of the system.

III. A REVIEW OF SOURCE CODE PROJECTIONS

In order to select which IDEs will be used for the review
of existing code projections, we referred to their popularity
ranking Top IDE Index1 that was compiled from Google search
trends as of April, 2015. We focused on the first ten ranks of
the index, as listed in the table I.

However, the criteria according to which the tools were
added to the index were less strict than our understanding
of an IDE. As a result, the index also contains tools like
Vim, Emacs and SublimeText. Although these are very flexible
and extensible tools for programming, we consider them for
code editors, because they work with the source code only

1http://pypl.github.io/IDE.html, accessed April 2015

TABLE I
SELECTION OF IDES FOR THE REVIEW

Rank1 Name Category Reviewed Version
1 Eclipse IDE ✓ 4.4.2
2 Visual Studio IDE ✓ 2013 Ultimate
3 Vim Editor – –
4 NetBeans IDE ✓ 8.0.2
5 XCode IDE – (n/a) –
6 SublimeText Editor – –
7 Komodo IDE ✓ 9.0
8 IntelliJ IDEA IDE ✓ 14.1
9 Emacs Editor – –
10 Xamarin IDE ✓ 5.9

at the textual level. Thus, these were ruled out of the review.
Additionally, we had to exclude XCode as it is available only
for Apple Mac platform, to which we did not have access.
Six remaining IDEs marked in the “reviewed” column of
the Table I were used in the following review of existing
projections. The reviewed versions of used IDEs are also listed
in the table.

The review of projections was conducted by evaluating
features of main application menu and code editor of each
selected IDE for projectional properties. Within the single IDE,
the features were checked for multiple languages and project
types.

Four categories of projections were identified. In the fol-
lowing subsections we describe these categories and list the
relevant projections along with their requirements.

A. In-editor Projections

The code editor is a very significant part of each IDE. It
was already mentioned that it projects editable representation
of the AST constructed by parsing the source code. Of course,
this projection will work only for languages that are supported
by the IDE. Code editor displays the loaded file with exactly
the same content as persisted on the storage medium. The
projectional properties manifest themselves in the additional
features that augment the text, and these are reviewed below.

The first is the code highlighting. It is able to convey infor-
mation not only about the code syntax (e.g., by highlighting
the keywords of the language), but also about its structure. It
takes into account the scope of the variables – it distinguishes
between local and global ones even if they have the same
name. Furthermore, it can highlight all occurrences of the same
program element (see fig. 1), identify unused statements and
more. This is where the structural information provided by
the parsed AST are exploited. However, the level to which
the IDE is capable of these features depends on the detailness
of the parsed AST and also on the language properties. The
more a language has “dynamic”2 properties, the less complete
(or reliable) knowledge about actual program structure during

2Dynamic languages are mostly defined by support for dynamic typing or
powerful reflection that allows extensive run-time modifications of a program
behavior.
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runtime can be obtained from the static structure of the AST.
These properties have influence on all projections that utilize
the AST.

A related projection is the error highlighting, which brings
another informational layer to the code editor. The simplest to
detect are syntax errors. Strongly-typed languages can benefit
from possibility to check type assignment and visualize the
errors.

Another common in-editor projection is the code comple-
tion, visualized as a pop-up list of available program elements
in the specific context. Yet again, the knowledge of structural
relations of elements in the edited source code is required for
realization of this feature and the level of list completeness
depends on the AST detailness and language properties.

Apart from above described in-editor projections that are
available in every selected IDE, there are some that exist only
in one of them. IntelliJ IDEA is able to project method or
class implementation in the pop-up window over the selected
class or method name with action called Quick Definition (see
fig. 1). It is a different form of the go to definition projection
(described in section III-C) that causes less navigational over-
head, as the pop-up can be easily closed and user does not
need to switch to other editor tab or window. The projected
code is, however, not editable. Visual Studio provides feature
called Peek definition, which creates a projection with similar
purpose. This one is inserted directly in-line within the editor,
as can be seen in fig. 2, and is fully editable. The use of
this projection recursively inside the in-lined view replaces the
whole view and adds so-called “breadcrumbs” for switching
among the already opened views.

Source code in the editor can be further augmented by meta-
data available in the AST. To give an example, the presence
of documentation annotation @deprecated in a Java code
can be projected by crossing out any usage of the annotated
element in the editor to visually warn the programmer about
usage of a deprecated API.

In-editor projections are also used to project information not
obtained from the AST. While running the debugging session,
the IntelliJ IDEA projects the actual values of the variables
next to their occurrences in the code editor as the user steps

quick definitionthe same element (method)

Fig. 1. code highlighting and quick definition in IntelliJ IDEA

through the program execution. CodeLens, a feature of Visual
Studio, decorates declarations of methods with a reference
counter, as displayed in fig. 2. In addition to this, it can show
a unit tests passing score and a code changes history, if the
data are available. Only the reference counter value can be
obtained by analyzing the AST of the program. The later two
pull required data from the integrated test runner and version
control system, respectively.

B. Structure Projections

Each of the selected IDEs contains tools that provide
overview of the project structure. The most basic one – the
file browser – can be considered for an identity projection of
the project’s files, with exactly the same structure as stored on
a storage medium.

With the exception of the Komodo IDE, the selected IDEs
contain panels that show hierarchical, tree-like project struc-
ture according to packages, namespaces, modules, classes,
or other structural elements of the programs. These high-
level views of the program structure are augmented with
graphical symbols, informing the user about the visibility
of the structural elements or distinguishing their type (class,
abstract class, interface, and others).

The view of the same tool in a particular IDE differs de-
pending on the used language or the project type. For example,
in IntelliJ IDEA, Project panel shows more detailed structure
in the case of Java files than, say, Python or JavaScript files.
When working on a web project in the NetBeans IDE, the
Projects panel extends the tree structure to include even the
remote files that are linked from inside of the HTML pages.

Individual IDEs also differ in the level of the details
displayed by these tools. Particularly detailed is the Package
Explorer of Java projects that is available in the Eclipse IDE.
As shown in fig. 4, it goes down to the level of individual class
members and also provides their signature. At the file level the
view is further extended with repository information of the
latest edit. Another tool that goes deeper into the program
structure is the Architecture Explorer in Visual Studio. In
addition to listing the class members, it can recursively show

peek definition

codeLens

breadcrumbs

Fig. 2. codeLens and peek definition in Visual Studio
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all the methods called inside the implementation of a particular
method. Moreover, it allows to create a graph that represents
the selected call hierarchy.

Apart from tools projecting structure of the whole projects,
all selected IDEs contain more focused tools that display
detailed structure of the file currently viewed in the editor.
This is intended to speed-up the navigation inside a single
file. A related to this projection is the breadcrumbs panel that
shows context of the currently edited part of the file based
on the position of the caret in the editor. Eclipse and IntelliJ
IDEA contain also projections that can display type hierarchy
of classes and call hierarchy of methods.

C. Search and Go-to Projections

The next group of projections relate to searching for specific
program elements across the project. The simple text-based
search is by the IDEs extended to take into account the source
code structure. This helps to connect related elements and
distinguish between the different elements represented with
the same name (the same text).

One of the tools providing this kind of projection is used to
search for all references of the same program element. This
tool is called differently in each IDE, with names like find
usages or find all references. It is useful for quick navigation
and for discovering code dependencies. Another related tool
deals with the comments. It displays all code locations where
comment starts with the word “todo”, or other configured
pattern, which makes possible to track tasks across the project
(see fig. 4).

Similar are tools for quick navigation between different pro-
gram element occurrences and within the inheritance hierar-
chy. These include tools with self-explanatory names like go to
declaration, go to implementation, go to super implementation
and go to type declaration. If they can navigate to only one
place in the source code, there is no “view” created and the
action implied by the tool’s name is immediately performed.

D. Domain-specific Projections

The projections reviewed so far drew the required infor-
mation for their construction from the parsed AST. Many

repository data

Fig. 3. Package explorer in Eclipse

Fig. 4. TODO tasks in Eclipse

general-purpose IDEs (in our case Eclipse, IntelliJ IDEA,
NetBeans and Visual Studio) have support for a number
of software frameworks. And there are IDEs that are built
specifically to support some frameworks (e.g., Xamarin for
mobile application development). These IDEs take advantage
of common application structures, conventional configurations
and domain-specific APIs in order to simplify development
of applications with supported frameworks. As a result, code
projections that support specific framework features were
found in the reviewed tools as well.

Applications that use a particular framework have (to some
extent) common structure and this is exploited by these
IDEs. Based on the known structure, program element across
different languages can be interconnected. Web applications
created with the Spring or Play frameworks in IntelliJ IDEA
or with ASP.Net framework in Visual Studio can have code
completion working for dynamic segments of page templates
because the IDE “knows” which program element represents
the context of the template.

An example of a projection based on a framework configu-
ration is the ability of IntelliJ IDEA to view and edit classes
annotated with the Java Persistence API’s annotations in the
form of entity relationship diagram.

The common example of domain-specific projection among
the reviewed Java-supporting IDEs – Eclipse, IntelliJ IDEA
and NetBeans – is the graphical user interface builder for the
Swing framework. Eclipse can project class inheriting from
one of the Swing window components directly to its graphical
representation and any edits made in this graphical view are
reflected back to the code. To achieve the same functionality,
IntelliJ IDEA and NetBeans use intermediary XML file that
represents the layout of user interface components. Graphical
representation is the result of projecting this XML file. In the
other direction, the source code is generated from the XML.
IntelliJ IDEA by default postpones this code generation to the
compile time, while NetBeans updates code on each change
of the design. Similar projections are available also in Visual
Studio for Windows Forms framework and in the Xamarin
IDE for creating graphical layouts for mobile applications. All
these projections require the IDE to “understand” the API of
the particular framework.

IV. PROJECTIONAL TOOLS IN THE RESEARCH

The research in the area of projectional tools is mostly
associated with the tools like the already mentioned JetBrains
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MPS. In their work [5], [7], Voelter et al. focus primarily
on this language workbench. They discuss the concept of
projections and possibilities they brig to the domain-specific
language development, but also the associated issues of direct
AST manipulation. They also deal with projections in the con-
text of composition and extension of programming languages.

There is an ongoing endeavor in the research community
to create tools that supports program comprehension. Few of
those are generally viewed as projectional tools. However,
many of the tools are implemented as IDE extensions and
have projectional properties similar to those we described in
the review.

Among these tools, the Fluid source code views [8] tool
implemented for the Eclipse IDE is similar to the peek defini-
tion feature of Visual Studio that was reviewed in this paper.
Registration-based abstractions presented by Davis et al. [9]
are another example of IDE projections – in this case they
change language syntax in the Eclipse IDE editor to achieve
easier comprehension of frequently used coding patterns.

Another type of tools deal with the program concerns. The
Sieve Source Code Editor [10] for the NetBeans IDE uses the
structured code comments to create concern-oriented views
of the source code. The Code Bubbles [11] and the Code
Canvas [12] are alternative code editors for the Eclipse and
Visual Studio IDEs, respectively. These provide projections
of the source code that are abstracted from traditional file-
based views and allow programmers to create free-form ar-
rangements of the code they are working with.

V. CONCLUDING REMARKS

In this paper we presented a review of code projections that
are available in today’s integrated development environments.
We identified four main categories of the tools that feature
projectional behavior.

The in-editor projections enhance the textual notation of
the source code with code highlighting or completion. The
structure projections are available as a separate panels that
create views of the system concentrated on its structure,
providing thus higher-level view that is easier to grasp than
the full source code with all of its details. The search and
go-to projections are provided by the tools for searching the
related program elements or navigating the class hierarchies.
In the most cases, these three categories require for their
functionality a knowledge that can be extracted from abstract
syntax tree analysis. We found also projections that use other
information sources, exploiting advantages of the tools that are
available in the integrated environments. There are data pro-
jected from debuggers, version control systems or test runners.
The last category contains domain-specific projections that rely
on conventions of supported frameworks, such as common
application structures and APIs designed for a particular
domain. As a result, they can provide code completion across
languages, project annotated classes as relational diagrams or
enable graphical builders of user interfaces.

We have shown in the review that the projections are not
only a matter of projectional language workbenches as they

are extensively used in many aspects of modern source-based
integrated development environments. Their infrastructure is
well-prepared for such functionality, which is also exploited
by many research tools that are implemented as extensions of
these IDEs. And as the MPS is approaching the usability of
the standard source-based editing [5], the distinction between
the AST-based and the source-based editors is becoming less
apparent.
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Abstract—The following study deals with static analysis of
Java source codes and it is dedicated to those readers who are
interested in techniques aiming at evaluation of programming
abilities of job candidates or students. In our case, the goal of
the static analysis is to assemble the most significant and inter-
esting data about source code author (programmer). If properly
visualized, such assembled data may form programmer’s profile
which, to impartial observer, may further determine author’s
real programming abilities and his/her habits, both good and
the bad ones. The present study represents first experiments
attempting to form programmer’s profile by static analysis of
language element frequency. Conclusion offers a broader view,
combining also other techniques as a future plan to generate
knowledge profiles more precisely.

I. INTRODUCTION

KNOWLEDGE, skills and their level are often the focus of
attention in many disciplines. In order to be successful,

people are often compared with each other. In the area
of programming it is similar, however, the range of skills-
tracking possibilities is quite limited. In the following study,
we present early stages of profile-driven source code analysis
where our interest is focused on source code exploration with
the intention of knowledge profile generation. Such a profile
represents an objective evaluation of current knowledge and
skills, individual progress compared to the past, or possible
deficiencies to be addressed.

Knowledge profile may be beneficial for both beginners and
experienced programmers as well as for lecturers. Profiles
can be helpful during overall student assessment, moreover,
they can be used when identifying course drawbacks towards
improvement of the course. In labor market, job candidates
may find programming profile generators beneficial as well.
That is, this study is dedicated to those researchers who deal
with source code analysis, focusing on author of the code.

There exists a large variety of automated tools dedicated
to source code analysis. These tools deal with code from
various perspectives, e.g. security evaluation, quality, design
etc. Outputs of such tools mostly include reports reflecting
various metrics, graphs or warnings. They, however, do not
collect a profile of the programmer knowledge [1], [2]. More
from the related work can be found in Section V.

In this study, our intention is to generate a programming
knowledge profile from source code with a possibility of its
comparison with different profiles. This includes comparison
of the current profile with a profile which was actual in
the past. This way, the profile report may point out au-
thor’s progress. Profiles of the group of programmers can

be compared with each other to reveal possible differences
in their knowledge. It should be also possible to compare a
personal profile to some explicitly defined knowledge level
(e.g. needed to fulfill specific task). We consider tracking and
comparing source code in the form of summarizing profiles as
a contribution to a new view of knowledge, to a better analysis
and filtration of irrelevant data. Yet, to our best knowledge,
such a profile-driven tool has not been developed.

In the following sections, we describe the concept of
knowledge profiles (Section II) and we introduce an initial
prototype proposed and developed as a source code exploring
tool (Section III). This tool operates on the basis of static
analysis and it represents a partial solution of the presented
task. The tool works with Java language constructs and it
visualizes knowledge profiles based on various statistics and
metrics. We discuss results generated by the tool on a medium-
sized project as well as on a large project (Section IV).

II. KNOWLEDGE PROFILES

In general, we understand knowledge profile as a description
of knowledge and bindings between its elements necessary to
handle a specific task.

In our study, we focus on knowledge profiles in an area
where it is possible to formally define such a profile and
to construct it automatically from particular input artifacts.
Primarily, we deal with an area of programming where the
artifacts are represented by source code and a profile is
formally defined over a language in which the source code
is created. We distinguish two types of profiles: subject and
object profile.

Subject profile represents an expression of what the subject
(author of the code) knows, how deep is his/her knowledge,
what kind of issues is the subject capable to solve. In pro-
gramming, this means that the subject (programmer) knows,
for example, how to use if command, how to call or declare
a function, how to use generic programming [3]. That is, the
subject profile represents the range of tasks actually solvable
by the programmer.

Object profile represents a profile of knowledge necessary to
handle a specific task (or tasks) over some object. A program-
ming book may define knowledge profile of prerequisites, i.e.
what any reader should know before reading the book in order
to understand its contents. There can even be a differential
object profile determining what is the reader supposed to
learn (know after understanding the book contents). Such a
differential profile can be determined for each book chapter
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Fig. 1. Simplified knowledge profile generator scheme

as well. That is, the object profile represents the range of tasks
which are supposed to be known by the programmer (but the
actual state may be different).

The profile should allow to verify whether a specific pro-
grammer has sufficient knowledge to solve a task. Moreover, it
should identify missing knowledge. For this reason, the profile
needs to be structured. Such an assumption is supported by the
fact that each programming task or its solution are structured
as well [4]. In other words, if an actual (incomplete) task
solution is structured than it is possible to assume that the
same or similar knowledge, which has already been applied,
will be necessary to complete the task.

In an early stage of our research the profile prototype is rep-
resented by a simple table, later we assume its transformation
to a tree or a graph with annotated nodes or edges [5].

A. Profile Construction

A profile can be constructed manually, however, an impor-
tant part of our research is to generate profiles automatically
from artifacts (source code). That is, one profile is supposed to
be constructed after processing a finite number of source code
files through their analysis. This way it is possible to generate
an object profile and also a subject profile provided source
code created by the subject is available. For experimental
purposes, object profiles may be created manually. In order
to construct a subject profile, it is necessary to analyze source
code synthesized (created) by the subject.

The idea is depicted using the scheme in Fig. 1. The object
profile is optional, so it does not have to be necessarily present.
However, language and source code are compulsory. Without
these two artifacts, subject profile cannot be generated. If both
subject and object profiles are present, a comparison profile
can be generated. Such a profile can be bind to a specific task
through the object profile.

Source code analysis can be performed through parser
of a particular language. An assumption is that particular
grammar rules define concepts and the rules used by the
code author mean that the programmer understands language
constructs describing and defining the language. Complete
language syntax is not necessary when processing source code,
however, syntax definition should be accustomed to required
knowledge expression. An appropriate form of rules should be
as expressed in Eq. 1 not 2.

If → ”if” ”(” Expression ”)” Statement (1)

A → ”if” ”(” B ”)” C (2)

That is, the form should be human-interpretable, e.g. in
order to understand if, one should understand expressions and
statements.

Obviously, such a naive approach is not sufficient when
creating a complex profile. The fact that the code author
who called a function might indicate that he understands it,
however, one function call does not provide a clear evidence
that the subject perfectly understands every detail related to
this function. This is why there is a need for metrics definition,
based also on empirical observation. In the metrics, we may
take into account multiplicity of one method use assuming the
more is one method used, the more the subject understands it.
Moreover, we may assess method complexity (code length and
documentation length) [6]. Such metrics definition represents
a separate part of the research regarding knowledge profile
generation.

B. Use cases

Presented approach towards knowledge profiles generation
can find its practical benefits in the following:

• book profile (object profile) – based on subject profile,
one may select the most helpful book,

• candidate selection (subject profile) – regarding a task or
group of tasks (object profile) supposed to be solved,

• determination of skills necessary to handle some task
(object profile) – based on subject profile,

• statistical evaluation of what people frequently use/not
use – may indicate the difficulty of use (subject profiles)

• determination of language constructs complexity or li-
brary complexity.

The verification of the proposed method of knowledge pro-
file generation can be done within the educational process, e.g.
by creating a record of changes in student profile after passing
a programming course. Such a record may be beneficial during
the exam, indicating student improvement.

As stated in [7], static analysis tools generate lots of data.
Therefore, in addition to appropriate techniques of profile
creation, two other topics are related and represent a separate
part of the research: usability and visualization of knowledge
profiles. Assembled data regarding subject or object profile
cannot be beneficial if the way of their visualization as well
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as the user interface are disarranged or too complicated to
make any sense.

III. PROTOTYPE

To evaluate the concept, a prototype has been implemented,
that allows to analyze program source code written in Java
language. The prototype represents only the first iteration
of our research in the area. It uses the counts of language
constructs used in the code to generate a profile. The profile
itself is represented as a table containing the counts for each
source code file and also summary data. The table is serialized
in JSON format.

The data are then visualized in different ways to allow their
further examination and comparison.

The tool provides four ways to display profile data:
1) Detailed tables — display counts of the used language

constructs for each source code file. Constructs are
divided into several logical groups (e.g. arithmetic op-
erators or control flow statements) that are displayed in
separate tables.

2) Summary tables — display summary counts for all files
with values of statistical variables like arithmetic mean,
modus, median, standard deviation etc, that characterize
distribution of a language construct between source code
files.

3) Heat maps — represent a matrix with total counts for
each language construct, where cells of the matrix are
colored according the counts (darker color means higher
occurrence) and additional statistical data is displayed in
a tooltip window (see Fig. 2 that displays comparison
of several profiles).

4) Box plots also called box-and-whisker plots [8] —
visually display summary data together with their dis-
tribution (see Fig. 3).

The tool can display simple profiles – data collected for
some set of source code files that are produced by single
person (subject profile) or are part of a single project (object
profile). In addition, there are two compound types of profiles
that consist of several simple profiles:

• group profiles that display data for several profiles and
allows to summarize and compare them,

• comparison profiles that allow to compare several profiles
with a single master profile.

For the comparison purposes, the most valuable type of
display turned out to be the heat map. It allows to display
a large set of data in a compact form which is easy to
explore and therefore allows to visually find anomalies that
may indicate significant results.

To implement the parser of Java language, ANTLR parser
generator [9] was used. The visualization is based on web
technologies such as AngularJS framework1 and HighCharts
interactive graph plotting library2.

1https://angularjs.org/
2http://www.highcharts.com/

IV. EXPERIMENTS

We have performed several experiments regarding the de-
veloped tool.

A. Analysis of language constructs used in large projects

The tool has been tested on several existing projects, both
medium and large. The goals was to assess how Java language
constructs are used in them and to test extraction of object
profiles.

The results show that in medium-sized projects there is a lot
of language constructs that are not used at all. For example,
one of the tested projects – YAJCo parser generator [10] – did
not adopt any bitwise and bit shift operators, a large part of
the arithmetic operators and some other constructs.

Even in a large project, like Google Guava library3, there
are constructs that are never used, including some bit shift
operators, try-with-resource blocks, and a default argument for
annotation parameters. Bit shift operators, however, have been
used in a form of compound assignment operators. On the
other hand, try-with-resource was added to the language in
version 7, so it has probably been avoided for compatibility
reasons.

On the other hand, in the large project most of the Java
language constructs was used at least once. This means that
profiles based solely on language construct counting would not
be comprehensive enough for such projects. For this reason
we plan to extend the prototype with advanced analysis and
additional metrics.

B. Comparison of student assignments

To evaluate the comparison of profiles, we planned to com-
pare projects of similar size and in the same domain. For this
reason we have chosen source code developed by our students
as part of their assignments. We used the assignments from the
Object-Oriented Programming course. For most students, this
course is a first introduction into Java language and object-
oriented methodology. This way we were able to compare
subjects with similar starting knowledge working on the same
problem. We also added a solution developed by a teacher to
the comparison.

Fig. 2 shows a fragment of the comparison results. Rows
correspond to different language constructs, for example break
statement or try block. Columns represent different projects.
Students’ projects are identified by numbers while teacher’s
project is called master. The table contains a total number of
construct occurrences within analyzed codes. After pointing to
some table cell, a tooltip window appears containing statistical
parameters that represent distribution of the language construct
per source code file (see return statement for student 6 in
Fig. 2).

The comparison has show that in general the results of
both students’ and teacher’s solution are quite similar. There
are, however, some notable differences. For example, student
3 used the largest number of different language constructs,

3https://github.com/google/guava
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Fig. 2. Fragment of the students assignments comparison displayed as a heat map

Fig. 3. Example of the box plot displaying counts of modifiers per source code file

even the ones not used by the teacher. Student 7, on the other
hand, probably encountered problems with understanding the
principles of object-oriented programming, since he used the
static modifier much more often than the other subjects.

Some students missed language constructs used by all the
others. For example, student 1 did not use float and long types,
student 5 did not use switch statement. This may indicate
that they did not understand these types or constructs, or they
simply selected a different implementation strategy. Therefore,
exploration of the source codes themselves is needed in both
cases.

On the other hand, the fact that student 6 did not use final
modifier quite clearly indicates that he does not understand
the importance of immutability in programs.

V. RELATED WORK

There is a number of studies dealing with source code
analysis. Most of them are focused on software security,
detecting bugs, defects and potential vulnerabilities. Two of
such studies are [11] and [12], both dedicated to static analysis
of C/C++ source code. Static analysis tools which are the most

popular usually explore static code and identify a large variety
of bugs and bad programming practice [13].

Usually, static analysis refers to methods of automated
determination of a program behavior during compile time.
Static analysis tools have become part of modern compilers,
however, these tools can only identify elementary errors [14].
E.g. traditional tools cannot identify the presence of deadlocks,
having their own research branch [15], [16], or breaking
mutual exclusion in concurrent applications [17], [18].

A method dedicated to collecting, comparing, and combin-
ing program semantics is refered to as abstract interpretation
and it has been successfully used to derive run time properties
of a program which can be used for program optimization.
Other objectives of static analysis tools are mostly concept
location [19], [20], code transformation [21], [22], security
[23], [24], or reverse engineering [25].

When dealing with techniques of the static analysis, one
may refer to [26], published a decade ago but still actual,
focused on various approaches in software testing based on
automata theory. One may also refer to a newer publication
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[27], of which authors claim that empirical code evaluation
plays an important role in software analysis.

A technique presented in [28] locates computational units
typical for a set of related features through execution profiles.
In order to detect the most feature-specific computational units,
concept analysis is performed [28]. This is combined with
static analysis using the feature-specific computational units
to detect additional units along with the dependency graph.

Static software analysis has been also covered by a number
of surveys, e.g. [29] or [30].

An interesting source of data for programming profile gen-
eration may be software repositories, produced and archived
throughout software development [31]. In order to explore and
examine software repositories, mining software repositories
(MSR) have been created. As stated in [32], MSR exploration
used to be subjected on industrial systems in the past. How-
ever, with an extensive increase of open-source software, this
research has become a new challenge. MSR researchers mostly
focus on clearer understanding of software evolution [33],
development of tools, methods and processes.

Metadata analysis differs with particular exploration ob-
jectives and software repositories. The most common issues
addressed by MRS researchers are [34]:

• detection of change patterns,
• prediction of changes,
• detection of bugs,
• analysis of bug-fixing change,
• source code exploration,
• identification of software developers.

All of the mentioned issues have one main objective in
mind: To augment traditional software engineering techniques
in order to guide decision processes in modern software
projects [35]. That is, while MSR researchers focus on
programming targets (programming result – software), our
attention is paid to the source (software author). Since the
aim of this study is to assess quality of the code author, source
code exploration and developer identification [36] are the most
related issues.

VI. CONCLUSION

Having been first described as a prototype, this study has
dealt with an exploration tool aimed at the Java code of various
programmers. The main objective is to automatically generate
programmer assessment profile. The analysis indicates the
topic is quite extensive and little explored. This is why we
described only a few of the potential methods for the profile
generation.

The proposed tool has been developed and experimentally
evaluated on several code samples including a medium-sized
and large software project. The tool is intended to analyze
knowledge through counting the language constructs. In order
to clarify the results, the method utilizes elements of the
descriptive statistics [37]. Within the experiment, various pos-
sibilities of source code processing have been implemented.
For all the processing types, results are available in JSON

meta-form as well as in various types of graphical web-based
representation.

Since we are still in early stages, the described code-
exploring tool and its continuing maturation will include
the capability of treating more complex code solutions and
utilization of additional metrics. The future plan is to detect
and evaluate more advanced language usage e.g. nested loops,
or programming idioms [38]. The tool should also track used
library classes and method in addition to built-in language
constructs. In order to support this, it would be required to im-
plement processing of references in a programming language
[39]. In distinction to general search-based techniques, future
work will also involve model-based deductive evaluation,
similar to [17]. Moreover, if combined with automated code-
functionality evaluation during the educational process [40],
knowledge profiles may become a significant contribution to
student assessment.

Even with the current implementation it is hard to manually
analyze and compare large number of profiles. This means that
growing amount of data in the profile would require advanced
methods of its visualization and automated analysis.

Apparently, automated knowledge evaluation might not be
completely accurate. In order to achieve more precise profile
results, it will be necessary to perform a lot of experiments
over a large group source code and to combine several types
of metrics or statistics. However, interesting results will be
visible immediately.
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Abstract—Native  functional-style  querying  extensions  for
programming  languages  (e.g.,  LINQ  or  Java  8  streams)  are
widely  considered  as  declarative.  However,  their  very  limited
degree  of  optimisation  when  dealing  with  local  collection
processing contradicts  this  statement.  We show that  developers
constructing complex LINQ queries or combining queries expose
themselves to the risk of severe performance deterioration. For
an inexperienced programmer, a way of getting an appropriate
query  form  can  be  too  complicated.  Also,  a  manual  query
transformation is justified by the need of improving performance,
but achieved at the expense of reflecting an actual business goal.
As a result,  benefits from a declarative form and an increased
level of abstraction are lost. 

In this paper, we claim that moving of selected methods for
automated  optimisation  elaborated  for  declarative  query
languages to the level of imperative programming languages is
possible  and  desired.  We propose  an  optimisation  method  for
collection-processing constructs based on higher-order functions
through  factoring  out  of  free  expressions  in  order  to  avoid
unnecessary  multiple  calculations.  We  have  implemented  and
verified  this idea as a simple proof-of-concept  LINQ optimiser
library. 

I. INTRODUCTION

INCE the release of LINQ (Language-Integrated Query)

for the Microsoft .NET platform in 2007, there has been

a significant progress in the topic of extending programming

languages  with  native  querying  capabilities  [1].

Programming  languages  are  mostly  imperative;  their

semantics relies on the program stack concept. They operate

on  volatile  data  and  the  meaning  of  collections  is  rather

secondary. On the other hand, query languages are usually

declarative and their semantics often bases on some forms of

algebras  or  logics;   these  languages  operate  mostly  on

collections  of  persistent  data.  Declarativity  of  a  query

language  reveals  itself  mostly when considering  operators

for  collections.  In  the  case  of  an  imperative  language,

operating on a collection takes  a form of an explicit loop

iterating over collection elements in a specified order, while

in query languages one declares a desired result (e.g., a sub-

collection containing elements of a base collection matching

a given  selection  predicate)  and  an algorithm of  filtration

itself  is  not  an  element  of  an expression  representing  the

query. Based on characteristics of data structures, a database

state and  existence  of  additional  auxiliary structures  (e.g.,

indices),  an  execution  environment  can  choose  the  most

S

promising  algorithm (a  plan)  for  evaluation  of  the  query.

Declarativity  allows  one  to  postpone  selection  of  an

algorithm even to the moment of an actual query execution.

In this paper we discuss to what extent solutions for process-

ing of collections within programming languages are actu-

ally declarative. To do so, we made an extensive research on

query optimisation. In databases it is a crucial process that

allows  a  programmer  to  be  relieved  from thinking  about

details of a processing control flow, auxiliary data structures

and algorithms. 

LINQ seems to be the most robust solution introducing a

promise  of  declarative  collection  processing  within  an

imperative programming environment. It is commonly used

for  direct  processing  of  collections  and  as  a  mapper  to

resources devoid of a robust declarative query API or query

optimisation.  When  encountering  performance  issues,

developers  are  forced  to  manually  optimise  LINQ

expressions or  partly resign from declarative constructs  in

favour of an imperative code.
var ikuraQuery = 

  from p in products 

  where (

    from p2 in products 

    where p2.productName == "Ikura" 

    select p2.unitPrice).Contains(p.unitPrice)

  select p.productName;

Listing 1. Example 1 – query expression syntax.

Consider  a  LINQ  query  expression  in  Listing  1  (the

database diagram including the Products table is available at

http://northwinddatabase.codeplex.com/)  whose  purpose  is

to find names of products with a unit price equal to a price

of  a  product  (or  products)  named  Ikura.  If  the  query

addresses  a  native  collection  of  objects,  its  execution  is

severely  inefficient  as  the  nested  subquery,  searching  for

prices of products named Ikura,  is unnecessarily evaluated

for each product addressed by the outer query. Although this

task could be resolved in a time linearly proportional to the

collection's  cardinality, the LINQ engine  induces  an outer

loop  and  a  nested  loop,  both  iterating  over  the  products’

collection. Using this example, in further sections we show

that manual optimisation of complex LINQ queries is not an

easy task.

LINQ enables to express the same goal in many different

ways.  However,  evaluation  times  of  two  semantically

equivalent  queries  may  differ  by  several  orders  of

magnitude. In particular, in the context of the LINQ query
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expressions’  declarative  syntax,  it  violates  the  declarative

programming principle. Without knowledge on how a query

engine  works  in a context of  given  data,  the optimisation

process  is  too  complex  and  time-consuming.  This  is

particularly  true  if  a  programmer  wants  to  preserve

semantics and properties of his query construct. 

To the best of our knowledge, the problem of automated

global optimisation of LINQ queries for direct processing of

collections of objects has not been addressed in the literature

so far. By global optimisation we understand the ability to

define an efficient query execution plan based on the whole

query  structure  as  opposed  to  the  local  optimisation  that

usually only targets a single operator. Below we prove that

global optimisation can be done automatically making LINQ

genuinely declarative.

Nonetheless, the problem that this paper deals with is not

limited  to  LINQ.  Surprisingly,  it  extends  to  dozens  of

programming  environments  that  support  functional-style

operations on collections of elements, such as filter, map or

reduce.  Pipelines  and  streams introduced  in  Java  8  are  a

solution  equivalent  to  LINQ  to  Objects  [2].  The  main

difference lies in the naming convention of new operators

corresponding to their functional prototypes (e.g.,  map and

filter instead of LINQ’s Select and Where). Furthermore, list

comprehension  constructs  are  examples  of  a  shorthand

syntax for specifying operations of projection and selection

(filtering).  Consequently,  discussed  issues  concern  many

imperative languages exploiting this feature (e.g.,  Python).

Fowler  summarises  such  a  functional-style  programming

pattern using a term collection pipeline [3]. Examples given

in  LINQ  can  be  expressed  in  many  imperative  and

functional  programming  languages.  While  we  extend  the

conclusions  of  our  work  to  the  universe  of  imperative

programming,  they  do  not  directly  apply  to  functional

languages (e.g.,  Haskell)  since their principles  of program

evaluation are significantly different [4].

The rest of the paper is organised in the following way.

First,  we present a brief description of the state of the art

followed  by  characteristics  of  language-integrated  query

constructs. Next, we describe issues with nested independent

subqueries  and  free  expressions  revealing  a  huge

optimisation  potential.  Finally,  we  present  our  solution

followed  by  measured  results  and  principles  of  our

optimisation  approach,  being  the  core  of  the  paper.  The

paper is concluded with a short summary. 

II. RELATED WORK AND THE STATE-OF-THE-ART

Databases  are  the  area  of  the  computer  science  where

declarative  programming  and  query  optimisation  have

developed  extensively.  Over  40  years  of  the  research  on

relational  systems  resulted  in  various  optimisation

techniques [5][6] and numerous solutions are incorporated

in available commercial products. Our research presented in

the  paper  particularly  addresses  query  optimisations

analogous to query unnesting, dating back to the early 80s

[7].  This  topic  is  constantly  appearing  in  the  context  of

arising  database  technologies.  Different  approaches  to

handle  nested  queries  evaluation  have  been  proposed  for

object-oriented databases [8][9] and XML document-based

stores  [10].  However,  NoSQL  solutions  marginalise  the

topic of query languages and usually rely on a minimalistic

programming  interface  and  domain-specific  optimisations,

mostly implemented by high redundancies and storing data

in the form matching assumed queries. Most attention from

the  scientific  community  concentrates  on  the  topic  of

distributed  data-parallel  computing  using  the  Map/Reduce

paradigm (like Hadoop or Dryad for Azure). This paradigm

can  be  transparently  used  in  declarative  collection

processing. The Dryad programming environment based on

LINQ  [11]  takes  advantage  of  mechanisms  similar  to

Map/Reduce  in  order  to  write  scalable,  parallel  and

distributed programs. To increase sharing of computations in

a  data  centre,  Dryad  can  benefit  from the  Nectar  system

[12]. It  is  able to cache results of  frequently used queries

and incrementally update them. The use of cached results is

achieved through automatic query rewriting.  Robust query

and  program  optimisations  have  been  developed  for

solutions  based  on  the  functional  paradigm.  According  to

Fegaras  [13],  an  optimisation  framework  for  a  functional

lambda-DB object-oriented database relies on mathematical

bases,  i.e.  the  monoid  comprehensions  calculus.  It

generalises  many  unnesting  techniques  proposed  in  the

literature.

Glasgow Haskell  Compiler  (GHC) for  the Haskell  non-

strict purely functional language introduces many methods

based on code rewriting. They range from relatively simple

rules  that  can  be used  to  improve efficiency  of  programs

through  modifications  on  a  high  syntactic  level  to  more

complex low-level core language transformations (e.g., let-

floating,  beta  reduction,  case  swapping,  case  elimination)

[14]. In particular, a procedure called full laziness (or fully

lazy lambda lifting) has been proposed to avoid reevaluation

of inner expressions for which result could be pre-calculated

only once [15][16].

Currently, due to introduction of lambda abstractions into

object-oriented languages, functional style of programming

became  ubiquitous.  Stream  and  collection  processing

constructs  derived  from  functional  languages  can  be

naturally  evaluated  in  parallel  using  multiple  processor

cores.  Therefore,  the  most  popular  solutions,  like  Java  8

streams,  LINQ  or  ScalaBlitz,  enable  such  optimisation

through various libraries or frameworks [17].

In  the field of  functional-style  queries  integrated  into a

programming  language,  the  topic  of  query  optimisation

seems the most advanced in LINQ. A LINQ provider library

can  implement  direct  processing  of  data  (e.g.,  LINQ  to

Objects, LINQ to XML) or delegate processing to a remote

external resource by sending a translated query (e.g., LINQ

to SQL, LINQ to Entities). To be precise, a mixture of both

approaches can be used, e.g. when the query language of a

remote resource cannot completely express the semantics of

a LINQ query. In  the case when LINQ sends a translated

query,  it  also  delegates  the  responsibility  for  query

optimisation. Consequently, if the external resource engine

provides  optimisation,  developers  can  fully  rely  on  a

declarative style of programming. However, in the context
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of LINQ to SQL, the problem of analysing and normalising

of LINQ queries in order to provide minimal and cohesive

mapping  to  SQL  has  drawn  attention  of  the  scientific

community. This is caused mostly by some drawbacks of the

original Microsoft’s solution that in some cases may fail or

produce a so-called “query avalanche” [18][19].

The issue of  performance deficiencies  while processing

collections of objects has not passed unnoticed by the LINQ

community.  In  order  to  cope  with  the  shortage  in

optimisation comparing to database engines, the i4o project

(abbr.  index  for  objects)  solution  adapted  the  idea  of

indexing  to  native  objects’  collections  [20].  It  is

implemented  as  an  alternative  for  the  LINQ  to  Objects

provider  library. Utilising the concept of secondary access

structures, i4o can produce several orders of magnitude of a

gain in performance for queries filtering data at the cost of a

data modification overhead. 

Another examples of LINQ query optimisation tools are

Steno [21] and LinqOptimizer [22] provider libraries. Their

authors focused on a significant performance deficiency of

LINQ  queries  in  contrast  to  the  equivalent  manually

optimised code that can be several times faster. Experiments

have shown that Steno allows one to obtain up to 14-fold

increase  in  processing  of  sequential  data  and  2-fold

comparing  to  a  problem  processed  by  the  DryadLINQ

distributed engine  [11].  The main idea behind Steno  is to

eliminate the overhead introduced by virtual calls to iterators

that  are  the  fundamental  mechanism  used  by  the  LINQ

engine.  This  problem  has  been  solved  by  automatic

generation  of  an  imperative  code  omitting  iterators.  The

optimisation addresses mainly implementation of individual

operators.  This  also  concerns  the  case  of  nested  loops’

optimisation when Steno has to analyse a series of operators

only to preserve the order of iteration induced by the LINQ

to Objects  library implementation.  This is  justified by the

loop fusion efficiency and consideration of side effects that

are allowed in LINQ. Steno is also capable of higher-level

optimisation giving an example of the GroupBy-Aggregate

optimisation. It involves a local term rewriting, addressing a

pair  of  neighbouring  operators,  i.e.  GroupBy followed by

Aggregate.  When  encountering  such  a  sequence  of

operators,  Steno  replaces  it  by  a  dedicated

GroupByAggregate operator that saves memory by storing

per-key partial aggregates instead of the whole collection of

group values.  This  optimisation  takes  advantage  of  LINQ

declarativity  by changing  the  course  of  evaluation.   As  a

result, introducing side effects would cause its incorrectness.

Being  aware  of  a  difficulty  of  automatic  reasoning  about

side  effects  within  queries,  Steno’s  authors  suggest

developer-guided  optimisation.  Optimisation  similar  to

GroupBy-Aggregate is considered in the SkyLINQ project

[23] that develops an alternative operator called Top. This

operator  can be used to substitute a sequence of  OrderBy

and  Take  method  calls  (i.e.  an  operation  to  get  top  k

elements).  The  significance  of  LINQ  grew  up  with

introducing  LINQ  to  Events,  an  extension  enabling

declarative programming according to the reactive paradigm

[24].  The  solution  derives  from  Functional  Reactive

Programming  and  is  well  suited  for  composing

asynchronous and event-based programs [25]. Recently, this

approach has attracted attention of commercial and scientific

communities  and,  as  a  programming  paradigm,  faces

efficiency issues  indicating possible areas  for  optimisation

[26][27].

Other current research on LINQ strives to allow seamless

integration of heterogeneous data sources [28]. As a result,

users  can  transparently  process  and  modify  data  shared

among  contributing  resources.  Because  of  complex

multilayer  architecture,  such  an  environment  is  not

efficiency-oriented.  LINQ  is  generally  focused  on  local

optimisation performed at a data source layer. In processing

of heterogeneous and distributed data, it is unlikely that such

optimisation  is  provided  by  each  contributing  resource.

Therefore, it raises a need for global optimisation performed

at the level of a LINQ query itself. 

Declarative functional-style constructs in general-purpose

object-oriented languages are not pure. As a result, decisions

concerning optimisation have to be made by programmers.

Transparent and aggressive compile-time optimisations can

be achieved by introducing a query language extension into

a programming language compiler [29]. 

One  of  numerous  examples  of  extending  compilers  of

existing  languages  with  declarative  constructs  is  SBQL4J

[30]. It enables seamless integration of SBQL queries with

language  instructions  and  executing  them in  a  context  of

Java  collections.  SBQL4J  is  based  on  the  Stack-Based

Architecture  (SBA)  approach  instead  of  the  functional

approach  and  offers  capabilities  comparable  to  the  LINQ

technology  [31][32].  What  distinguishes  it  from  other

programming  language-integrated  queries  is  incorporation

of  several  automatic  optimisation  methods  developed  for

SBA. One of these methods, i.e. factoring out independent

subqueries [8], enables SBQL4J to cope with optimisation

of queries equivalent to examples discussed in this paper. It

belongs to the group of optimisation methods that are based

on query rewriting. Factoring out concerns a subquery (that

in SBA represent any subexpression) that is processed many

times in loops implied by so called non-algebraic operators

despite that in subsequent loop cycles its result is the same.

In  SBQL4J  rewriting  is  applied  at  a  compile-time  and  a

resulting performance improvement can be very significant,

sometimes giving  query response times shorter  by several

orders of magnitude. 

III. CHARACTERISTICS OF LANGUAGE-INTEGRATED QUERY

CONSTRUCTS

Declarative style programming (especially in the context

of databases) is often associated with the select-from-where

syntactic  sugar  known  from  SQL  that  was  adapted  into

LINQ. The query in Listing 1 is expressed using the LINQ

query  expression  syntax.  That  form  lacks  explicit

information  on  an  order  of  performed  operations  and

virtually a  compiler  could  translate  it  to  any semantically

equivalent lower-level code that could be considered a query

execution  plan.  Consequently,  programmers  must  be

particularly  careful  about  potential  side  effects  within
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declarative  constructs  in  order  to  avoid  the  risk  of

unpredicted  violations.  Technically,  query  expressions  are

syntactic sugar over the implementation layer using lambda

expressions, higher-order functions and, so called, extension

methods  [33].  An  executable  query,  after  removing  the

LINQ  syntax  sugar,  will  take  the  form  presented  in

Listing 2. 
var ikuraQuery = products. 

  Where(p => products.      

    Where(p2 => p2.productName == “Ikura”).      

    Select(p2=>p2.unitPrice).Contains(

      p.unitPrice)). 

  Select(p => p.productName); 

Listing 2. Example 1 – de-sugared.

The translated query uses the traditional, non-declarative

object-oriented  programming  syntax.  When  processing

collections  or  XML documents  directly,  the  most  crucial

LINQ  library  extension  methods  (e.g.,  Select  and  Where)

expose  iterators  that  perform  a  specified  operation  on

elements of a given collection. Lambda expressions are used

to  express  details  concerning  such  an  operation,  e.g.  the

selection  predicate  for  the  Where  operator.  Despite  of

similarity of Listing 2 to the original query expression, such

composition  of  method  calls  on  the  products  collection

determines the order of evaluation.

Due to the specific implementation based on iterators and

lambda abstractions, the execution strategy of LINQ queries

is deferred. Execution is performed in presence of functions

or instructions forcing iteration over elements specified by a

query.  However,  a  result  of  an  iteration  is  not  saved  or

cached,  so  each  execution  reevaluates  a  query  against  a

given (current) data state.

The  approach  used  in  the  LINQ  to  the  objects’ library

implementation  is  generally  ubiquitous  (however,  not

uniform) in numerous programming languages (e.g., Python,

Java 8,  Elixir, Ruby) [3]. A good summary describing the

possible set of properties of functional-style constructs can

be found in the documentation of Java 8 streams [2].

The functional nature makes a language construct a good

candidate for optimisation due to intelligible querying.  All

operations  in  a  query  processing  chain  produce  a  new

queryable  result  instead of  modifying  original  data;  hence

they  do  not  introduce  side  effects.  For  example,  during

filtration  on  a  list,  no  element  is  actually  removed.  Even

though filter and map (common functional-style operators)

are  often  used  to  directly process  elements  of  a  local  in-

memory collection, in reality elements can be obtained one

by one from any so called queryable data source, e.g., a data

structure,  a generator  function,  an iterator, an I/O channel

and  a  chained  pipeline  of  collection  operations.  Such

generality  allows,  usually  time-consuming,  querying  of

remote  data  sources,  additionally  making  optimisation

desirable.

The above properties are common in implementations of

language-integrated  query  mechanisms.  However  a

programmer  must  be  sensitive  to  possible  differences  in

various  programming  languages.  For  example,  some

languages implement consumable evaluation of queries.  In

such a strategy, elements of a queryable data source instance

can be visited only once  during its  life.  As a result,  each

query instance can be evaluated only once. The last property

is present in Java 8 streams whereas LINQ operators are not

consumable.  The  laziness-seeking  property  has  the  most

profound impact on evaluation and semantics of language-

integrated queries. It is connected with the lazy evaluation

strategy assuming that a next element is returned for further

processing  only  if  necessary.  Usually,  a  place  of  a  lazy

construct definition does not determine an actual moment of

query  execution  (i.e.  deferred  execution  strategy).  Actual

query  execution  occurs  when  its  result  is  required,  for

example  elements  referred  by  a  query  are  iterated  or

counted. Operations like selection, projection, and removal

of duplicates are often implemented lazily. Consequently, to

ensure  coherence  execution  of  eager  constructs  (e.g.,

grouping  or  ordering)  is  also  deferred.  Lazy  evaluation

usually  results  in  better  performance.  It  is  cache-friendly

since  an  element  is  processed  by  a  chain  of  collection

pipeline operations before proceeding to the next element.

Moreover, in cases when the desired query result has been

reached before  visiting all  elements it  is  not necessary to

continue iterating (e.g., a query finding the first product with

name “Ikura”). 

In  the  context  of  query  optimisation,  it  is  important  to

preserve  properties  of  optimised  constructs.  In  a  general

case,  any  change  in  this  matter  can  affect  semantics  of

application  code.  Switching  an  expression  evaluation

strategy from lazy to eager or forcing immediate execution

can  have  serious  consequences.  Only  laziness-seeking

constructs can deal with possibly unbounded data sources.

Eager evaluation of selection and projection operators on an

infinite  data  source  would  require  infinite  computational

resources and time, while lazy evaluation can return partial

results.

In  the  next  section,  we  show  that  preserving  deferred

execution, which is implied by the lazy evaluation strategy,

is the factor impeding query optimisation. 

IV. PERFORMANCE PITFALLS

A. Evaluation of Independent Subqueries

Analysing  the  expression  from  Listing  2,  it  becomes

obvious  that  the  nested  query  selecting  products  named

Ikura will be executed multiple times, since it is a part of a

lambda abstraction (specifying a selection predicate) called

against each product (the external Where operator induces a

loop  iterating  over  elements  of  products  collection).  This

form  is  not  efficient  and  makes  the  computational

complexity  quadratic  (i.e.  O(n2)).  However,  searching  for

products named Ikura is independent of the parent query and

could  be  evaluated  just  once.  In  order  to  improve  query

performance, a programmer must transform it. A natural way

for optimisation seems to be factoring out the problematic

subquery to a separate instruction and assigning it to a new

variable (see Listing 3). The changes could also be presented

on the LINQ query expression, but because the form with

extension methods is actually executed, it will be a basis for

this study.
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var nestedQuery = products. 

  Where(p2 => p2.productName == “Ikura”). 

  Select(p2=>p2.unitPrice); 

var ikuraQuery = products. 

  Where(p => nestedQuery.Contains(p.unitPrice)).   

  Select(p => p.productName); 

Listing 3. Example 1 – loops in separate instructions.

A result  of  the transformation shown in Listing  3 may

seem  effective;  however,  the  expected  goal  will  not  be

achieved.  The  problem  lays  in  the  execution  strategy  of

LINQ queries. The  nestedQuery variable holds an instance

of a non-executed query that will be evaluated – like in the

case  of  the  non-transformed  expression  (Listing  2)  –  at

every  traversal  of  the  loop  induced  by  the  ikuraQuery

Where operator.

In  Java  8  streams  proper  execution  of  corresponding

queries  generally  would  become  impossible  due  to  the

consumable  property of  streams.  After  the  transformation,

the selection predicate of  the  ikuraQuery would share the

same instance of  a  nestedQuery stream. Evaluation of  the

nested  query  would  be  performed  only  once,  at  the  first

traversal  of  the  loop  induced  by  the  ikuraQuery Where

operator,  whereas  the  following iterations  would  result  in

terminating query evaluation and throwing an exception. 

Solving the above problems requires eliminating deferred

execution of the nested query. There exist several techniques

to force immediate execution of a LINQ query. For example,

the  ToList method returns  a  list  containing  a  materialised

query  result.  Applying  it  to  the  nested  query  makes  the

solution  more  efficient  (linear  computational  complexity)

than the query in Listing 2. However, a part of the original

query is executed and the other part remains deferred to the

moment of an actual  demand.  It  is  possible that  data in a

collection may change between creation of a query and its

evaluation. The original query form (and the programmer’s

intention)  is  insusceptible  to  it  –  the  query  is  always

completely executed on a current data state. After immediate

execution of the nested query one cannot be sure about it –

the  ikuraQuery can  be  evaluated  when  data  needed  for

calculating the nestedQuery subquery got already modified.

As a result of the transformation, there occurred a change of

the  query  semantics  that  is  very  difficult  to  detect  by  a

programmer or tests. Ultimately, a programmer is forced to

resign from deferred execution of the whole query, which is

shown in Listing 4. 
var nestedQuery  = products. 

  Where(p2 => p2.productName == “Ikura”).

  Select(p2=>p2.unitPrice).ToList(); 

var ikuraQuery = products.   

  Where(p => nestedQuery.Contains(p.unitPrice)).   

  Select(p => p.productName).ToList(); 

Listing 4. Example 1 – fully immediate execution.

Due  to  explicit  materialisation,  reusing  the  optimised

query against  a  different  data  state  becomes  troublesome.

For  an  inexperienced  programmer,  a  way  of  getting  an

appropriate  query  form  can  be  too  complicated.  Without

deeper  knowledge  on  the  LINQ  internal  semantics  in  a

context of object data, obtaining an optimal structure of code

is  a  tricky,  time-consuming  and  error-prone  task.  The

example shows a lack of real independence of LINQ from a

type  of  a  data  source.  Despite  the  fact  that  LINQ  allows

unified processing on various types and sources of data, an

actual execution plan relies on them. It seems that the basis

for  elaborating  this  layer  of  the  language  was  mostly the

integration  of  the  object-relational  mapping  with  a  type

system of a programming language (what also shows at the

level  of  the  LINQ  query  expression  syntax  and

implementing providers [30]). 

B. Factoring Out Constructs Executed Immediately

Although  LINQ  queries  execution  is  deferred,  an

execution  strategy  of  some expressions  comprising  LINQ

queries  can be immediate.  Such expressions  are evaluated

locally in  the  place  of  the definition.  Some operator,  like

aggregate  functions  returning  a  single  value  instead  of  a

queryable data source, force immediate execution of a query.

The  query  in  Listing  5  contains  such  an  expression

determining  the  greatest  unit  price  in  the  products’

collection.  However,  it  will  not  be  evaluated  until  the

execution of the maxQuery since it is contained in a lambda

expression  defining  a  selection  predicate  for  the  Where

method. 
var maxQuery = products.

  Where(p => products. 

    Max(p2=>p2.unitPrice) == p.unitPrice).

  Select(p => p.productName); 

Listing 5. Example 2 – extension methods syntax 

(quadratic computational complexity).

Similarly  to  the  subquery  determining  the  price  of  the

Ikura  product,  it  should  be  evaluated  only  once  during

execution  of  the  maxQuery and  therefore  needs  to  be

factored  out.  Let  us  call  such constructs  free  expressions.

Using  the  same  procedure  as  presented  in  the  previous

section,  we  break  the  query  into  two  instructions  and

perform immediate execution (see Listing 6).

The  ToList operation does not need to be applied to the

expression defining maxPrice (actually, it cannot be applied

because  it  returns  a  value),  due  to  its  inherent  immediate

execution.
var maxPrice = products.Max(p2=>p2.unitPrice); 

var maxQuery = products.   

  Where(p => maxPrice == p.unitPrice).   

  Select(p => p.productName).ToList(); 

Listing 6. Example 2 – immediate execution 

(linear computational complexity).

C. Consequences of Changing the Evaluation Order

There  exist  some  subtle  consequences  concerning

evaluation  after  the  manual  optimisation.  In  the  original

forms of example queries (Listing 2 and Listing 5), nested

expressions  would  be  evaluated  only  if  the  products’

collection is not empty. In  the optimised forms (Listing 4

and Listing 6) it will be unnecessarily evaluated also when

the  collection  is  empty.  This  is  particularly  important  for

performance when a nested query operates on a collection

different than the external query does. The current example

concerns  just  one  collection,  but  it  is  easy  to  imagine  a

situation when collections are distinct  (e.g.,  products from

other shops kept in separate collections). In extreme cases, if

calculation of a factored out expression is time-consuming,

this  can  worsen  overall  query  performance.  Aside  from
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performance issues, the transformation presented in previous

sections can have dangerous impact on query semantics. In

the  second  example  (Listing  5)  in  the  case  of  an  empty

collection  of  products,  the  selection  predicate  is  not

evaluated  at  all  and  the  final  result  is  simply  an  empty

collection of product names. After optimisation (Listing 6),

the expression products.Max(p2 => p2.unitPrice) is always

evaluated at the beginning. The  Max method applied to an

empty  collection  throws  an  exception.  Consequently,  the

behaviour of the optimised query is unsafe and inconsistent

with the intent of a programmer.

To make optimisation immune to the described risk, the

original order of evaluation should be restored. This could

be achieved by applying the lazy loading pattern to the free

expression determining maxPrice. In Listing 7 we introduce

an improved transformation. 
var maxPriceThunk = 

  new Lazy<Double>(products.Max(p2=>p2.unitPrice)); 

var maxQuery = products.

  Where(p => maxPriceThunk.Value == p.unitPrice).

  Select(p => p.productName).ToList();

Listing 7. Example 2 – immediate execution 

(linear computational complexity).

A  Lazy class  instance  is a  simple thunk – an object  in

memory  representing  an  unevaluated  (suspended)

computation,  used  in  the  call-by-need  evaluation  strategy.

The argument of the Lazy constructor specifies a function

that should be evaluated at most once, only if its value is

requested  for  the  first  time.  The  request  is  signalised  by

accessing  the  Value property  of  the  Lazy instance.

Consequently, the original  order  of the query and the free

expression  evaluation  are  restored  (except  the  free

expression  being  processed  at  most  once)  making  the

optimisation semantically safe. It is achieved at the expense

of overhead concerning access to the Value property.

In  the  next  sections  we  present  a  general  approach  to

optimisation that preserves semantics and characteristics of

an  original  query  while  reducing  its  computational

complexity. 

V. FACTORING OUT FREE EXPRESSIONS

The  solutions  presented  for  both  examples  share  a

common  shortcoming;  they  do  not  preserve  the  deferred

execution property. Our main aim is to propose  a general

query rewriting rule  overcoming the problem. In  order  to

keep the solution generic,  additional constraints have been

assumed: (1) transformation should not break a query into

separate  instructions  (in  contrary  to  what  is  shown,  for

example in Listing 7), (2) we express the rules in general

terms  rather  than  LINQ  specific  ones  (e.g.,  operators

common in functional programming). Obviously, we assume

also that the intent of a programmer is simply to query and

not to introduce side effects deliberately. 

Generalisation of the factoring out procedure should take

into account queries more complex than presented above. A

nesting  level  of  a  lambda  expression  in  the  examples

presented  in  Listing  2  and  Listing  5  is  shallow,  but

conceptually  can  be arbitrary with no  need  to  modify the

factoring  out  procedure.  Free  expressions  can  be  bound

either  globally, i.e.  to an environment independent  from a

query, or to a lambda expression at any nesting level lower

than  the  lambda  expression  containing  a  free  expression.

The examples presented in Listing 2 and Listing 5 concern

the former case. A generalising solution to the latter case can

be achieved  by treating any subquery as a  separate query

and the rest as a global environment. 

The  basic  idea  behind  the  transformation  is,  first,  to

identify free  expressions  that  could  be evaluated  before  a

loop induced by an operator containing them, and next, to

apply an appropriate rewriting rule. This is generalisation of

the  standard  procedure  called  loop-invariant  code  motion

known  from the  compilation  theory  [34].  An  example  of

incorporating this idea to programming language-integrated

queries can be found in the Stack-Based Architecture theory

[8]. To optimise evaluation in functional languages, a similar

procedure  of  fully  lazy  lambda  lifting  (called  also  full

laziness)  has  been  also  proposed  [16].  In  both  cases

rewriting rules are straightforward and make use only of the

basic set of language operators. Our attempt to generalise, in

a  similar  manner,  factoring  out  free  expressions  within

LINQ  queries  using only methods  supplied  by LINQ  has

been unsuccessful. In particular, LINQ operators in presence

of a queryable data source (e.g., a collection) cause iteration

over  elements,  whereas  factoring  out  requires  treating

empty, single  or  multiple  elements  as  an  individual  result

cached for reuse in further calculation. 

A. Formalising Optimisation

The procedure  of  factoring  out  free  expressions  can  be

applied to the following query pattern:
queryUnoptimized ::= queryExpr(λ(freeExpr))

where queryExpr denotes a query expression that includes a

nested  lambda abstraction  λ(freeExpr)  containing  freeExpr

that is free from any lambda abstraction within the query.

Additionally, we assume that  freeExpr should be evaluated

several  times  during  the  execution  in  order  to  make

factoring  out  profitable.  This pattern is  not  restricted  to a

whole query. It can match any subquery. 

The  solution  requires  introducing  transformation  of

factoring out a free expression before a loop using it and

applying  the  lazy  loading  evaluation  strategy.  Several

aspects  need  to  be  addressed  to  make  such  optimisation

effective  and  general.  (1)  In  imperative  programming

languages  deferring  execution  is  often  achieved  through

enclosing code in a function or by introducing an iterator. In

both cases, repeated execution (e.g., inside a loop implied by

map or filter collection pipeline operators) causes repeated

evaluation. If this applies to a factored out expression, then

it is usually necessary to force materialisation of its result

before entering a loop using it. (2) Moreover, materialisation

solves the issue with factoring out consumable data sources

since  they  cannot  be  evaluated  more  than  once.  Before

factoring  out,  the  problem  does  not  exist  since  such

constructs  reside  inside  lambda  abstractions  (that  are

parameters  of  collection  pipeline  operators)  and  therefore

are  evaluated  only  once  during  single  lambda  call

evaluation.  (3)  As  stated  earlier,  it  is  possible  that  a  free
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expression  is  skipped  during  evaluation  of  the  original

query. In  a general  case it is safe to preserve an order  of

evaluation by suspending materialisation of a factored out

expression  and  prevent  its  immediate  execution  before

entering  a  loop  using  it.  (4)  An instance  of  a  mechanism

used  for  suspending  materialisation  of  a  factored  out

expression should not be shared between query executions.

To solve this problem, it can be additionally enclosed in a

lambda abstraction. Otherwise, following executions would

share a cached result determined during the first execution.

(5)  In  order  to  prevent  collection  pipeline  operators  from

iterating over a collection,  it  has  to be nested  into a new

collection as a single element. The same procedure can be

applied  to  a  single  result  to  enable  usage  of  collection

pipeline operators.

Let  us  denote  the  following  abstract  operations:

Collection(arg) – creates and returns a collection consisting

of  one  element  specified  by  an  argument,  e.g.,  if  an

argument  is  a  collection  it  returns  a  nested  collection),

Immediate(expr) – evaluates and materialises a result of an

expression  passed  as  an  argument  (except  when  the  expr

execution strategy is already immediate),  Suspend(lambda)

– returns an instance of a mechanism for lazy loading of an

expression specified by a lambda abstraction passed as an

argument,  Value(lazy)  –  returns  a  lazily  initialised  value

stored by a lazy loading mechanism instance specified by an

argument. 

Taking advantage of above operations, we introduce the

following rewriting procedure:
queryOptimized ::= 

Collection(() => Suspend(() => Immediate(freeExpr))).

map(lambdaParam => lambdaParam()).

map(freeExprThunk => queryExpr(

    λ(Value(freeExprThunk)))).flatten() 

where  λ(Value(freeExprThunk))  is  a  nested  lambda

abstraction  λ(freeExpr)  with  an  occurrence  of  freeExpr

expression substituted by  Value(freeExprThunk). This form

ensures  that  execution  of  all  components  of  the  original

query is deferred assuming that collection pipeline operators

map and flatten have such an execution strategy.

The first part of the rewritten query
Collection(() => Suspend(() => Immediate(freeExpr))) 

creates a collection consisting of a single element that is a

lambda  function  creating  an  instance  of  a  mechanism for

suspended  materialisation  of  the  factored  out  free

expression. The following map operator ensures execution

of  the  lambda  function.  As  a  result,  the  following  map

operator will process 
queryExpr(λ(Value(freeExprThunk))) 

expression only once for  freeExprThunk assigned the lazily

loaded  cached  value  of  freeExpr.  Therefore,  the  result  of

evaluation of  queryExpr(λ(Value(freeExprThunk))) is equal

to the result  of  evaluation  of  queryExpr(λ(freeExpr)).  The

flatten operator eliminates an outer collection implied by the

Collection operator.  Consequently,  the  final  result  of  the

optimised query is taken from evaluation of the
queryExpr(λ(Value(freeExprThunk))) 

expression. 

B. Implementing Optimisation in C#

In C#, to simplify optimisation we introduce an auxiliary

method AsGroup to take care of the Collection operation and

suspended  evaluation  of  a  lambda  expression  returning  a

materialised value of the free expression.  Listing 8 shows

the implementation of the auxiliary operator.
static IEnumerable<TSource> AsGroup<TSource>(

                     Func<TSource> sourceFunc) {   

  yield return new Lazy<TSource>(sourceFunc);

} 

Listing 8. Auxiliary optimisation method.

The  Suspend operation  is  achieved  by  a  Lazy  class

constructor  new Lazy<TSource>(sourceFunc).  The  yield

return  statement  is  a  syntax  sugar  enabling  creating  a

collection  available  through  an  iterator  deferring  any

computations until iteration starts. In this way, a programmer

avoids using a concrete type of a collection and enables a

compiler  to  choose  the  best  implementation  on  its  own.

AsGroup exposes an iterator that returns only one element,

i.e.  an  instance  of  a  mechanism  for  suspended

materialisation  of  the  factored  out  free  expression.  It  is

created  directly  before  yielding  replacing  the  projection

map(lambdaParam =>  lambdaParam()). Consequently, the

rewritten query in case of LINQ takes the following form: 
LINQ-deferredQueryOptimized ::= 

AsGroup(() => Immediate(freeExpr)).

SelectMany(freeExprThunk => 

    queryExpr(λ(freeExprThunk.Value))) 

where the  SelectMany LINQ operator  substitutes map and

flatten  and  freeExprThunk.Value realises  the

Value(freeExprThunk) operation. 

The above transformation can be adapted to a situation

when  queryExpr(λ(freeExprThunk.Value)) is  a  construct

executed immediately (e.g., when it returns a single value).

In  that  case  SelectMany needs  to  be  replaced  with  two

operations: Select realising projection and  First responsible

for flattening and immediate execution:
LINQ-immediateExpressionOptimized ::= 

AsGroup(() => Immediate(freeExpr)).

Select(freeExprThunk => 

        queryExpr(λ(freeExprThunk.Value))).First() 

The  Immediate operation  is  required  only  in  the  case

when  freeExpr is  a  LINQ  query  deferred  in  execution.

Explicit materialisation can be achieved using LINQ specific

methods,  e.g.,  freeExpr.ToList().  The  transformation

constitutes  the  general  rewriting  rule  for  optimisation  of

LINQ  queries  through  factoring  out  free  expressions.

Applying it to the examples from Listing 2 and Listing 5 is

shown in Listing 9 and Listing 10, respectively. 
var ikuraQuery =   

  AsGroup(() => products.

    Where(p2 => p2.productName == “Ikura”).

    Select(p2=>p2.unitPrice).ToList()).

  SelectMany(ikuraPriceThunk => products.

    Where(p => ikuraPriceThunk.Value.

    Contains(p.unitPrice)).Select(p => p.productName));

Listing 9. Example 1 – after factoring out suspended 

free expressions optimisation.
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var maxQuery = 

  AsGroup(() => products.Max(p2=>p2.unitPrice)).

    SelectMany(maxPriceThunk =>

      products.Where(p =>

            maxPriceThunk.Value == p.unitPrice).

      Select(p => p.productName)); 

Listing 10. Example 2 – after factoring out suspended 

free expressions optimisation.

The queries execution strategy after optimisation remains

deferred and in the case of the second example (Listing 10),

the  problem of  the  exception  while  addressing  an  empty

products’ collection does not occur.

VI. PERFORMANCE TESTS

We have  evaluated  the  impact  of  factoring  out  of  free

expressions optimisation in C# by applying it manually to a

number of problems:  samePriceAs – given a collection of

products, find products with the same price as the product

specified  by  a  name,  maxPrice –  given  a  collection  of

products,  find  products  with  the  maximal  price  in  the

collection, promoProducts – given a collection of products,

find names of products in the imaginary sale promotion,  i.e.

exactly k times more expensive than any other product, and

pythagoreanTriples – from natural numbers between 1 and

n  find  a  number  of  triples  satisfying  the  Pythagorean

theorem. 

In  experimental  tests,  the collection  of  products  ranged

from  1  to  1,000,000  elements.  The  size  of  each  product

averaged  to 175 bytes.  Tests  for  samePriceAs,  maxPrice,

promoProducts and  pythagoreanTriples problems  have

been conducted using queries in Listing 2, Listing 5, Listing

11,  and  Listing  12  accordingly.  The  problems  have  been

solved relatively simply and each one has at least one free

expression  suitable  for  the  factoring-out  optimisation.

Solutions to  samePriceAs and  maxPrice have  free  nested

queries,  whereas  promoProducts and  pythagoreanTriples

introduce  simple  mathematical  calculations  that  can  be

factored out. The tests include comparison with PLINQ and

LinqOptimizer  optimisation  framework.  We also  combine

them manually with our optimisation to explore limits and

further opportunities.
var promoProducts = 

  products.Where(p => products.

     Any(p2 => p2.unitPrice == 

             Math.Round(p.unitPrice / 1.2, 2))).

  Select(p => p.productName); 

Listing 11. A query concerning the promoProducts 

problem before optimisation.

var pythagoreanTriples =   

  Enumerable.Range(1, max + 1).SelectMany(a =>      

    Enumerable.Range(a, max + 1 - a).SelectMany(b => 

      Enumerable.Range(b, max + 1 – b).Where(

        c => a * a + b * b == c * c))).Count() 

Listing 12. A query concerning the pythagoreanTriples 

problem before optimisation.

We conducted our experiments on a workstation with a 4-

core Intel Core i7 4790 3.6 GHz processor, 32 GB of DDR3

1600MHz  RAM,  hosting  Windows  Server  2012  R2.

Benchmarks  have been  compiled for  a  x64 platform with

enabled code optimisations using target .NET Framework v.

4.5.  Tests  results  for  following problems are  presented  in

Fig. 1, Fig. 2, Fig. 3 and Fig. 4. 

The  LinqOptimizer  is  used  in  two  variants:  sequential

(denoted by SEQ) and parallel (denoted by PAR). The latter

competes  with  PLINQ.  Each  query  before  and  after

factoring-out  optimisation  has  been  subjected  to  three

Fig 2. Query evaluation times for maxPrice problem.

Fig 1. Query evaluation times for samePriceAs problem.

Fig 3. Query evaluation times for pythagoreanTriples problem.

Fig 4. Query evaluation times for promoProducts problem.
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further  optimisation  variants,  i.e.  PLINQ,  LinqOptimizer

sequential  or  parallel  variant.  The  tests  focus  on  query

execution times and omit optimisation and compilation of a

query.  Most  of  the  plots  use  logarithmic  scales  to  more

clearly  reveal  differences  in  performance  for  various

collection  sizes.  To  improve  readability,  the  plots  omit

optimisation variants that are generally worse. In particular,

the sequential variant of LinqOptimizer is shown only if it

improved query performance in any collection size range,

and  the  better  alternative  between  PLINQ  and  parallel

variant of LinqOptimizer is selected. 

Results of the tests are as follows: 

• Tests’  results  are  consistent  with  an  expected

computational  complexity.  In  samePriceAs and

maxPrice problems  it  has  been  reduced  from

quadratic  to  linear,  achieving  a gain  in  orders  of

magnitude for large collections, e.g., in the case of

the second example (Listing 5 and Listing 10) the

query after factoring out is more than 30,000 times

faster for 100,000 products (boost from ~115 s to

~3.8 ms).

• Except  for  the  pythagoreanTriples problem,  the

profitability  threshold  of  individual  factoring-out

optimisation  is  very  low  when  comparing  to

PLINQ and LinqOptimizer. Even for a collection of

2 objects,  optimised queries  can work faster  than

original ones (e.g. samePriceAs and maxPrice). 

• The performance penalty in the case of a collection

consisting  of  a  single  element  is  at  most  0.6  μs

which  corresponds  to  a  ~60%  deterioration  (the

pythagoreanTriples problem). 

• When  processing  large  collections,  the  factoring-

out  transformation  can  give  several  times  better

performance  by  taking  advantage  of  PLINQ

(especially  in  the  case  of  the  promoProducts

problem). For smaller collections, PLINQ imposes

overhead significantly greater than factoring out. 

• The pythagoreanTriples problem optimisation tests

show that it may be difficult to obtain a significant

gain when factoring out a simple expression (i.e. a

* a + b * b). A ~3% gain is achieved for n equal to

10,000. • The LinqOptimizer framework seems to

be  designed  for  optimising  queries  involving

numbers rather than complex objects. Only in the

pythagoreanTriples problem  optimisation,  it

outperforms both PLINQ and factoring out. 

• In  general,  combining  factoring  out  of  free

expressions  with  LinqOptimizer  is  not  likely  to

produce the best solution. However, it  seems that

tuning  of  the  LinqOptimizer  algorithm should  be

possible.  In  the  pythagoreanTriples problem,

PLINQ is able to produce more efficient query after

factoring  out,  whereas  LinqOptimizer  favours  the

original  query.  Unfortunately,  the  differences  are

too small to be seen on the plot. 

C#  libraries  offer  a  Lazy class  realising  the  Suspend

operation,  but  considering  performance,  we  have

implemented  our  own  lightweight  version.  We  have

experimented  with  different  variants  of  performing

Collection,  Suspend and  Immediate operations  but  the

presented solutions generally resulted in performance better

than others. 

VII. AUTOMATIC OPTIMISATION

A. Free Expression Detection

The  transformation  is  justified  by  the  need  to  increase

effectiveness, which is achieved at the expense of reflecting

the business  goal.  As a result,  benefits  from a declarative

form and an increased level of abstraction are lost.

LINQ  expression  trees  enable  run-time  analysing  and

dynamic building of LINQ queries [36]. This feature allows

developing an optimisation method relying on rewriting of a

LINQ abstract syntax tree. Automated detection of specified

query patterns and transformation to an optimised form are

required  to  make  LINQ  queries  truly  declarative.  The

previous  part  of  this  paper  deals  with  the  latter,  i.e.  the

definition of efficacious rewriting rules for factoring out of a

free  expression.  This  section  describes  an  algorithm  for

detection of free expressions within a query. The procedure

does not address any details of implementation for the LINQ

platform.  It  is  general  in  terms  of  functional-style

programming. 

Let  us  establish  a  set  of  definitions  concerning

expressions  and  lambda  abstractions  (inspired  by  the

definitions introduced by Hughes [16]): 

• Def.  1  (bound  variables  of  lambda).  An

occurrence of a variable within lambda λA is bound

to λA if and only if it is a parameter of λAA,

• Def.  2  (bound  expressions  of  lambda).  An

expression within lambda λA is bound to λA if and

only if it contains a variable bound to λAA.

• Def.  3  (native  lambda  of  expression).  The

innermost  lambda  in  which  an  expression  e is

bound  is  its  native  lambda.  Let  us  denote  this

lambda nλ(e),

• Def.  4  (free  expressions  in  lambda).  An

expression e within lambda λA is free in lambda λA

if λA is nested in native lambda of expression e. 

• Def. 5 (maximal free expressions). A maximal free

expression (MFE) is a free expression of some λA

that is not a proper subexpression of another free

expression of λA. 

Additionally,  to  simplify  definitions  and  the  algorithm

description, we assume that names of variables are unique.

Moreover,  we implicitly treat  a  whole  query as  a  lambda

abstraction  with  all  free  variables  (constituting  a  global

environment) as its parameters. In the case of examples from

Listing 2 and Listing 5 native lambda of each MFE is the

whole query. 

From the definitions above, it follows that any MFE e free

in  a  lambda  λA can  be  determined  before  λA evaluation.

Precisely, it could be determined anytime during evaluation

of nλ(e). The above statement is correct since: 

1. e is a free expression (see definition 5).

2. λA is inside nλ(e) (see definition 4).
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3. e is not bound to λA (see definition 3).

4. e does  not  contain  variables  bound  to  λA (see

definition 2).

5. λA call does not introduce any variable (parameter)

required  by  e (see  definition  1)  that  makes  e

independent from λA.

Consequently, it is possible to factor out the expression e

from λA and evaluate it at the level of the nλ(e) lambda. 

The  algorithm  uses  the  standard  depth-first  search

approach and detects all MFEs during a single pass through

a  query  expression  tree.  Expression  visitation  focuses  on

finding  its  bindings  that  we  define  as  a  set  of  lambda

abstractions  declaring  variables  (usually  as  lambda

parameters)  used  in  the  expression.  This  information  is

further  used to determine bindings of its parent.  Usage of

lambda  abstraction  parameters  determines  whether  an

expression  is  free  or  bound.  Therefore,  it  is  necessary  to

handle  information  about  names  of  the  parameters  and

lambda abstractions to which they are bound. This is a task

of  an  auxiliary  map  called  binders.  To correctly  manage

parameters’  binding,  the  procedure  specifically  handles

lambda abstractions and terminal name binding expressions.

While  visiting  lambda  abstraction,  the  binders’  map  is

filled with its parameters. They are visible only within the

lambda  abstraction.  This  sets  the  right  context  for  the

recursive  visitation of  the lambda body in order  to  detect

free expressions  bound specifically to the current  lambda.

Finally,  the  bindings  set  is  returned  to  the  lambda parent

except for the current lambda that is removed (information

on binding to the current lambda is not relevant outside).

The  binders’  map  is  used  when  visiting  name-binding

terminal expressions. These expressions consist only of an

identifier name. If  a name is found in the binders’ map, a

corresponding  lambda  is  returned  (as  a  single-element

bindings set). If a name is not bound to any lambda, then it

is assumed to be a globally free variable. 

The described behaviour does not concern a name on the

right  hand  side  of  a  member  access  operator  (e.g.,  field

names).  Such  a  name  is  bound  locally  to  its  left  side,

therefore field member access  bindings are inherited from

their left side expression. In general, bindings for remaining

types of expressions are simply inherited from their children

(a sum of the sets).

In  the  implementation  nesting  level  annotations  for

lambda abstractions and variables are introduced to simplify

the binding analysis. Expression bindings provide sufficient

information to determine all MFEs and their native lambdas.

To  exemplify  the  algorithm  let  us  consider  the

promoProduct problem shown in Listing 11. The query in its

optimised form is presented in Listing 13. The expression

determining  a  price  Math.Round(p.unitPrice /  1.2,  2))  is

unnecessarily evaluated multiple times during execution of

the  inner  loop  implied  by  the  Any  operator.  What

distinguishes  this  and  previous  examples  is  that  the

transformation applies not to the whole query but only to the

Where predicate. Additionally, the predicate is not a LINQ

query  but  an  expression  returning  a  Boolean  value.

Therefore,  Select and  First methods  were  used  instead  of

SelectMany. 
var promoProductsOptimized = 

  products.Where(p =>      

    AsGroup(() => Math.Round(p.unitPrice / 1.2, 2)). 

    Select(priceThunk => 

      products.Any(p2 => p2.unitPrice == 

                   priceThunk.Value)).First()).

  Select(p => p.productName);

Listing 13. Example 3 – rewriting inside lambda 

abstraction.

Partial results of the algorithm work for the unoptimised

query are presented in Fig. 5. Each abstract syntax tree node

of the query is annotated with three values:  (1)  a number

indicating  an  order  of  visitation,  (2)  a  lambda expression

directly including an expression, (3) bindings set including

the  bolded  element  denoting  a  native  lambda  of  an

expression. Lambda expressions have been assigned unique

numbers  to facilitate their identification.  Bindings that are

removed at the end of lambda node visitation are indicated

by a strikethrough symbol. 

Free expressions have their native lambda (bolded lambda

in bindings set) different from a nearest lambda (denoted by

the second annotation), i.e. expressions with visitation order

ranks 6, 11-17. After omitting terminal expressions such as

literals  (constant  type  nodes  ranks  16  and  17)  and  name

bindings (bind type nodes ranks 6 and 15),  the only MFE

left  to  factor  out is  Math.Round(p.unitPrice /  1.2,  2)).  Its

native lambda is λ1. Hence, factoring out should be applied

to its indirect parent: the  Any node with a visitation order

rank 5 (presented in Listing 11). It is an expression inducing

iteration  over  the  products  collection  at  the  highest  level

within λ1.

Fig 5. Example abstract syntax tree algorithm nodes annotations.
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B. Applying Factoring Out

The  factoring  out  rewriting  rule  can  be  applied  during

visitation  of  lambda  expressions.  However,  not  all  MFEs

should  be  factored  out.  The  conditions  under  which  the

optimisation  promises  well  are  described  in  analogous

solutions [15][8], namely:  (1)  a free expression cannot  be

too simple (e.g., names and literals), (2) a free expressions’

result should be used more than once. They can be verified

during preparation to the transformation.

First,  the complexity of  an MFE can  be examined.  An

appropriate threshold for applying transformation could be

introduced,  e.g.,  based  on  an  arbitrarily  set  weight  of

language constructs comprising an MFE. Performance tests

on  the  promoProducts problem involving  factoring  out  a

relatively  simple  expression  have  proven  improvement  in

the case of collections consisting of at least 30 objects. For

over 250 products optimised query was about twice as fast. 

The second condition concerns a number of times that a

MFE result is used in evaluation. An additional analysis may

be  necessary  for  confirming  that  nλ(MFE)  contains  a

method that causes iteration over some collection that may

require  repeated  evaluation  of  the  MFE.  For  example,  in

LINQ this concerns mainly operators parameterised with a

lambda  abstraction  (such  as  Select,  Where,  Max,  etc).

Operators  operating  on  sets  (e.g.,  Contains,  Union)  or

custom ones are not any indication for the optimisation. The

more detailed cardinality analysis  is  doubtful  in case of  a

programming  language  environment  and  a  lack  of  a  cost

model. 

We have implemented a prototype LINQ provider library

realising  the  mentioned  optimisation  (available  at

https://github.com/radamus/OptimizableLINQ). The analysis

and  the  transformation  are  performed  using  the  LINQ

expression trees’ representation available at runtime. Access

to expression trees is provided though the  IQueryable<T>

interface that does not allow direct query execution. Instead,

it exposes an abstract syntax tree of a query (in a form of a

type-checked expression tree) to a data store provider. The

provider makes use of this representation to build a query in

a form (language)  dedicated for  a  given data model (e.g.,

LINQ to SQL) [36]. 

Implementing  optimisation  in  the  form  of  a  LINQ

provider library gives a developer possibility to resign from

aggressive, global query optimisation, e.g. when the order of

evaluation  is  important  considering  some  planned  side

effects. To enable automatic optimisation, the AsOptimizable

extension method should be applied to a source collection. It

is shown in Listing 14 for the Ikura product example.
var ikuraQuery = products.AsOptimizable().

  Where(p => products.Where(p2 => 

                     p2.productName == “Ikura”).       

    Select(p2=>p2.unitPrice).Contains(p.unitPrice)).   

  Select(p => p.productName); 

Listing 14. Example 1 – automatically optimised.

As a result, a rewritten query is compiled and becomes

available for multiple use. One-time overhead occurring at

the site of the definition is about a millisecond. A developer

should consider runtime optimisation with caution when a

query is used only once over a small collection. In contrast

to LINQ,  Java 8 streams operators are consumable,  which

prevents  multiple  usages  of  the  same  query.  We are  not

aware of any mechanism enabling rewriting optimisations of

Java 8 stream queries at runtime; nevertheless, in the case of

consumable  constructs  the  cost  of  optimisation  done  at

runtime would burden each query execution.

VIII. SUMMARY

The proposed solution proves that it is possible to provide

programming languages  offering functional-style access  to

querying  data  collections  with  resource-independent  static

optimisation mechanisms. We proposed a formal method –

factoring  out  of  free  expressions  –  based  on higher-order

functions  rewriting.  Its  essence  is  to  avoid  unnecessary

recurring  calculations.  Factoring  out  of  a  free  expression

that  is  complex  to  calculate  generally  produces  a  robust

performance gain. Such optimisation can be fully automated

and  does  not  require  any  interference  or  implementation-

specific  knowledge  from  a  programmer.  Using  simple

examples,  we  emphasise  the  significance  of  the  order  of

evaluation  implied  by  semantics  of  functional-style

operators.  Finally,  we  elaborate  general  and  safe

optimisation,  considering characteristics of functional-style

querying in imperative programming languages. 

In  contrast  to  the  Nectar  system [12],  which  also  uses

term rewriting to increase sharing of computations, our work

addresses  functional-style  queries  in  general,  i.e.  without

context of application which would limit our optimisation.

We take advantage of the similar approach to optimisation as

Steno [21], LinqOptimizer [22], or SkyLinq [23]. However,

we  make  an  attempt  to  explore  more  aggressive,  global

optimisations comparable to optimisations of database query

languages. 

The presented approach was verified in Microsoft .NET

environment and its Language-Integrated Query technology.

However,  the  automated  solution  has  not  been

straightforward to elaborate due to necessity of considering

several variants implied by execution strategies of constructs

comprising LINQ queries and complexity of implementing

LINQ providers. 

Our  optimisation  for  LINQ  can  be  combined

automatically  with  other  ones  as  long  as  they  preserve

queries in an expression trees form. In other cases, fusion of

optimisations has to be done manually. For example, PLINQ

enables  to  take  advantage  of  multiple  cores  and  achieve

several  times  better  efficiency  in  processing  of  large

collections.  Moreover,  the  optimiser  in  some  cases  could

automatically (or by a programmer’s decision) resign from

suspending  evaluation  of  a  factored  out  expression  and

remove overhead that it  imposes. The tests showed that it

results in further improvement of performance, up to ~18%.

Finally,  it  seems  that  transformations  would  be  the  most

profitable if incorporated in a compiler. Considering source-

to-source  transformations  already  performed  by  the  C#

compiler  on  LINQ  query  expressions  [33]  this  solution

imposes itself. 

We believe that our work is as a real step towards genuine

declarative language-integrated queries. We conduct further
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works  on  optimisation  of  functional-style  constructs

processing collections. One branch of our research concerns

the  elaboration  of  methods  that  are  aware  of  operators

semantics,  e.g.,  addressing  complex  queries  taking

advantage of the selection operation, which exposes a huge

potential for optimisation (e.g., pushing selection [37]). We

also  consider  adapting  other  methods,  such  as  revealing

weak  dependencies  within  queries  that  enable  performing

further factoring out [38]. 
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Abstract—The purpose of this paper is to introduce and
describe a new Ruby benchmarking tool. We will describe the
background of Ruby benchmarking and the advantages of the
new tool. The paper documents the benchmarking process as well
as methods used to obtain results and run tests. To illustrate the
provided tool, results that were obtained by running a developed
benchmarking tool on existing and available official ruby bench-
marks are provided. These results document advantages in using
various Ruby compilers or Ruby implementations.

I. INTRODUCTION

RUBY IS A PURE OBJECT-ORIENTED interpreted lan-
guage. The language itself has three major implementa-

tions: MRI written in C, JRuby written in Java, and Rubinius
written in Ruby. These are often compared in different ways
such as usage, performance, and memory requirements. The
non-functional attributes of the implementations vary signifi-
cantly.

Our goal was to develop a benchmarking tool for these
implementations that would wrap all of the provided versions
and run benchmarks against them. It is important to mention
that this paper does not focus on developing benchmarks,
but merely on providing a tool capable of taking any kind
of existing benchmark, running it against all available Ruby
versions, and testing its usability.

To ensure complete isolation of all tested Ruby versions,
we used Docker [2] to pack each configuration inside a
Docker container. Docker is a open-source tool that enables
a Linux application and its dependencies to be packaged
as a lightweight container. The benchmarking tool was then
developed to handle these containers as well as to validate
their content (correct versions, compilation flags, compilers
used). It is also responsible for running selected benchmarks
and storing their results. In section III, we describe the basic
practices used while developing the benchmark tool as well
as all of its responsibilities, methods used to collect data, and
available Ruby versions.

In our research, we used official available benchmarks from
the Ruby repository1 and a parallelism benchmark from the
Rubinius repository2 to point out some basic characteristics
of Ruby implementations and their power. The tool was run

Access to the CERIT-SC computing and storage facilities provided un-
der the programme Center CERIT Scientific Cloud, part of the Opera-
tional Program Research and Development for Innovations, reg. no. CZ.
1.05/3.2.00/08.0144, is greatly appreciated.

1https://github.com/ruby/ruby
2https://github.com/rubinius/rubinius-benchmark

on a baremetal and virtual server to provide results from both
environments. In section III-D, we describe both environments
and their configuration in detail.

The results we present are also available online. The results
are in three main areas:

• MRI Versions overview - we have compared multiple
MRI Ruby versions to determine the progress mainly in
memory usage as new MRI (2.2.0) has announced a new
garbage collection algorithm.

• A comparison of MRI compilers determined the differ-
ences in using different C compilers to compile Ruby
(2.2.0 used in benchmarks). Our results proved that the
widely used, also default for a dominant group of linux
distributions, version 4.8 of GCC is the best choice for
prime performance.

• Running benchmarks on different Ruby implementations
not only proved that MRI is best for short single-threaded
executions (these tests were extremely short prohibiting to
start the just-in-time compilers for JRuby and Rubinius)
while JRuby and Rubinius are better for longer or multi-
thread runs, but it also showed the progression and power
of JRuby in handling parallel tasks and improving in
performance from version to version.

II. STATE OF THE ART

Ruby [1] is an interpreted object-oriented programming
language which was designed and released by Yukihiro Mat-
sumoto, known as Matz, in 1995. Ruby is a pure object-
oriented language in which even values of primitive types
(true, false, nil) are represented as objects. It is also suitable
for functional programming and capable of powerful metapro-
gramming.

There are three major Ruby implementations.
The oldest - original implementation - is known as MRI

("Matz’s Ruby Interpreter") or CRuby (since it is written in
C). CRuby does support native threads, but it uses Global
Interpreter Lock [3] (known as GIL) which allows data to be
modified only one thread at the time, thus prohibiting true
concurrency.

JRuby, as the title suggests, is a 100% Java implementation
of Ruby. This allows for Ruby applications to be run on a
Java Virtual Machine (JVM), thus utilizing its just-in-time
(JIT) compiler, garbage collection, and mainly its concurrent
threads. It also allows us to use any library that is compatible
with JVM.
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Rubinius is the Ruby version of Python’s PyPy. Much of
its source is written in Ruby making it easier to understand.
It also includes a just-in-time compiler on a virtual machine
written in C++.

In December 2013, Sam Saffron published a call for an
official long-running Ruby benchmark [4]. At the beginning
of development, in November 2014, Ruby still had no long
term running benchmarks like Pypy speed center3 for Python.
At that time, there was just one Ruby benchmarking suite that
was used by the community to test different configurations
and experiment with their performance. The Ruby Benchmark
Suite [5] by Antonio Cangiano was developed between the
years 2008 and 2013. It uses a host OS and installed rubies
to perform tests. During the development of our benchmark
tool, Rubyfy.ME, Guo Xiang Tan4 presented his own bench-
mark tool in cooperation with Sam Saffron. This became the
official ruby long-term running benchmark5. His tool uses
a single docker image containing all tested Ruby versions.
It also provides tests for individual commits in the official
Ruby repository acting more like performance CI (Continuous
Integration) solution.

III. BENCHMARK TOOL

In this section we describe the benchmark tool that we have
developed. The main aim during development was to ensure
the separation of all Ruby versions so they did not share a
library or resource that could affect the results. To ensure
complete isolation, docker images were created for each Ruby
version or compiler. Since this tool is written in Ruby, there
are only two system requirements that are required to run the
developed benchmarking tool:

• Ruby of version 2.0 or above
• Docker of version 1.0.1 or above

A. Docker integration

Docker [2] is an open-source program which is capable
of packing linux applications and their dependences as a
container. Container-based virtualization isolates applications
from each other. It runs in userspace on the host operating
system utilizing resource isolation and allocation benefits
while being much more efficient.

The tool automatically downloads all required docker im-
ages and validates a correct Ruby presence. This means that
the correct Ruby version, the correct compiler and its version,
and the correct compilation flags are present in each docker
image. It is also responsible for running benchmarks in correct
containers.

Table I lists Ruby versions and implementations that are
present in the benchmarking tool.

3http://speed.pypy.org/
4https://github.com/tgxworld
5http://rubybench.org/

B. Running Benchmarks

All benchmarks must be located inside exactly one sub-
folder in the benchmarks folder. This hierarchy allows to track
the origin or divide the benchmarks into groups. There is
one special category of benchmarks located inside the bench-
marks/custom folder (we will call them custom benchmarks
from now) which is handled differently compared to the
others. By default, official Ruby benchmarks are present in
the benchmarks/ruby-official.

Every benchmark that is not from a custom category is,
before its execution, wrapped inside an additional code that
captures all of the needed information. Memory usage is stored
before code execution. Then, using the official benchmark
library for Ruby, time consumption is tracked. At the end,
garbage collection is triggered manually and memory usage is
tracked once more. This way, the needed time, used memory,
and total executable memory are tracked for each benchmark.

Custom benchmarks do not undergo the described flow.
Code is executed without modification and standard and error
output is captured, thus allowing us to store any kind of
information.

Rubinius and JRuby implementations of Ruby contain a
just-in-time compiler which results in slower code execution
during program startup. For these versions, it is important to
warm up the virtual machine (JVM for JRuby) by running
the code multiple times or for a short period of time before
actually benchmarking. There is still no support because
benchmarks need to be adapted to run in loops in order to
ensure warm-up. For now, we do not use suitable benchmarks
so all benchmarks are run without a warm-up, resulting in
slower times for JRuby and Rubinius. However, we plan to
add this feature after we ensure enough benchmarks that are
able to run in loops.

C. Storing and Publishing Results

Each run stores a record in a csv file named after the Ruby
version used for that run. Each record contains information
about the executable benchmark, Ruby version, compiler, and
current time. Standard output and standard error output are
stored for custom benchmarks while time and memory usage
are stored for others.

After providing information about the web interface of this
benchmark tool, the user is able to push results from csv files
to Ruby on Rails application which provides complex results
and graphs.

The feature to publish stored results allows us to build an
easy and user friendly presentation. Using the highcharts6

library, simple graphs were created to simplify collected
results. These graphs were split into three main categories: an
MRI versions comparison, an MRI C compilers comparison,
and a Ruby implementations comparison. Overall, graphs were
created for each category as well as for each benchmark.

This tool was developed for community use so its main
characteristic is easy usability and extensibility allowing users

6http://www.highcharts.com/
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TABLE I
RUBY VERSIONS AND IMPLEMENTATIONS

Implementation Versions Details
JRuby 9.0.0.0.pre1 OpenJDK 64-Bit Server, Virtual machine version 1.7.0_75-b13

JRuby 1.7.12, 1.6.8 OpenJDK 64-Bit Server, Virtual machine version 1.7.0_65
Rubinius 2.2.10, 2.3.0, 2.4.0, 2.4.1

MRI Ruby 2.2.0 Multiple images with different compilers: GCC 4.8, GCC 4.9, Clang 3.3, Clang 3.4,
Clang 3.5, all on both -O2 and -O3 flags

MRI Ruby 1.6.8 - 2.1.5 (12 versions) All compiled using GCC 4.8 -O2

to easily add new benchmarks, test their own code, or even
add more Ruby versions. This tool also comes with its own
Rails web application which allows users to see their results
in no time. However, this approach makes it harder to specify
or focus on some deeper characteristics of Ruby. For example,
the user is currently unable to set or change runtime flags, but
we are planning to provide this feature in the near future.

D. Environment

Benchmarking was performed in two independent environ-
ments.

• Baremetal Ubuntu 14.04, kernel version 3.13.0-36-
generic x86_64 GNU/Linux, with Intel(R) Core(TM) i5-
2450M CPU @ 2.50GHz, 2x 8GB Samsung SODIMM
DDR3 Synchronous 1333 MHz RAM located on an Intel
Emerald Lake motherboard.

• A virtual private server provided by CERIT-SC, config-
ured to 16GB RAM and 8 virtual CPU running Debian
3.16.7-ckt4-3 bpo70+1. This virtual machine is hosted
on 2x Intel(R) Xeon(R) CPU E5-2620 0 @ 2.00GHz
(12 cores) 96 GiB DDR3 1333 MHz. Center CERIT-SC
(CERIT Scientific Cloud) offers computing resources and
also participates in research and development activities.

Each Ruby implementation was run with its default settings.
We did not use any runtime command flags as there is no
support for this feature yet. The only exception was made
during a parallelism test when JRuby and Rubinius were run
with JIT disabled.

This tool was developed as an open-source project and its
sources are publicly available on Github7.

IV. RESULTS

Using benchmarks from the official Ruby repository enables
us to present results in the following categories:

• MRI Ruby Compilers - a comparison of Ruby compilers
(Clang, GCC) tested on MRI Ruby Versions 2.2.0.

• Ruby Implementations - the difference between various
implementations and between handling single-thread vs.
multi-thread tasks.

• Ruby 2.2.0 Garbage collection - the progress of new
incremental Garbage collection announced in Ruby 2.2.0.

Each benchmark was successfully run ten times to provide
stable and usable results from both environments. During

7https://github.com/Ryccoo/rubyfy-me-docker-suite

the benchmarking and development process, the most recent
versions of selected implementations were: 2.2.0 for MRI,
2.4.1 for Rubinius, and 9.0.0.0.pre1 for JRuby.

A. MRI Ruby Compilers

As MRI Ruby (also called CRuby) is written in C, the
choice of a C compiler and its compilation flags can affect
the performance of a Ruby interpreter.

In December 2014, Peter Wilmott published an article [6]
about MRI Ruby compilers. All of his tests were run on
AWS from an m3.medium EC2 instance and he used Ruby
version 2.1. Using benchmarking suite developed by Antonio
Cangiano, his results show a great performance increase from
GCC 4.8 to GCC 4.9 and he also pointed out that optimization
on level 2 works better than on level 3.

Running all of the official Ruby benchmarks on the Ruby
version 2.2.0 on both a baremetal and a virtual server provided
by CERIT-SC group resulted in our results being different
than those obtained by Peter. Both sets provided us with the
same result (Fig. 1 and Fig. 2), thus showing that GCC 4.8
on optimization level 3 (the default shipped for Ubuntu 14.04)
is still ahead by a small amount (1-2% faster than GCC 4.9
-O3). The results also provided that level 3 optimization is
currently faster for Ruby 2.2.0 (an almost 4% speed increase
from GCC 4.8 -O2 to GCC 4.8 -O3).

B. Ruby Implementations

The main difference between MRI Ruby and Rubinius,
JRuby, is that MRI Ruby uses GIL (global interpreter lock)
which makes single threaded tasks run faster, but does not
permit real concurrency. This is why MRI Ruby is significantly
better in overall results (official ruby benchmarks that are used
for each category are single thread simple tests and often too
short to start a JIT compiler on JRuby and Rubinius, thus
making their results even worse) as is shown on Fig. 3 and
Fig. 4

Although we used the parallelism benchmark provided in
the Rubinius repository8 to determine the differences in han-
dling parallel tasks. In this benchmark we manually edited the
tool to pass command line arguments disabling JIT compilers
for JRuby and Rubinius (-X-C for JRuby and -Xint for Ru-
binius ) because this benchmark is built to run multiple times
and provide the best results gathered. This would allow the JIT
compilers to activate and radically reduce the execution times.

8https://github.com/rubinius/rubinius-benchmark/blob/master/parallelism.rb
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Fig. 1. Overall results for MRI compilers run on CERIT-SC virtual server

Fig. 2. Overall results for MRI compilers run on a baremetal Ubuntu machine

On Fig. 5 we can see the true power of JRuby parallelism as
well as its progression.

The benchmark first computes the amount of work needed
to keep the thread busy for two seconds, then runs the same
amount of work on each of four threads. Because virtualization
(the usage of virtual CPUs) makes it harder to compute and
calibrate needed work amount, we present only results from
the baremetal machine.

C. MRI 2.2.0 Incremental garbage collection

The MRI Ruby version 2.2.0 has announced new incre-
mental garbage collection. From this version, symbols are
also garbage collectable. Symbols are now divided into two
categories: mortal and immortal. Immortal symbols are defined
inside code while mortal symbols are created dynamically dur-
ing execution. MRI Ruby 2.2.0 now collects mortal symbols
allowing to free up more memory. We were able to watch the
decrease of memory usage compared to the previous version
as shown on Fig. 6.

These tests were also run separately and aimed at the last
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Fig. 3. Overall time performance on different Ruby implementations tested on a baremetal Ubuntu machine

Fig. 4. Overall time performance on different Ruby implementations tested on a CERIT-SC virtual server

Ruby versions which confirmed the gap between ruby 2.1.x
and 2.2.0 as shown on Fig. 7.

V. CONCLUSION

Our results show that in the case of compiling the newest
version of MRI Ruby (currently 2.2.0 during benchmarking)
for normal, non-experimental or special use cases, the choice
of GCC 4.8 with an O3 flag will provide the best available
performance. While this version of a GCC compiler is the
default for the predominant group of linux distributions, there
is no need to make any changes during Ruby installation.

MRI Ruby is the best choice for computing single threaded
simple and short tasks while the GIL (Global Interpreter Lock)
is prohibiting to starting real concurrency. This is when the
choice of other implementations like JRuby and Rubinius is
important. As shown on Fig. 5, JRuby provides us with the best
concurrency. This ability increases from version to version.
Therefore, JRuby is the best choice for big cloud computations
offering multiple virtual CPUs.

It is important to remind that used benchmarks and bench-
marking techniques did not allow the warm-up required by JIT
compilers, thus results with proper and long enough warming
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Fig. 5. Rubinius parallelism benchmark - running 4 parallel threads

Fig. 6. Memory usage difference from the average

Fig. 7. Difference from average memory usage on recent Ruby versions

could differ on JRuby and Rubinius.
The introduction of new garbage collection in MRI 2.2.0

with the ability to collect mortal symbols can fix a common
programmer mistake as a side effect. The problem occurred
when the program was converting user inputs to symbols.
These symbols were not garbage collectable and the program
often drained the entire system memory and ended up freezing.
Symbols converted from MRI 2.2.0 are tagged as mortal and
garbage collected after being unused, thus not draining the
entire memory.
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Abstract—Attribute-oriented programming (source code anno-
tations) is a program level marking technique that enables enrich-
ment of program elements with custom metadata. In this paper
we hypothesize that there is a correspondence between source
code annotations and conventional formal languages in general.
We analyze our observations about source code annotations from
three aspects of language description: concrete syntax, abstract
syntax, and semantics. The discussion provides evidence of the
hypothesized correspondence and we use it as a basis for our
definition of an annotation-based language (abbreviated: @L).
However, the analysis also shows that compared to conventional
formal languages, source code annotations have some specificities
mainly connected to their binding to host program elements.
The presented analysis contributes to the field of attribute-
oriented programming by discussing the relationship between
annotations and conventional formal languages, and by surveying
relational idioms in annotations’ usage that can be inspirational
for annotations’ authors.

I. INTRODUCTION

ATTRIBUTE-ORIENTED PROGRAMMING (abbrevi-
ated: @OP) as a technique of marking source code

elements with source code annotations [1], [2] became quite
popular during the last decade, as is manifested by multiple
frameworks, such as the Spring Framework. The annota-
tions as a metadata format found the same popularity in
the academic environment as well. As an example we can
mention an annotation-based parser generator YAJCo, which
uses annotations with an object-oriented language model for
syntax [3] and references definition [4]. We can also recognize
a research field dedicated to annotations. Most important
examples include a book about attribute-enabled software
development by Cepa [5] that summarizes his research in the
field, multiple research articles about enforcing annotations’
dependencies in source code such as work of Noguera et al.
[1], or one of the first articles on the topic of how to use (or
how not to use) annotations by Correia et al. [6].

In our previous work [7] we analyzed the correspondence
between annotations and XML in the scope of configuration
languages. The main manifestation of the correspondence was
the discovery of a set of mapping patterns between annotations
and XML. Using the discovered mapping patterns we showed
that annotations and XML can be considered equivalent in
terms of their expressibility. Based on our previous work, in

This work was supported by VEGA Grant No. 1/0341/13 "Principles and
Methods of Automated Abstraction of Computer Languages and Software
Development Based on the Semantic Enrichment Caused by Communication".

This paper shares contents with the first author’s dissertation thesis.

this paper we want to examine the relationship of annotations
and formal languages deeper. A formal language is defined by
an alphabet and a set of formation rules (grammar1). We will
try to show that the same can be applied to annotations.

Our work presented in [7] can be considered a case study
on correspondence between annotations and a representative
of a generic language, XML. It indicates that there is probably
a correspondence between annotations and formal languages
in general, as well. Therefore in this paper we hypothesize
that there is a correspondence between annotations and con-
ventional formal languages. We will provide an analysis of
our observations supporting this hypothesis and discuss the
annotations from three language description aspects, concrete
syntax (abbreviated: CS2), abstract syntax (abbreviated: AS),
and semantics. The evidence presented in this work indicates
that we can use the formal language theory when we are
working with annotations. In consequence, the application
of the approaches from the language theory can provide
benefits for annotations’ authors and users. In related work in
section IX we will discuss several other works that connected
annotations with languages, however, none of them considered
this correspondence a hypothesis and tried to prove it. We will
conclude the paper in section X with a brief discussion of
consequences of proving this hypothesis.

The contributions of this work are as follows:
• observations of corresponding characteristics between

source code annotations and formal languages (sec-
tions III, VI, and VII),

• discussion of discrepancies between annotations and
formal languages (and thus identification of the main
specificity of annotations in comparison with formal
languages, section IV),

• survey (overview) of relational idioms between annota-
tions and between annotations and their host language
that can help annotations’ authors during designing the
annotations (sections III-B, IV-B, and IV-D),

• discovery of reversed code-wise relations between anno-
tations and their target program elements that emphasize
the significance of annotations relation to their host
language (section IV-C), and

1Grammar [8] described by concrete syntax (including also the lexical syn-
tax) and abstract syntax. Abstract syntax describes the structural restrictions
between language concepts (words). Concrete syntax describes the actual
representation of the language sentences in the given alphabet.

2Not to be confused with Counter-Strike.

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 953–964

DOI: 10.15439/2015F173
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 953



• definition of annotation-based language (abbreviated:
@L) and its aspects from the viewpoint of formal lan-
guage theory (throughout the whole paper with a sum-
mary in section VIII).

II. SOURCE CODE ANNOTATIONS

Before going into discussion about the correspondence we
will clarify several essential terms connected with source code
annotations. An annotation-enabled language (abbreviated:
@EL) is any formal language that supports attribute-oriented
programming. A language supports the attribute-oriented pro-
gramming if its grammar (and therefore its parser too) allows
adding custom declarative tags to annotate standard program
elements. These tags have to be structured and therefore
parsable by the parser (or by some additional tool, as in case
of XDoclet3 technology). An example of an @EL is Java
programming language from version 1.5. In previous versions
the attribute-oriented programming was supported by a 3rd
party tool XDoclet. This means that if we add these tags to
a valid host language sentence, it still has to be a completely
valid host language sentence without any preprocessing or
other manipulations. In other words, the @EL parser has to
have an extension point, a grammar rule, that enables these
tags. In case of Java annotations, they are a part of the Java
language. In case of XDoclet, the XDoclet annotations are part
of standard Java comments.

Annotations do not directly change the source code se-
mantics. They only add metadata to source code. Annotations
can be queried and processed on demand by frameworks or
tools, or the program itself, thus indirectly changing program
semantics.

Custom declarative tags supported by @EL are source code
annotations (abbreviated: annotations). An annotation anno-
tates an annotation-enabled program element4. E.g., a program
element can be a method, a function, a class, a statement, etc.,
depending on language’s programming paradigm. We will call
the program element annotated by an annotation the target
host program element (abbreviated: target element) of that
particular annotation.

Source code annotations can be also dynamic as discussed
by Noguera et al. [9] and Cazzola et al. [10]. Dynamic
annotations can have properties that are evaluated dynamically
when the annotations are processed (conventional static anno-
tations are evaluated during compilation, just as constants).
A dynamic annotation can have a property that is bound to
some code property, e.g., a property that is bound to count
of loop iterations cannot be evaluated during compile time.
During runtime, when the loop is evaluated, the annotation
will remember the iteration count and it can be queried.
However, dynamic annotations cannot directly change program
semantics as well.

3http://xdoclet.sourceforge.net/xdoclet/index.html
4Annotation-enabled program element is a program element that can be

annotated. In some cases not all program elements can be annotated. E.g.,
in the Java language the if program element cannot be annotated by Java
annotations (statements in general).

The relation between an annotation and its target element
has to be expressed by in-place binding. In-place binding
requires that an annotation is placed next to or directly into
its target program element declaration. The placement has
strict rules that are dependent on the host @EL grammar. In
General-Purpose Languages (abbreviated: GPL) it is usually
expressed by prepending an annotation directly before the
program element declaration. Our definition of annotations is
presented in Definition 1.

Definition 1. Annotations are custom declarative structured
tags in host @EL that are bound to host program elements
using in-place binding. Annotations have to be parsable by
standard @EL parser (or a 3rd party tool) that allows
implementing semantics in form of a plug-in.

What follows is an analysis of the correspondence between
annotations and formal languages.

III. ABSTRACT SYNTAX CORRESPONDENCE

The main idea of the correspondence between a formal
language and a set of related annotations stems from the fact
that we can observe a structure (abstract syntax) in using
annotations from the given set. The observed regularities are
not accidental, and in all cases they are even enforced by the
processing tools.

A. Structural Correspondence Example

Let us begin with an illustrative example based on Java
Persistence API (abbreviated: JPA) annotations. JPA is an
object-relational mapping specification for Java. In JPA anno-
tations are used to specify mapping between Java classes and a
relational database. In a simple example presented in Figure 1
an @Entity annotation is used to specify that the Person
class is going to be a persisted entity, and @Column anno-
tations specify the mapping of fields to table columns. JPA
specification requires the user to use the @Entity annotation
to include the class in the persistence management setup5.
Without the @Entity annotation all the @Column and the
@Id annotations would not be processed by any JPA compliant
object-relational mapping (ORM) tool. This relationship is
represented by green arrows in Figure 1. Another requirement
is that each entity marked with the @Entity annotation has
to be annotated by the @Id annotation to specify which of the
fields represent a primary key. This relationship is highlighted
in orange in Figure 1.

Considering the example from Figure 1 one can easily
notice that the @Entity annotation and the @Column an-
notations mimic an abstract syntax tree (abbreviated: AST).
Annotations and their properties are nodes, thus modelling a
tree. A sketch of such an AST is shown in Figure 2. We also
added a simplified AST of the host language to illustrate the
binding of annotations to their target elements.

5One can alternatively use @Embeddable, or @MappedSuperclass,
but those have slightly different semantics and are not important for the
discussion.
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@Entity(name = "PERSON") 

public class Person { 

 

   @Id 

 @Column(name = "PER_ID") 

 private int id; 

  

 @Column(name = "NAME") 

 private String name; 

id of the entity 

columns of the table 

Fig. 1. Mapping of the Person entity class to database using JPA annotations

Now when we look at the given AST, we can easily devise a
simple external domain-specific language6 (abbreviated: DSL)
that would to a degree copy the structure of these annotations.
Snippet in Listing 1 can be an illustration of an external DSL
that expresses the same information as annotations. Here we
can see by an example that there is a correspondence between
annotations and formal languages.

Listing 1. Person entity definition
Entity "PERSON" {
Id Column "PER_ID"
Column "NAME"

}

B. Idioms in Structural Relations

The example shown in section III-A is just an illustrative
example. In practice, however, we can find multiple struc-
tural stereotypes (idioms) in annotations’ usage that support
our hypothesis. Each idiom specifies common structural re-
lationship between annotations (annotation-based language
concepts) and as such defines a part of the annotation-based
language’s grammar. In this section we will provide a survey
of commonly known and recognized structural idioms of
annotations’ usage. Although for the sake of the discussion
about the correspondence a single example would be enough,
this overview can be useful for annotations’ authors in the
process of designing an annotation-based language.
Vectorial annotation idiom described by Guerra et al. [12]
enables us to add multiple annotations of the same type to
the same target program element. An example showing vector
of multiple @Alternative annotations is presented in List-
ing 2. Annotation @Alternatives has a single parameter
of array of @Alternative annotations.

Listing 2. Vectorial annotation idiom example
@Alternatives(

{@Alternative(B.class), @Alternative(C.class)})
public class A { ... }

6A language focused on, and usually also restricted to a particular problem
domain [11].

Composite annotation idiom described by Guerra et al. [12]
has annotations as its parameters as well. It allows creation
of a tree-like structure of annotations, however, bound to the
same target program element. A composite annotation example
is shown in Listing 3. In the example there is the @Author
annotation nesting @Name and @Contact annotations.

Listing 3. Composite annotation idiom example
@Author(
name=@Name(firstName="Milan", surname="Nosal"),
contact=@Contact(email="milan.nosal@gmail.com")

)
public class Person { ... }

Inside relation idiom requires an annotation @A to be inside
scope of another annotation @B. E.g., if @A annotates a field
of a class then a class (or its outer class or package) has to
be annotated by @B. This idiom was described by Noguera
et al. in [1] and also by Ruska et al. in [13], where they call
it the Parent-child relation. This idiom is a special case of the
Required attribute (annotation) idiom described by Cepa et al.
[14] specifying that an annotation requires a usage of another
annotation to be valid. In the Required attribute (annotation)
idiom the scope is arbitrary. We have already seen an example
of the Inside relation idiom in Figure 1 and it is reiterated
in Listing 4. In it, the @Id and @Column annotations had
to be used to annotate fields of a class annotated by the
@Entity annotation. Annotated fields are inside the scope
of the @Entity annotation annotating the enclosing class.

Listing 4. Inside relation idiom example
@Entity(name = "PERSON")
public class Person {

@Id
@Column(name = "PER_ID")
private int id;

@Column(name = "NAME")
private String name;
...

Neighbor idiom specifies that a valid usage of annotation
@A is only in case when its target program element is
also annotated with another annotation @B. This does not
necessarily mean that usage of @B requires @A (this relation
is not commutative). This idiom is also a specialization of the
Required attribute (annotation) idiom described by Cepa et al.
[14]. Noguera et al. [1] describes this idiom as the Requires
idiom. A variation of this idiom is described by Ruska et
al. in [13] as the Occurrence of multiple annotations idiom
that is commutative. In the following example in Listing 5
the @Table annotation requires the @Entity annotation
annotating the same class in order to be considered for
processing by the annotations semantics implementation. In
this example only an entity class can be mapped to database.

Listing 5. Neighbor idiom example
@Entity
@Table("PERSON_TABLE")
public class Person { ... }
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@Entity 

@Column @Id 

class 

[Person] 

field 

[id] 

field 

[name] 
@Column 

annotates 

Fig. 2. AST model of the Person entity definition using JPA annotations

Mutual exclusivity idiom prohibits usage of an annotation
@A if the target program element is annotated with @B (@A
and @B are mutually exclusive). The idiom is described by
Ruska et al. in [13]. Noguera et al. [1] call the same idiom
the Prohibits idiom. This idiom is a specialization of the
Disallowed idiom described by Cepa et al. [14] that can specify
exclusivity on various scopes, not only on the same target
program element. Following code sample from Listing 6 shows
an example of invalid use of annotations that are mutually
exclusive. In our annotation-based language a field cannot be
annotated both by both @Id and @Basic because a column
cannot be both identifier and regular column at the same time.

Listing 6. Mutual exclusivity idiom violation example
// incorrect usage of @Id and @Basic
@Id
@Basic
private String name;

Unique annotation occurrence idiom requires that only one
instance of an annotation type can be present in a given scope
of the host @EL. The idiom is described by Ruska et al. [13].
A variation of the idiom is mentioned by Noguera et al. [1] as
the Unique idiom that can be applied to annotation parameters.
This way an annotation-based language designer can specify
that the parameter value of the annotation can occur only
once in a given scope. In the example from Listing 7 there
is a violation of the Unique annotation occurrence for @Id in
the scope of the class. In this language there cannot be two
identifiers for the same entity.

Listing 7. Unique annotation occurrence idiom violation example
@Table("PERSON")
public class Person {

@Id
private int id;

// cannot be defined again
@Id
private String name;

...

Refers to idiom requires an annotation parameter to be
a reference (usually implemented as a simple string) to a

parameter value of another annotation. The idiom is described
by Noguera et al. [1]. The code snippets in Listing 8 show
a Refers to idiom where the @Author annotation from class
A is reused for class B by using a reference. @AuthorRef’s
value parameter7 refers to the id parameter of the @Author
annotation.

Listing 8. Refers to idiom example
@Author(
id="milan.nosal",
name=@Name(firstName="Milan", surname="Nosal"),
contact=@Contact(email="milan.nosal@gmail.com")

)
public class A { ... }

@AuthorRef("milan.nosal")
public class B { ... }

IV. ANNOTATIONS’ ABSTRACT SYNTAX SPECIFICITIES

We discussed an important observation about correspon-
dence between a set of annotations and a formal language
in terms of abstract syntax. However, there are also dis-
crepancies between annotations and a common standalone
formal language definition. These discrepancies stem from the
very nature of annotations. Annotations are meant to annotate
program elements of their host @EL. We have already seen
it in the example from Figure 1. The @Entity annotation
annotated the Person class. The @Id annotation annotated
the id field. And so on. In Figure 2 these relations based on
annotating are represented by dashed arrows from the AST
of annotations to the simplified AST of the host @EL. The
use of annotations in context of the host language creates
an unusual aspect of abstract syntax that is not present in a
standalone language – relations between annotations and host
program elements that are annotated. In general, grammar de-
fines restrictions for relations between concepts of the formal
language. However, in case of an annotation-based language,
there are also restrictions on relations between annotations
(@L concepts) and host language elements (not @L concepts).

7If an annotation type declares a value parameter then the name of
the parameter can be omitted from the annotation instance as in case of
@AuthorRef.
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These restrictions are characteristic for annotations and in
language theory they correspond to language composition.

We distinguish two types of relations between annotations
and host language program elements, based on the relation
direction:

• code-wise relations define annotations’ requirements
posed on their target elements and the program they are
used in, and

• reversed code-wise relations specify host language’s re-
quirements for the annotations to be used in a context of
a given host program element.

In the following sections we will discuss in detail both types.

A. Code-wise Relations

Code-wise relations are relations defining restrictions by
annotations to their target program elements. Each annotation
may specify some requirements for its target program element.
These annotations cannot annotate arbitrary host language
element, because the given restrictions have to be kept. Basi-
cally, code-wise relations specify on which program elements
annotations can be used.

As a standard example of enforcing existing code-wise rela-
tions we can mention Java’s @Target metaannotation (anno-
tation that annotates annotation types). Using the @Target
metaannotation we can specify what types of Java program
elements can a given annotation annotate. E.g., we can use
@Target(ElementType.METHOD) to restrict annotations
to annotate only methods. In C# the support for this type of
restrictions is even of a finer grain. However, there are still
many useful restrictions that cannot be defined by standard
tools. E.g., we cannot restrict an annotation to annotate only
an implementation of some interface, such as restricting the
@WebServlet annotation to annotate only an implementa-
tion of the Servlet interface.

To illustrate it on a real world example, we can take a look
back at the JPA annotations. The code snippet in Listing 9
replays the Person entity mapping with an added field for the
person’s age. However, JPA does not allow mixing annotating
fields and getters/setters. In this case, the last @Column
annotation will not be processed by the JPA implementation. In
case of the age field, the JPA @Column annotation annotates
the setter method, not like in the case of the other fields, which
violates JPA specification (we could say it violates the JPA
annotations abstract syntax).

Listing 9. Incorrect JPA mapping
@Entity(name = "PERSON")
public class Person {
// an annotated field - OK
@Id
@Column(name = "PER_ID")
private int id;

// another annotated field - OK
@Column(name = "NAME")
private String name;

private int age;

// an annotated setter - incorrect
// (it should annotate the field)
@Column(name = "FIRST_NAME")
public void setAge(int age) { ... }
...

B. Idioms in Code-wise Relations
There are common structure stereotypes in code-wise rela-

tions as well. They indicate that this aspect of annotations
usage structure has to be considered a part of annotations
abstract syntax. Again, listed idioms are not only an evidence
of the discussed aspect of the abstract syntax, but also can
be inspirational for annotations’ authors. Following is a list of
known code-wise relations idioms.
Target restriction idiom specifies which types of target pro-
gram elements can be annotated by the annotations. This idiom
is implemented both in Java and C# as a standard validation.
Noguera et al. [1] introduces finer-grained validations of
the Target restriction idiom on Java platform that they call
AvalTarget. Kellens et al. [15] focus on designing a framework
for declaring arbitrary requirements on annotations’ target
program elements. Code sample in Listing 10 shows a standard
Target restriction implementation in Java. The @Override
annotation can annotate only methods, because only methods
can override a behaviour. In addition we would want to restrict
@Override to methods that really override inherited meth-
ods. In Java this checking is implemented in standard compiler
for the @Override annotation, but in general checking like
this is left to the annotations author.

Listing 10. Target restriction idiom example
// compile-time error
@Override
public class Clazz {

// valid use (toString overrides inherited method)
@Override
public String toString() { ... }

}

Refers to element idiom specifies that an annotation param-
eter is a reference to program element from @EL (other than
annotations target program element). The idiom is described
by Ruska et al. in [13] as Annotation values referencing other
elements idiom. A specialized version of the idiom where the
annotation refers to a class is described by Guerra et al. [12]
as an Associative Annotation idiom. Code sample from List-
ing 11 shows a usage of the Refers to element idiom to refer
to a specific validation implementation class for an annotation
type through a parameter of the @Validator metaannota-
tion. The Validation interface defines validation operation
for a given annotation annotated by the @Validator metaan-
notation. The concrete OverrideValidation defines spe-
cific validation for the @Override annotation.

Listing 11. Refers to element idiom example
public @interface Validator {
Class<? extends Validation> value();

}
...
@Validator(OverrideValidation.class)
public @interface Override { }
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Type idiom requires that target program element yields or
conforms to a specific runtime type in host @EL. An example
might be the type of the field, or the interface of the class. This
idiom is described by Noguera et al. [1]. One of the uses for
the Type idiom is using annotations as type modifiers (e.g.,
@NotNull annotating only reference types). The following
code in Listing 12 shows a valid use of @WebServlet.
The @WebServlet annotation registers a servlet to the web
container. Therefore the annotation is supposed to annotate
only an implementation of the Servlet interface.

Listing 12. Valid Type idiom example
@WebServlet(urlMappings={"/MyApp"})
public class MyAppServlet implements Servlet {
...

C. Reversed Code-wise Relations

Reversed code-wise relations pose restrictions on the host
language according to the annotations that are present in the
code. E.g., the same way as we can specify the type of the
field of a class is the Person class, we could also require
that the field type (in this case the Person class) has to be
annotated by a particular annotation (e.g., @Entity). Or, we
may want an argument of a method to be of a type that is
annotated by a particular annotation. Basically, reversed code-
wise relations specify how can host language use annotated
program elements.

Such requirements we call reversed code-wise relations
because they revert the direction that we use to look at
annotations and their binding with the host language. Code-
wise relations specify in which cases the annotations are not
correctly used. Reversed code-wise relations specify in which
cases the host language source code is not correctly used
with respect to annotations. According to code-wise relations
the annotation is invalid if its target program element (or
some other program element of the host language) does not
exhibit some characteristics. According to reversed code-wise
relations the program element is incorrectly used if it or some
related program element misses a particular annotation (or has
an incorrect one). This kind of relations increases integration
of annotations into the host language.

As an example of an error caused by violating this type
of requirements is a quite common error in using dependency
injection in Enterprise Java. Code sample in Listing 13 shows
an invalid use of dependency injection. Both classes are
marked as stateless beans and therefore should be managed
by a container. @EJB annotation marks a server of a mail
service implementation to be injected. However, then the
Notifications class takes control of the MailService
instantiation by using the new keyword. When the objects are
created like this, the dependency injection annotations will not
take effect and the server will not be injected. This is a case
of reversed code-wise relation, because the annotations are
used properly, however, the code that uses annotated program
elements is not correct. The MailService instance should
be obtained through the InitialContext to be correct.

Listing 13. Using @EJB for dependency injection
@Stateless
public class MailService {

@EJB
private Server server;

public void sendMail(String mail) {
server.send(mail);

}

...
}

@Stateless
public class Notifications {
public void notify() {
MailService ms = new MailService();
ms.sendMail(

"This will throw NullPointerException.");
}

}

D. Idioms in Reversed Code-wise Relations

We have recognized and identified following two reversed
code-wise validations:
Annotated type idiom poses a restriction upon entities8 of the
host @EL. It requires that an entity type has to be annotated by
an annotation. E.g., a method argument might require an object
of a type annotated with a specific annotation. This idiom
can enhance the object-oriented dynamic binding of the @EL.
Using this idiom a method could require object of any type
but annotated with a particular annotation, or with particular
annotations in its scope. In the code sample from Listing 14
we use the serialize method to serialize an object of the
Person class. However, using the Annotated type idiom the
method serialize requires that the type of the object to be
serialized to be annotated by the @Serializable annota-
tion (e.g., instead of Serialize marker interface). Therefore the
Person class has to be annotated by the @Serializable
annotation for the example to be valid.

Listing 14. Annotated type idiom example
public class Serializer {
// serialize requires argument with
// type annotated by @Serializable
public static void serialize(

@AnnotatedType(Serializable.class)
Object object) { ... }

}

...

public static void main(String[] args) {
Person person = new Person("Milan");
Serializer.serialize(person);

}

...

// for program to be valid, the Person
// class has to be annotated with @Serializable
@Serializable
public class Person { ... }

8Method argument, variable, etc.
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Annotated program element idiom requires that the program
elements which exhibit some particular characteristics must be
annotated by a particular annotation. This idiom is very close
to the work of Kellens et al. [15] that uses dependencies like
these for co-evolution of annotations with source code. As an
example we can use the @Override Java annotation in List-
ing 15. If a method is overriding a method from a superclass
it has to be annotated by the @Override annotation. If the
annotation is not used the program should be incorrect (as in
case of the override keyword in C#). Code in Listing 15
shows examples of both valid and invalid program elements.

Listing 15. Annotated program element idiom example
public class A {
public void a() {}
public void b() {}

}

public class B extends A {

// invalid program element
public void a() {}

// valid program element
@Override
public void b() {}

}

V. ABSTRACT SYNTAX CORRESPONDENCE SUMMARY

According to the presented discussion we can summarize
our conclusions as follows. Considering the abstract syntax
(AS) of a language defined by source code annotations we
have to consider following components of annotations’ AS:

• relations between annotations – structural restrictions,
• annotations’ requirements on @EL concepts – code-wise

restrictions, and
• @EL concepts’ requirements on annotations – reversed

code-wise restrictions.
While the relations between annotations match the standard

abstract syntax of a standalone formal language, the other two
are specific for annotations. The code-wise and reverse code-
wise restrictions can be in general compared to embedding
as a form of language composition, but annotations tend to
come with more complex constraints on their usage and in case
of an embedded language the embedded portions are usually
not dependent on each other (without structural restrictions).
And, from the implementation viewpoint, embedded languages
usually have own parser.

If we consider a set of related annotations an annotation-
based language, then based on our discussion we will define
the abstract syntax of an @L as in Definition 2. So far there
is not a standard formal apparatus for describing the full AS
of @L. However, there are several approaches to this problem
in the academy that we will review in section IX.

Definition 2. The abstract syntax of an @L is a set of
structural, code-wise and reversed code-wise restrictions on
@L annotations’ usage. These restrictions represent formation
rules that specify a valid @L sentence.

VI. CONCRETE SYNTAX CORRESPONDENCE

Of course, the correlation between annotations and formal
languages does not end with abstract syntax aspect of the for-
mal language description. Clearly, the annotations themselves
need to have a concrete way of presentation (and serialization).
In this section we will take a look at how the concrete syntax
of annotations is defined.

@L author can design the @L in terms of the abstract syntax
as we have already discussed. Of course, it is only logical that
she should be also able to specify how the annotations of the
@L will be presented in the source code of the host language.
In most common @EL the apparatus for the concrete syntax
definition are annotations types. A specific of annotations in
terms of concrete syntax when compared to formal languages
is annotations’ binding to target program elements. Both of
these aspects will be discussed in following sections.

A. Annotation Types

Annotations are instances of annotation types the same
way as objects are instances of classes in object-oriented
programming. An annotation type is a definition of a structure
of a set of annotations. It defines what parameters can an
annotation have, what is the name of the annotation, etc. Using
annotation types the @L author can specify what are the @L
terminal symbols – annotations’ and parameters’ names, and
their values’ types. Just for illustration we can take a look at
the code snippet in Listing 16 presenting a simple annotation in
C#. This annotation type defines annotations with name "Con-
figuration" and two parameters, the first an integer identified as
"paramId", and thesecond a string identified as "paramValue".
If the @L consisted only of annotations of this type, we
could easily identify its lexical symbols - "Configuration",
"paramId", "paramValue", integer value and a string. The Java
version of the same annotation type is presented in Listing 17.

Listing 16. C# version of the Configuration annotation type
public class Configuration : System.Attribute
{
public int paramId;
public string paramValue;

}

Listing 17. Java version of the Configuration annotation type
public @interface Configuration
{
public int paramId();
public string paramValue();

}

Another interesting fact the reader might have noticed is that
the annotation types can partially define abstract syntax. If one
of the parameters accepted annotations9, then the annotation
would be an instance of the Composite annotation idiom.

However, even in CS there are discrepancies between an-
notations and formal languages. The CS of annotations is
restricted to follow some rules in order to be parsable by the

9Currently, annotation nesting is not supported in C#, but there are
implementations that allow it, e.g., Java annotations.

MILAN NOSÁL’ ET AL.: SOURCE CODE ANNOTATIONS AS FORMAL LANGUAGES 959



standard @EL parser (or the 3rd party tool). In @EL GPLs
those rules are defined by the GPL grammar.

Let us take a look at a set of grammar rules10 of Java 8
that specify the grammar for Java annotations that are listed
in Listing 18.

Listing 18. Grammar rules for the Java 8 annotations
Annotation ->

NormalAnnotation | MarkerAnnotation
| SingleElementAnnotation

NormalAnnotation ->
’@’ TypeName ’(’ [ElementValuePairList] ’)’

ElementValuePairList ->
ElementValuePair {’,’ ElementValuePair}

ElementValuePair -> Identifier ’=’ ElementValue

ElementValue ->
ConditionalExpression
| ElementValueArrayInitializer | Annotation

ElementValueArrayInitializer ->
{ [ElementValueList] [’,’] }

ElementValueList ->
ElementValue {’,’ ElementValue}

MarkerAnnotation -> ’@’ TypeName

SingleElementAnnotation ->
’@’ TypeName ’(’ ElementValue ’)’

These grammar rules specify CS restrictions on Java an-
notations. As we can see, annotations have to start with the
’@’ sign, followed by the annotation name. Then there are
optional annotation parameters enclosed in parentheses, and
so on. Considering we had an Java annotation type for the
Configuration annotation type presented in Listing re-
flst:javaAnnType, then a concrete Java annotation would look
like the annotation in Listing 19.

Listing 19. Java @Configuration annotation example
@Configuration(paramId=1, paramValue="new")
public class A {
...

Of course, the different attribute-oriented programming im-
plementations might have different restrictions. E.g., in C#
the annotations are not prefixed by the ’@’ but enclosed with
brackets, and have some other minor differences from Java
annotations. The same Configuration annotation in C#
(annotation type in Listing 16) would look like the code in
Listing 20.

Listing 20. C# version of the Configuration annotation
[Configuration(paramId=1, paramValue="new")]
public class A {
...

In a conventional formal language the language author
is usually not restricted by any such rules. In this aspect

10Source: http://docs.oracle.com/javase/specs/jls/se8/html/jls-19.html

annotations resemble more generic languages11, such as XML
languages, and alike; that are built around a given syntactic
skeleton.

B. Binding Rules

@L CS has another specific aspect – binding rules. Each
annotation marks (annotates) its target program element. This
relationship is expressed by the relative position of annotation
to its target element. Again, the binding rules for a specific
@OP implementations might differ. These rules have to ensure
that for each annotation there will be unambiguous mapping to
its target language element and that for each program element
there will be unambiguous way of finding its annotations. The
most common binding for annotations is using annotations as
prefixes12. E.g., the Java annotations are considered modifiers
and therefore they prefix declarations just as Java modifiers
do. The reader has seen already seen multiple examples of
Java annotations usages. This can be also illustrated by Java
grammar for class modifiers in the Java 8 grammar excerpt13

in Listing 21. The excerpt shows that class annotations prefix
the class declarations.

Listing 21. Grammar excerpt for class modifiers showing in-place binding of
Java 8 annotations
NormalClassDeclaration ->

{ClassModifier} ’class’ Identifier ...

ClassModifier ->
Annotation | ’public’ | ...

Since Java 8, annotations are supported on types, too.
Listing 22 is a grammar rule14 for primitive types that shows
type annotations allowing to annotate types.

Listing 22. Grammar rule illustrating type annotations
PrimitiveType ->

{Annotation} NumericType
| {Annotation} ’boolean’

There might be additional rules for binding, as for example
a restriction in Java requiring that two annotations of the same
type cannot annotate the same target program element.

C. Summary

Each particular @EL defines its own concrete syntax skele-
ton for adding annotations to its source code. While the
restrictions posed by @EL have to be kept, the @L author
can use annotation types to define the rest of the concrete
syntax. Therefore we will define the concrete syntax aspect of
@L by Definition 3.

Definition 3. The concrete syntax of an @L is specified by
restrictions posed by the host @EL in combination with the

11Mernik [16] calls a generic language Commercial Off-The-Shelf (COTS).
We find the generic language term by Chodarev et al. in [17] more intuitive
and therefore we will keep using this term.

12However, in general, annotations do not have to prefix annotated program
elements. It is sufficient to have an unambiguous rule of how to relate
annotations with their target language elements.

13The ellipsis (...) indicates that we have shortened the rules to show just
the relevant parts. Source: http://docs.oracle.com/javase/specs/jls/se8/html/
jls-19.html

14Source: http://docs.oracle.com/javase/specs/jls/se8/html/jls-19.html
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set of concrete annotation types of annotations that belong to
the @L.

VII. SEMANTICS CORRESPONDENCE

According to Kleppe [18], a sound language description
would not be complete without a semantics description. And of
course, the same applies to annotation-based language. There
are multiple ways of describing semantics of a language. An
annotation-based language is usually described by dynamic
semantics that is defined by the tool processing the annotations
(the reference implementation [18]).

There are two approaches to @L reference implementation:

• compile time processing is implemented as a pluggable
annotation processor plugged to the host @EL compiler,
and

• runtime processing is implemented as a reflection mech-
anism.

Compile time processing is implemented as a pluggable
annotation processor. The host @EL parser creates an AST
with annotations and provides it to all registered annotation
processors. The AST with annotations can be used to generate
code or other software artefacts, to generate documentation
or even to manipulate the AST. E.g., in Java there is a
standard implementation of pluggable annotation processing
API released under JSR 269 specification15. This standard
annotation processing API does not support AST modification
and can be only used to generate new artefacts. An alternative
to JSR 269 is a Spoon API by Pawlak [19] that enables fine
grained source code modifications.

Runtime processing is implemented as an API that allows
some form of runtime reflection for querying annotations.
Runtime processing is usually used to read configuration of
frameworks and programs. Languages such as Java or C#
provide standard Reflection API that can be used to query
for annotations on program elements such as classes, method,
etc. These can be used to find out whether there is a particular
annotation annotating the chosen program element. However,
these APIs do not enable searching for annotations in a
set of program elements (e.g. finding all the occurrences of
specific annotation on all the classes on classpath) and likewise
operations. These types of queries common in compile-time
annotation processors. The need for the same feature in
runtime is reflected by commercial runtime APIs, such as
Scannotation16 or Google Reflections17.

An interesting hybrid of the compile-time and runtime
processing is aspect-oriented programming (AOP) with anno-
tations. Annotations in AOP can be used to bind aspects to
program elements. This way we can add, remove, or modify
the code. The final weaving of the aspect may happen both
during compile-time and runtime, depending on used AOP
implementation.

15https://www.jcp.org/en/jsr/detail?id=269
16http://scannotation.sourceforge.net/
17https://github.com/ronmamo/reflections

Each annotation-based language defines its semantics using
one of the discussed approaches. Thus, we define @L opera-
tional semantics by Definition 4.

Definition 4. The @L semantics is described by reference
implementation using a pluggable annotation processor or a
GPL code using reflection API. Reference implementation may
use convenience frameworks, such as Google Reflections.

VIII. ANNOTATION-BASED LANGUAGE

We presented our observations indicating a close correspon-
dence between source code annotations and formal languages.
We proposed definitions of the three main annotation-based
language definition components - @L abstract syntax, concrete
syntax and semantics. Based on the presented discussion we
propose to define a term annotation-based language to de-
scribe a given set of annotations that are processed by the same
reference implementation with the same goal. For example, if
we have a set of JPA annotations used to describe mapping
of Java classes to relational database that are processed by a
JPA implementation (e.g., Hibernate), we can consider them
an @L. Our formulation of the @L definition is presented
in Definition 5. In it we assume that the same reference
implementation implies the same annotations problem domain
(e.g., object-relational mapping).

Definition 5. Annotation-based language (@L) is a set of all
annotations and their parameters (alphabet) processed by the
same reference implementation. It is defined by the reference
implementation (semantics), structural, code-wise and reverse
code-wise restrictions (grammar – abstract syntax), and their
annotation types (grammar – concrete syntax).

For example, if we have a set of JPA annotations used to
describe mapping of Java classes to relational database that
are processed by a JPA implementation (e.g., Hibernate), we
can consider them an @L. This @L is of course defined by
all three language aspects of CS, AS and semantics according
to definitions we have proposed.

We have also noticed that the main source of the discrep-
ancies between @L and a conventional formal language is the
binding of annotations to target elements of the host language.
Therefore we will emphasize the importance of the binding in
the @L. We can therefore identify two main components of
the @L:

• @L concepts represented by annotations and their struc-
tural relations, and a

• meaningful binding between concepts from @L and host
@EL (represented by code-wise and reverse code-wise
relations).

These two @L components are illustrated on the example
with JPA mapping of the Person class in Figure 3. @L
concepts are the annotations themselves, the binding maps the
annotations to host language program elements.

We expect the binding between annotations and their target
elements to be meaningful. That means that changing the target
element of an annotation should also change the meaning of
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@Entity(name = "PERSON") 

public class Person { 

 

   @Id 

 @Column(name = "PER_ID") 

 private int id; 

  

 @Column(name = "NAME") 

 private String name; 

@L concepts 

host @EL 

inplace binding 

@L 

Fig. 3. Illustration of concepts and binding @L components on JPA example

the @L sentence to which the annotation belongs. E.g., if we
consider the example of JPA configuration in Listing 4, moving
the @Id annotation from the id field to the name field would
define a different object-relational mapping, although the @L
sentence would consist of the same annotations.

IX. RELATED WORK

There are several works that aim at annotations’ relations
definition18. They either provide a framework to define and
validate more-or-less arbitrary dependencies between annota-
tions and their target elements or they provide implemented
common stereotypes in @L structure that can be reused
for validation. These idioms show common stereotypes in
annotation-based abstract syntax definition. Most of the works
were already referred throughout the paper, in this section we
will provide a brief summary.

Darwin [21] devised a DSL for dependencies description.
His aim, contrary to the other works, was to provide a
framework for describing dependencies for third party @Ls.
The author of rules was to be a user of @L and not its author.
Ruska et al. [13] identify several structural idioms and provide
a framework for checking dependencies. In their approach they
store the source code model into a database and run SQL
queries representing constraints. They designed a Prolog-like
DSL for convenient rules writing. Although both of these
works do not explicitly mention the term annotation-based
language (or any synonym) they admit that annotations have
some structured dependencies that we consider a recognition
of abstract syntax of @L.

Kellens et al. [15] introduce so called Smart Annotations.
Smart Annotations declare their sufficient and necessary re-

18We focus solely on the source code annotations defined in section II as a
language implementation strategy. Therefore we will not discuss works such as
Bonenfant et al. [20], which also use the term annotation language. However,
they use it in different context than us. In their work the annotations are any
custom metadata (their annotation language is an XML-based language).

quirements. Necessary requirements declare what character-
istics the annotated element must exhibit so the annotation
usage is valid. Sufficient requirements are dual to necessary
and they declare that if there is an entity in the code exhibiting
characteristics required by it then it should be annotated by the
annotation. Their work is focused on code-wise dependencies
and they aim to provide better control of evolution of annotated
software. Their sufficient requirements exhibit characteristics
of the reversed code-wise dependencies.

Cepa et al. [14] is one of the first works that concerns check-
ing dependencies between annotations and the host @EL.
Although their framework was quite limited in supported
restrictions19, in their work they also look at annotations as a
form of a language framework. They realized that annotations
can be used to enhance the host GPL with domain-specific
concepts thus acknowledging @OP as a form for DSL-like
language extensions.

Noguera et al. [1] went even further than Cepa et al. and
stated that "a set of annotations dedicated to a given domain-
specific concern can be referred to as an Attribute Domain-
Specific Language (AttDSL)". They therefore consider anno-
tations a language and not only a language extension. They
distinguished between structural and code-wise dependencies
(we used their naming).

Song et al. [22] introduce metadata invariants that are
not exclusive for annotations but work for XML languages,
too. They use Metadata Invariant Language (MIL) to write
invariants for annotations or XML documents. MIL can be
used to check structural and code-wise dependencies. Their
work assumes that for an @L there can be a standalone exter-
nal language that shares part of the @L semantics (multiple
concrete syntaxes). We have utilized the same property of a
subset of @Ls in our previous work [23]. We designed a tool
that is able to create AST for @L and combine it with concepts
from a separate XML-based language that is an alternative
notation for the @L. The tool takes a mapping between the
two formats.

The furthest advance towards @L we consider the work of
Noguera and Duchien [24]. Not only they recognize @L, but
they also designed a method for creating Annotation Model,
a UML model of annotation-based language. They use this
model and its binding to code model (AST of the host @EL)
to check annotations restrictions.

Cepa in his book about @OP [5] connects the annotations
to languages too. He mentions that annotations can be seen as
a convenient way of extending the grammar of the language.
With the work of Noguera et al. [1] Cepa’s ideas were the main
inspiration for this work. However, in his work he considers
the annotations only as an extension of the grammar and
as an alternative for adding domain-specific abstractions to
the source code, and only briefly mentions annotations as a
restricted form of embedded DSL. He does not further examine
the correspondence between annotations and languages.

19E.g., it cannot check dependencies between annotations on program
elements in the same scope in program model.
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From the viewpoint of existing @Ls, we could find multiple
sets of annotations defined for the same domain and processed
by the same semantics reference implementation. There are
sets of annotations defining GUI from data model [25], an-
notations used for plugin extension definition [26], @L for
design patterns definition [27], @L for model checking [28],
and so on.

There are not many works concerning @L design, however,
one can find some inspiration in analysis provided by Mancini
et al. [29]. They discuss options of using annotations and
their design for data validation definition. All the above
mentioned works about annotations usage restrictions define
some annotations AS idioms that can be used for @L design as
well. Guerra et al. [12] discuss solely annotations idioms both
in CS and AS. Correia et al. [6] discuss bad smells that can
be result of bad annotations design or their usage. They also
provide a set of possible solutions to remove them. Correia
et al. [6] show that annotations syntax can be as important as
their domain usability [30].

X. CONCLUSION

This paper presented our observations about correspondence
between source code annotations and formal languages. The
correspondence was illustrated on three definition aspects
of formal languages – abstract syntax, concrete syntax and
semantics. For each of these aspects also the discrepancies
were discussed. While the correspondence indicates that we
should look at annotations as a form of language (and therefore
we define the term annotation-based language for a set of
domain-specific annotations), the discrepancies identify the
main specificity of annotations that separates it from con-
ventional formal languages. This specificity is the binding of
annotations to their host annotation-enabled language.

Realizing the correspondence between annotations and for-
mal languages we can draw some consequences for future
research directions. For example, XML generic language pro-
vides several mechanisms to define an abstract and concrete
syntaxes of concrete XML languages, e.g., XML schema
definition, Document Type Definition, etc. In practice we
can notice notorious lack of similar mechanisms for @Ls.
Annotation types are usually not sufficient to describe the
relations that are common in @L. A common practice is to
describe the grammar using natural language documentation.
Considering the presented correspondence, then instead of nat-
ural language documentation, the formal methods of abstract
syntax definition can be applied. Methods such as EBNF are
commonly known and therefore their application can make
the annotation-based language syntax more comprehensible.
In section IX we discussed several academic works that
implement frameworks for @L abstract syntax definition, but
so far none of them became industrial standard. So a logical
consequence of the correspondence is the need for standard AS
definition formalism/mechanism for annotations. In this matter
there was a small step further in Java 8 type annotations.

The standard AS definition formalism/mechanism for an-
notations cannot be restricted to mere @L AS validation.

Another important feature is the ability to create a fully
annotated AST. In Figure 2 we have sketched the AST with
annotations’ relations in mind. However, currently the @EL
implementations do not support @L AS and therefore the AST
nodes representing annotations have no explicit relations with
other annotations (unless annotation types support it, such as
in case of Composition annotation idiom in Java). Supporting
these relations explicitly could prove beneficial for @L authors
and their semantics implementation.

Another observation that is related to our discussion is the
lack of unified API for semantics reference implementation
in runtime and in compile time. Currently, standard @EL
implementations provide two distinct APIs for annotation
processing and for runtime reflection. This observation was
authored by Cepa [5] quite a long time ago, but to our best
knowledge no real advance was made in industry in this matter.

In general we can consider annotations a generic embedded
language. They provide a syntactic skeleton that on one hand
restricts @L author in concrete and abstract syntax, but on the
other hand provides standard tools for their parsing (either the
host language parser or a third party tool). But in contrast to
generic languages they are restricted to embedding into the
host language; they have to annotate its program elements.
Based on this observation, in our future work we want to
analyze options of using annotations for language composition.
From the observations presented in section IV we learned
that annotations’ specificity is their binding to host language.
In the future work we want to examine types of language
composition that can utilize annotations as an implementation
technique.
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Abstract—Java provides two different options for processing
source code annotations. One of them is the annotation processing
API used in compile time, and the other is the Reflection API
used in runtime. Both options provide different API for accessing
program metamodel. In this paper, we examine the differences
between those representations and we discuss options on how
to unify these models along with advantages and disadvantages
of this approach. Based on this proposal, we design a unified
Java language model and present a prototype tool which can
populate a unified model during both compilation and runtime.
The paper includes the designed API of this unified language
model. To verify our approach, we have performed experiments
to show the usability of the unified metamodel.

I. INTRODUCTION

S INCE the year 2004, when annotations were first intro-
duced to Java, this programming technique is on the rise.

More and more programs use annotations during compile time
for code generation [1], [2], and in runtime for configuration
and reflection [3]. In spite of the fact that usage of annotations
in both instances is often very similar, means to access anno-
tations and program model, as well as their representations,
are different. If a developer needs to complete the same task
in both compile time and runtime, she has to be familiar with
both of them, and would have to create two different versions
of the source codes. That is because code using annotation
processing API cannot be used during runtime, and vice versa.

We came across this problem during our previous work.
We designed a tool (Bridge to Equalia [4]) that provided an
abstraction layer to two most common configuration formats
in Java – XML and source code annotations. Bridge to Equalia
(abbreviated: BTE) uses XML to annotations mapping patterns
[5] to shorten the configuration interface code in cases when
both annotations and XML should be accepted interchange-
ably. To query the annotations, BTE uses Java Reflection API
in combination with the Scannotation [6] library. Therefore,
it works only in runtime (Reflection API requires compiled
classes). As we wanted to use BTE also in projects that work
during compile time, we faced the problem of working with
different APIs for annotation processing during in runtime and
in compile time.

This work was supported by VEGA Grant No. 1/0341/13 "Principles and
Methods of Automated Abstraction of Computer Languages and Software
Development Based on the Semantic Enrichment Caused by Communication".

Algorithm 1 Checking whether a field is public during runtime

boolean isFieldPublic (Field field) {
if (Modifier.isPublic(field.getModifiers())) {
return true;

}
return false;

}

Algorithm 2 Checking whether a field is public during
compile time

boolean isFieldPublic (Element field) {
for (Modifier modifier : field.getModifiers()) {
if (modifier == Modifier.PUBLIC) {

return true;
}

}
return false;

}

BTE is a medium size project with a complex implementa-
tion, therefore we will not use its source code as a case study
for the illustration of the problem. Just as an example of the
APIs’ diversity we can take a look at the representation of
the accessibility modifiers of Java program elements. During
runtime, modifiers are encoded to a single integer value. Every
bit of this integer represents one modifier. On the other hand,
during compile time modifiers are represented as a set of
enumeration types Set<Modifier>. Each element of this
set represents one modifier. This means that for example a
method, which checks whether a field is public or not, would
be different in both runtime and compile time. Implemen-
tation of such a method during runtime is presented in the
algorithm 1. Implementation of the same method in compile
time is presented in the algorithm 2. We have to note that
although both listings use the Modifier type, they are both
different and belong to different packages. Of course, the BTE
implementation works not just with modifiers, but many other
types of metadata (program elements’ names, annotations,
annotations’ parameters, code tree structures, etc.).

In this work we want to share our experience with designing
and implementing a tool that provides a unified API to Java
source code model during runtime and compile time. We
will discuss challenges in the design that we faced, and we
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will present the designed API (that was also implemented
and can be found at https://github.com/mallynth/UModel). We
conclude with a simple experiment that evaluates the tool’s
performance against standard APIs.

Since there is currently no unified representation in Java,
developers who come across this problem are left with only
a single option, which is to create two versions of the source
code dealing with the same problem in different representa-
tions. In small tasks, this option is not that time consuming.
But with increasing complexity of the processed annotations it
may lead to code difficult to manage, maintain and evolve. In
cases like this, unified representation could reduce the needed
work by half, and apply the Single point of responsibility
principle.

Having two versions of the code accessing annotations goes
against Single point of responsibility principle. This leads to
potential problems during evolution and maintenance (as we
faced with the BTE tool). Suppose we have two programs
that are used for the same purpose, but one of them is used
during compile time, and the other during runtime. Degree of
difference between these programs would not be very high,
because they were developed using the same algorithm, and
they just use different APIs. Now let us suppose that we need
to implement a change of the base algorithm. That means
we need to change both versions of the code separately from
one another in order to implement the desired change. This
increases the risk of a bug, e.g., when a developer forgets
to make a change in one of the versions, or she misses an
important difference in APIs. This leads to overhead in testing,
because again, both versions need to be tested separately.

Cepa [7], [8] deals with similar problem about the represen-
tation of metamodel in programming languages. He recognizes
the need for a generalized representation of the program
by using a graph of metadata nodes that could be used in
compile time, loading time and runtime. He then proposes
a Generalized and Attributed Abstract Syntax Tree (GAAST),
which is a syntax tree of the language enriched by annotations.
The recognition for the need of GAAST support stemmed
from his work on his framework MobCon [9], which is a
framework used to generate mobile applications in Java. His
work in combination with our previous work with BTE was
the main inspiration for this work.

Contributions of this paper are following:
• we analyse options by which unification of both program

model representations in Java can be achieved,
• we discuss and explain the pitfalls that need to be

considered during the design and implementation of the
unified model, and

• we present the designed API for projecting standard
source code models into a unified Java program model
during both compile time and runtime.

II. EXISTING PROGRAM MODELS

Annotations in Java are used as a source code decoration
mechanism. It means that they do not directly influence the
control or data flow of the program that is annotated. A study

Algorithm 3 Declaration of annotation with source code
retention

@Retention(RetentionPolicy.SOURCE)
public @interface SourceAnnotation {}

Algorithm 4 Declaration of annotation with runtime retention

@Retention(RetentionPolicy.RUNTIME)
public @interface RuntimeAnnotation {}

[10] performed on the curated collection of programs Qualitas
Corpus [11] showed that more than 60% of analyzed programs
are using annotations. That includes systems developed before
annotations were introduced to Java. This study provides
evidence that annotations are an important part of Java.

Annotations can be used to express metadata of a program.
They can be accessed by the developer in two different ways:

• during compile time using annotation processing API,
and

• during runtime using Reflection API.
Both of these ways offer metadata to the developer

in a different representation. Both representations are ba-
sically program models that include all metadata avail-
able at the given time. Program model available dur-
ing compile time is represented by classes in a package
javax.lang.model.element [12] and the model avail-
able during runtime is represented by classes in a package
java.lang.reflect [13]. These models are accessed and
queried using different APIs. When their difference is not
important for the sake of discussion, we will refer to them
simply as basic models.

Probably, the main reason of their difference is that they are
used in a different phase of a program life cycle and different
metadata are available during those phases. However, they are
still similar since they represent the same program structure.

To illustrate the difference, we can mention annotations
marked by the @Retention metaannotation. In the code
fragment 5, the SomeClass class is annotated with two anno-
tations SourceAnnotation and RuntimeAnnotation
which are declared in code fragments 3, and 4 respec-
tively. In this example, if we would access the metamodel
during compilation, we would get both annotations. How-
ever, if we would access the metamodel during runtime,
we would find out that the SomeClass class is annotated
only with the RuntimeAnnotation annotation. That is be-
cause SourceAnnotation is marked with meta-annotation
@Retention(RetentionPolicy.SOURCE) to indicate
that it should be discarded after annotation processor finishes,
and therefore it will not be available during runtime.

Another difference is the option for running methods of the
code. In reflection, the developer can invoke methods unknown
during compile time using reflection API. However, in compile
time the API does not support invoking of processed code,
since in that time the classes have not yet been compiled.
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Algorithm 5 Usage of annotations

@SourceAnnotation
@RuntimeAnnotation
public class SomeClass {

...
}

The differences do not end with different models. It is very
common that the developer only needs some metadata that are
present in both models, e.g., names of classes that are marked
with a specific annotation. The problem is that the API for
acquiring those metadata are different in both models, in spite
of the fact that they are the same metadata. In some cases, in
addition to the method of acquiring metadata being different,
the representation of the metadata is also different (as in case
of modifiers discussed in the introduction).

Examples of similar elements in both models can include
names of classes, their methods or hierarchy of classes.

A. Annotation Processing Program Model

Annotation processor is executed before compilation of
the program and the execution itself is divided into separate
rounds. Annotation processor can acquire metadata that are
present in source code as well as metadata that were created
in previous rounds of this processor execution.

Main class, that is used to represent entities in the program
model for this API is the Element class. Instances of this
class can represent multiple different entities, such as classes,
interfaces, methods or fields.

1) Accessing Metadata in Annotation Processor: The main
method that every annotation processor must have is the
process method. As its name suggests, this method is
doing the annotation processing. One of the parameters of
this method is an environment of current round represented
by the RoundEnvironment class. From this environment,
the developer can acquire metadata that she needs.

One of the methods for acquiring metadata from round
environment is by using the method getRootElements.
This method returns list of all root elements of the program
that are represented by Element class. The Element class
has a field kind which defines what this element represents
(class, interface, method etc.). By querying these elements, it
is possible to find metadata that are needed.

Different way would be to use the
getElementsAnnotatedWith method which returns a
list of elements that are marked with a specific annotation.
When using this method, there is a useful annotation
@SupportedAnnotationTypes, which can be used to
mark the annotation processor class. It specifies annotation
types which annotations are supposed to be retrieved from
the source codes during annotation processing.

B. Reflection Program Model

Reflection can be used during runtime and it provides a way
for accessing the metadata of the running program.

Fig. 1. Concept of the unified API idea

1) Accessing Metadata in Reflection: To gain access to
metadata provided by reflection in a specific class, one can
use ClassName.class parameter of every class which
returns a Class class that represents a class with the name
”ClassName”. This class can be then used to retrieve metadata
about the class and elements defined inside the class, such
as methods, constructors, fields or annotations, or even inner
classes. It is possible to retrieve lists of those elements or
search for specific ones. For example retrieving the list of
annotations by which the class is marked can be done by
calling a method getDeclaredAnnotations.

By calling methods provided by classes of the reflection
model, developer can acquire any metadata existing during
runtime. One of the big differences in usability of the two
basic models is that in reflection, methods can be executed,
which is impossible in annotation processing.

III. PROGRAM MODEL UNIFICATION

Due to the similarities in these models, we expected that
it should be possible to design a tool that would be able to
provide a unified API to data from both basic models. Simple
overview of the idea is illustrated in Fig. 1. It is enough to
note that input data used in the tool will always come from
only one of the input models at the time. Which model it is
depends on the time when the tool is used.

A. Unified Model Projection Types

In order to create a unified model, first we need to determine
how the unification tool will project basic models into the
unified API.

We will illustrate the problem of unified model types on
program trees. A node in the tree represents a program element
(class, method, etc.) and annotations. The structure models the
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Fig. 2. Model comparison illustration

encapsulation relationships of program elements. The tree’s
root represents Java project (library, application), its children
are Java packages, the packages contain classes, or might
be annotated by annotations, the nodes representing classes
have children nodes representing variables and methods, and
again annotations that belong to the classes, and so on. E.g.,
we might have a root node ’sampleApp’ with a single child
node ’kpi.tuke’ representing package. The ’kpi.tuke’ node
could have a child node representing the ’Main’ class, and
this ’Main’ node could have two child nodes: a node for
the ’InnerClass’ class, and a node for the ’@SourceAnn’
annotation, etc. Program elements and annotations are source
code entities that the unified API should expose.

An illustration of both basic models for the discussed
example is presented in Fig. 2. Nodes that are equal in both
models are represented by ellipses with white color and solid
border. Equal in this context means that both basic models
expose the same metadata about the element in both models.

Node ’@SourceAnn’, which is represented by an ellipsis
with yellow color and dotted border in a model during runtime
shows a situation when element does not exist in runtime
model, but exists in the compile time model. This is a result of
using the @Retention(RetentionPolicy.SOURCE)
meta-annotation that marks the @SourceAnn annotation to
be discarded by the compiler during the compilation.

Projection to the unified model can be designed in different
ways depending on which metadata would be included in it.
There are three main approaches to design of a unified API:

1) equality-based projection,
2) combined model projection, and
3) problem-specific model projection.
First, the equality-based projection for the discussed exam-

ple is shown in Fig. 3. In this type, the unified model includes
only those elements and metadata, that are available in both
basic models. That means node ’@SourceAnn’, which does
not exist in runtime model, will not be projected to the unified
model either (regardless whether created during runtime or
compile time).

Fig. 3. Equality-based projection

Fig. 4. Combined model projection

Second, the combined model projection is shown in Fig. 4.
In this type the unified model exposes all the elements and
their metadata that were included in the basic model. For
example, if the unified model was created during compile
time then the unified model would expose all the metadata
that are available during compile time, including those that
are not available during runtime. This projection type deals
only with different APIs, and does not regard the differences
of information exposed by basic models (the equality-based
projection hides the differences in exposed information about
the source code).

Third, the problem-specific projection covers cases when
the projection is optimized for a given problem (something
like a DSL [14] in languages). Basically it represents ad-hoc
solutions for a family of problems. E.g., it might be a case
of a simplified model, restricted in the tree depth to classes
(therefore the only child nodes of the class nodes would be
nodes for their annotations). We will not discuss this type
of projections further, since its applicability is limited to a
restricted set of problems.
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B. Conclusion

Both equality-based and combined model projection types
can be used in our solution. Both of these types have their
specific uses, but we decided to go with a model that is based
on a combined model projection type. There is also an option
of implementing both types and letting the user decide which
model he needs at the time, but in current implementation
we support only combined model. The reasoning behind the
decision to use combined model over equality-based model is
that it gives the user more information when using our tool,
since the equality-based model hides metadata that are not
available in both basic models.

IV. DESIGNING UNIFIED REPRESENTATION

When designing a unified representation, we faced several
challenges. In this section we discuss some of the most
important of those questions and problems.

A. Ways to Access Metadata

One of the most important questions is how to access
metadata in basic models in order to use them in a unified
model. There are two possibilities how to achieve this:

1) Direct access to metadata with the use of an API that
will unify the access methods in both basic models, and

2) Model creation and accessing metadata from the created
unified model.

In the following sections, both of these ways are described
in detail.

1) Direct Access: The most important thing when using
direct access approach of accessing metadata is the interface
that will be able to unify access to both basic models. In object
oriented programming, this interface can be implemented
using a adapter design pattern [15] [16].

In terms of accessing metadata, this design pattern can
be expressed in such a way that class that needs metadata
can access them by requesting them from the adapter, which
handles acquiring metadata from basic model and transforms
them into the unified model. Simplified example of this can
be seen in Fig. 5, where the class Client calls a method
getMetadata on a class Adapter. This method collects
the requested metadata from one of the basic models which is
available at the time, transforms them into the unified model
that is expected and returns them to Client. The Model in
this figure can represent either annotation processing model
or reflection model. Which of these is currently represented
depends on what part of the program life cycle it is currently
in. Adapter therefore must be able to tell whether it is called
during compile time or during runtime and will then choose
how to retrieve metadata accordingly.

Using this method means that the basic model is accessed
during every single call from the client, because it has to
retrieve the required metadata.

Fig. 5. Adapter Pattern

Fig. 6. Model Factory

2) Model Creation: The most important step when using
model creation approach is the creation of the unified model
itself. Unified model can be provided by a method similar to
a factory method pattern [15].

In terms of model creation, this method will not be exactly
the same as the factory method, because we know which
type of class this method will return, but we do not know
(and do not care) which basic model was used to create the
class. Simplified example can be seen in Fig. 6, where once
again the Client class needs access to metadata. Unlike
the adapter patter, where the Client called a method which
provided metadata, it now calls a method createModel on
the Factory class. This method creates the unified model
from one of the basic models and returns it to the Client.
Same as with direct access, model that is currently represented
by the Model class depends on what part of the program
life cycle it is currently in. Therefore, just as Adapter had to
be able to tell whether it was called during compile time or
runtime, the Factory has to also be able to tell too. This
method can also be compared to reverse engineering [17].

Unlike the direct access method, it is not needed to access
basic model during every single call from the client. Basic
model needs to be only accessed once, when creating the
unified model. Accessing metadata after the creation of unified
model is handled by the unified model itself.

B. Additional Costs of Accessing Metadata

In basic models, which are already part of Java, costs to
access specific metadata can be easily analysed. During each
request to access metadata it is required to search the basic
model and find the metadata that were requested. After they
are found, they simply are returned in the same format as the
basic model defines. If we disregard implementation details of
basic models, this process is the same for reflection model as
well as annotation processing model.
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1) Direct Access: Additional costs when using direct access
method is created mainly because during every request to
access metadata from basic model, it is needed to search
this model, find metadata that are needed and then transform
them into the specified unified metadata representation that
is expected as an output of the request. In comparison to
acquiring metadata from basic model, it has one additional
step, which is transforming metadata to the unified model.
However, this one additional step is executed during every
request, and it increases the time needed to retrieve metadata.

2) Model Creation: Additional cost when using model
creation method is the creation of the unified model itself,
but this process is only executed once. After the unified
model is created, all requests are handled through the unified
model itself and results do not have to be transformed into
the representation that is expected as an output, because they
already are in form of the unified model representation.

Comparison of retrieving metadata from unified model and
from basic models depends on the exact implementation of the
unified model. In ideal circumstances, the access to metadata
through unified model can be faster than accessing them
through basic models (in case the unified model is better suited
for specific requests). It is more likely, however, that accessing
metadata through unified model will be slower than through
basic models.

C. Minimizing Additional Costs

In spite of the fact that reducing additional time costs to
access metadata when using unified model is nearly impossible
and it is not the purpose of this paper, we still have the
possibility to employ some methods in order to minimize the
performance impact of using unified model.

To help minimize additional costs we can use caching of
results in both direct access and model creation methods.

Main idea of this in direct access method is that the results
will be stored for use in another request during every request
to access metadata. In every request after that, those metadata
will already be at hand and it will not be needed to search
the basic model for them again. Building on that method, we
can make it so that it is very close to model creation method.
That can be achieved by storing the cached data in such a way,
that they would resemble the unified model created by model
creation method. Downside of this is that we introduce a new
step into the process of retrieving metadata: a step to check
whether the requested metadata are already stored or not.

In model creation method, data would not be stored during
requests, because even before the first request, the unified
model was already built and put into memory. In this case,
data would be prepared for most common requests during the
model creation itself.

Because of the additional steps, caching of results runs into
problems with small amount of requests and is getting better
and better with more requests.

Different approach to minimizing additional costs is selec-
tive model creation. This method is based on the idea that
user knows which metadata he or she will use and he or she

can specify which parts of the model are required. User would
be able to define which parts of the model will be created and
which parts will be ignored. The disadvantage is that the user
has to learn how to configure the tool in such a way, that it will
provide desired results. If the configuration is too complicated
then this disadvantage can be big enough to overshadow the
biggest advantage of using a unified model, which is to make
it easier for the user to gain access to metadata.

D. Query Methods

As it was mentioned before, both of the basic models
have different way of accessing the same metadata. The
metadata can be queried via methods that help the user
easily navigate through the model. Both basic models and
their APIs provide query methods. They are primarily used
to conveniently query metadata. Both API query methods
and model accessor methods (getters and setter) differ in
Reflection API and Annotation Processor API. Example of
this difference can be the way how to retrieve list of an-
notations that class A is marked with. To retrieve metadata
about these annotations in annotation processing model, de-
veloper has to call a method getAnnotationMirrors
on the instance of the class Elements that represents
class A. On the other hand, in reflection model, devel-
oper has to call a method getDeclaredAnnotations
on the instance of the class Class that also represents
class A. If both of these methods were called in the
same program on the same class, their results can be dif-
ferent (disregarding the fact that they are represented in
a different way), because some of them can be marked
with meta-annotation @RetentionPolicy.SOURCE or
@RetentionPolicy.CLASS, but they represent the
same metadata, which are annotations of class A.

The simplest way how to design query methods is to support
both names of the same methods from basic models. For the
aforementioned example it would mean that there would be
two query methods, one called getAnnotationMirrors
and second one called getDeclaredAnnotations. These
methods would always return the same results.

Better way, which is in the spirit of unification, would be to
use only one method that would not have to be named exactly
the same as the ones in the basic models, but it would be
named name clearly enough that there would be no confusion
what the purpose of that method is.

There is also a way which mimics the principles of XPath
[18] for XML files. It is based on the fact that the unified
model is represented in a tree-like structure that can be
traversed much like XML1. This way is best used as an
addition to the method of using one unified method, because
it would provide the developer with better control over the
search queries.

E. Conclusion

For accessing metadata from basic models we decided to
use the model creation approach. Main reason for this is that

1XML grammar [19] is commonly defined using XML schema [20].
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in the direct access approach, searching through basic model
during every request could be slow. Using the model creation
approach pushes the additional time costs of using the unified
API to a single point of the tool initialization.

On the other hand, the method of model creation can be
designed in such a way, that when it comes to retrieving
metadata from unified model, most common requests could
be optimized so that they will be as fast as possible.

V. PROTOTYPE IMPLEMENTATION

Based on previous analysis, in this section we present a
prototype tool UModel2 that can be used to create a unified
model. The name UModel comes from the term Unified
Model. Because this tool has to be able to create unified
model from both basic models, it has to be able to recognize
which of the models is available during that time. This is
easily done, because both of the basic models have different
context in which they are created and these context can be
easily recognized from one another.

A. Unified Model Creation

The abstract concept of unifying tool was illustrated in
Fig. 1. In that figure, the process of creating unified model
was not specified. Fig. 7 illustrates phases that are needed to
create a unified model.

Model creation during runtime as well as compile time is
divided into four main phases:

1) Initialization phase,
2) Model creation phase,
3) Reference resolving phase, and
4) Finalisation phase.
Initialization phase represents the phase in which the tool

itself is initialized. That includes the initialization of structures
that will be used during model creation as well as initialization
of structures needed for result caching. Besides initialization
of these structures, this phase also creates the basic structure
of the model itself, which will be filled in during the next
phase.

In the model creation phase, the unified model itself is
created. Both runtime and compile time models are created
by advancing through the provided basic model from top
to bottom. Since metamodel can be represented as a tree
structure, the tool starts with the root (topmost) element
and gradually advances through its descendants to the leaves
(bottommost elements). For every node in the basic model that
the algorithm passes through, one node is created in the unified
model. If the algorithm finds a reference to another element
(e.g., method return type is a class included in the model), then
this reference is only saved as a plain text. These references
are resolved after the second phase finishes creating the whole
model.

The model creation phase also saves the results for the
queries encapsulated by the query methods presented in sec-
tion V-D. These common queries, such as finding all the

2https://github.com/mallynth/UModel

Fig. 7. Tool structure

program elements annotated with a given annotation type, are
this way cached and therefore should result in better time
efficiency.

After the second phase finishes, the reference resolving
phase begins. During this phase, the tool resolves all of the
references between the types that can be resolved (e.g., one
class having a field of the type defined by another class).
Reference that can be resolved is a reference to an element that
is a part of the unified model. This kind of references can be
used to easily traverse through the unified model. References
that refer an element that is not a part of the unified model
are not resolved and are left as a plain text. During this phase,
the tool does not use the basic model, it works on the unified
model created by phase two.

During the finalisation phase, the cache and the unified
model (with resolved references from phase three) are joined
together. After they are joined, the unified model is complete
and can be passed to the tool’s client.

B. Unified Model API

This section contains description of the set of most funda-
mental classes representing the unified model API. All classes
start with the letter U which represents their unification from
both models.

The UModelFactory class is a factory class in a singleton
design pattern which is used to instantiate unified model. It
only has one factory method, the createModel method that
returns an object of the UModel class.
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1) UModel: This class represents the unified model that
contains specific packages and classes for a given project (the
’sampleApp’ node from Fig. 2). Main purpose of this class is
to wrap the components of the unified model into a single root
node object and to provide query methods that provide API
with common queries. These query methods will be described
in section V-D.

2) UPackage: The UPackage class represents a package
in the source code.

Selected fields:
• name - full name of the package.
• containingClasses - set of classes implemented in

this package.
• containingEnums - set of enumeration types imple-

mented in this package.
Packages in the unified model are not represented with a

tree structure. Instead of using tree structure that organizes
packages into a tree with one root (as the file system does),
we use a simple structure where every package is represented
on its own (the standard Java model).

3) UClass: The UClass class represents a class, interface
or declaration of new annotation type.

Selected fields:
• classType - enumeration type that defines which lan-

guage element is represented by this class. Possible values
are CLASS for classes, INTERFACE for interfaces and
ANNOTATION_TYPE for declaration of new annotation
type.

• name - name of the element.
• enclosingPackage - reference to an enclosing pack-

age.
• modifiers - modifiers represented by Integer.
• parent - reference to a parent element.
• interfaces - set of interfaces that are implemented by

this class. If the UClass object represents an interface,
then it represents which interfaces are extended and if the
UClass represents declaration of new annotation type
then this set will be empty.

• annotations - set of annotations represented by the
UClassAnnotation class.

• enums - set of declared enumeration types.
• constructors - set of constructors represented by the
UConstructor class.

• fields - set of fields represented by the UField class.
• methods - set of methods represented by the UMethod

class. If UClass represents a declaration of new anno-
tation type then this set contains parameters of declared
annotation.

4) UField: The UField class represents a field (variable,
attribute) of the class.

Selected fields:
• name - field name.
• enclosingClass - reference to a class where this field

is declared in.
• modifiers - modifiers encoded to Integer.

• annotation - set of declared annotations represented
by the UFieldAnnotation class.

• type - type of the field. It can be represented either by
a string or by a reference.

5) UMethod: The UMethod class represents one method
of a class. If it is included in annotation type declaration then
it represents a parameter of the new annotation.

Fields:
• name - method name.
• enclosingClass - reference to a class where this

method is declared in.
• modifiers - modifiers represented by Integer.
• annotation - set of declared annotations represented

by the UMethodAnnotation class.
• parameterTypes - ordered list of arguments. They

are represented either by a string or a reference.
• returnType - type of the return value. It is represented

either by a string or a reference.
The UConstructor class is very similar to the UMethod

class. The only difference is that it does not include a name.
6) UAnnotation: The UAnnotation class is an abstract

class that represents an annotation of any language element.
Classes that extend the UAnnotation are:

• UClassAnnotation which represents a class annota-
tion,

• UConstructorAnnotation which represents a con-
structor annotation,

• UFieldAnnotation which represents a field annota-
tion,

• UMethodAnnotation which represents a method an-
notation.

Selected fields:
• annotationClass - type of the annotation. It is

represented by a full name of the annotation type. If this
annotation type is represented in the unified model, then
it is also represented by a reference to that annotation
type.

• annotatedElement - represents an element which
is annotated by this annotation. Type of this element
depends on the element that is annotated. For example,
in UClassAnnotation this element has a type of
UClass.

• parameters - set of parameters of this
annotation. Each parameter is represented by the
AnnotationParameter class which includes three
String fields: its name, type and value.

C. Representation of specific elements

The fact that unified model is created from two exist-
ing model means that the representation of some language
elements can be problematic, especially when it comes to
elements that are represented differently in both basic models.
One of them is the problem of representing modifiers, which
were explained in the introduction of this paper. Other problem
we had to face was how to represent references.
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1) Representation of References: References, that are cre-
ated during the second phase of unified model creation, are
represented by the AbstractMap.SimpleEntry class.
This class represents a key-value pair, which can for example
be used in hash tables such as HashMap.

Key of this key-value pair is a full name of the element
that is referenced. Key of every reference is filled in during
the model creation phase. If possible, the value of this key-
value pair is filled in during the reference resolving phase. The
value is filled in only when the reference references an element
included in the unified model. If that is the case, then the value
of the key-value pair will be a reference to the element itself.
If the reference references element that is not included in the
unified model, then the value will be left as null. That means
that every reference has a key, which represents the full name
of the referenced class, but not every reference has a valid
value.

2) Representation of Modifiers: As we mentioned before,
one of the differences between annotation processing model
and reflection model is the representation of modifiers. The
difference is that modifiers in annotation processing are repre-
sented as a set of enumeration types Set<Modifier> and
in reflection, they are represented as one integer.

In the unified model, we decided to use the representation
identical to the one in reflection, which means all modifiers
in unified model are represented by bits of an integer. When
the unified model is created from annotation processing model,
then the set of modifiers is converted into one integer by using
bitwise OR.

D. Query Methods

These methods provide API for convenient metadata
queries. Most of these methods are related to annotations, since
annotations are the main point of this model.

Query methods included in the class UModel:

• getClasses - provides all classes that are included in
the unified model. Returns a set of UClass objects.

• findClassByFullName - provides a class specified
by its name. Return type is a UClass class.

• findClass - provides a class specified by a class
Class. Return type is a UClass class.

• getPackages - provides all packages included in the
unified model. Returns a set of UPackage objects.

• findPackageByName - provides a package specified
by its name. Return type is the UPackage class.

• getEnums - provides all enumeration types that are
declared in the unified model. Return type is a set of
UEnum classes.

• getAnnotatedElements - provides all elements
that are annotated by at least one annotation. Return
type is a set of classes that implement the interface
AnnotableElement. This interface is implemented by
all elements that can be annotated.

• getElementsAnnotatedWith - provides all el-
ements annotated by a specific annotation. Return

type is a set of classes that implement the interface
AnnotableElement.

• getMethodsAnnotatedWith - provides all methods
annotated by a specific annotation. Return type is a set
of UMetod classes.

• getFieldsAnnotatedWith - provides all fields an-
notated by a specific annotation. Return type is a set of
UField classes.

• getConstructorsAnnotatedWith - provides all
constructors annotated by a specific annotation. Return
type is a set of UConstructor classes.

• getClassesAnnotatedWith - provides all classes
annotated by a specific annotation. Return type is a set
of UClass classes.

Last five methods, which provide elements annotated by
a specific annotation, have two alternatives. In one of them,
the annotation is specified by a class that extends the
UAnnotation class. In the other, the annotation is specified
by the Class object representing the given annotation type.
This is a convenience alternative that allows using Class
objects in order to enjoy type checking.

Beside query methods that are included in the UModel
class, there are query methods that check whether an ele-
ment is annotated by an annotation of a specific type. This
annotation can either be specified by a class that extends
the UAnnotation class or by the Class class of that
annotation.

VI. EXPERIMENTAL EVALUATION OF PROTOTYPE

Although this paper does not deal with creating a faster way
to access metadata when compared to basic models, it is still
important that the time needed to access metadata by using
unified model is not too demanding in comparison to basic
models, otherwise the unified model would be unusable.

For the purposes of determining whether the created experi-
mental tool is fast enough, we have conducted two experiments
which are explained in this section.

A. Time Needed for Unified Model Creation

In the first experiment, we tested how much time is needed
to create the unified model when using the created tool. This
metric is very important, since this time can be considered as
additional time when compared to basic approach.

For the purposes of this experiment we chose two programs,
one of them consisted of 122 classes and the other consisted
of 1745 classes. Both of these programs have on average
approximately 100 lines of code per one class.

We only tested how much time it would take to create the
unified model. That means the difference between time of
initialization of the tool and the time that unified model was
returned.

1) Results: Times that are presented in the table I are
average times after 100 runs. It is important to note there were
quite big deviations, especially during the compile time.

From the times presented in the table, we can see that the
time it takes to create unified model from a small program
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TABLE I
TIME NEEDED TO CREATE UNIFIED MODEL

122 classes 1745 classes
Compile time 42 ms 670 ms

Runtime 387 ms 2043 ms

is not that high, especially during compile time. Time needed
to create unified model from a bigger project was naturally
higher, because more metadata needed to be processed.

One important thing to note from this experiment is how
the tool is scaling when it comes to bigger programs. Second
program is approximately 14 times bigger then the first one
which means that if the scaling of the tool was linear, it
would take 14 times more time to create unified model from
bigger program than from smaller program. Creation of unified
model from bigger program in compile time took little over 15
times more time than creation of unified model from smaller
program. Similarly, creation of unified model from bigger
program in runtime took approximately 5 times more time
than creation of unified model of smaller program. From these
data we can see that scaling of the tool during runtime is
much better than scaling during compile time. The fact that
the scaling during compile time is worse than linear suggests
it may be a good idea to try to optimize implemented tool for
the use in compile time.

B. Overall Speed of Prototype

The second experiment was designed to test the speed of the
tool when performing a task. For purposes of this experiment,
we used the same two programs as we used for the first
experiment.

During this experiment we measured four ways in which a
given task could be implemented:

• Annotation processor model - using metamodel avail-
able during compile time.

• Reflection model - using metamodel available during
runtime. Helper libraries Scannotation [6] and Google
Reflection API [21] were used for this measurement.

• Unified model during compile time - using the tool to
create unified model during compile time and using this
unified model to complete the task.

• Unified model during runtime - using the tool to create
unified model during runtime and using this unified model
to complete the task.

The task consisted of two parts (to make the test a little less
trivial):

1) Find the names and types of all elements that are marked
with the test annotation.

2) Retrieve all fields of a class that is specified by its full
name.

For the first part of this experiment a simple test annotation
was created and then added to source codes of the programs.
In the program that consisted of 122 classes, 8 elements
were marked with the test annotation and in the program that

TABLE II
OVERALL SPEED OF TASK COMPLETION

122 classes 1745 classes
Annotation processing model 12 ms 484 ms

Reflection model 1154 ms 2822 ms
Unified model during compile time 47 ms 949 ms

Unified model during runtime 472 ms 2245 ms

consisted of 1745 classes, 137 elements were marked with the
test annotation.

1) Results: Results of the experimented are presented in
table II.

Times that are presented in this table are the average times
after 100 runs. Same as in the first experiment, some of the
times that were measured when using the unified model were
often very different when compared to the average, especially
during the tests with the bigger program. During compile
time, the lowest measured value was 477 ms and the highest
measured value was 1189 ms. During runtime, the lowest
measured value was 1823 ms and the highest measured value
was 2480 ms. These fluctuations could have been caused by
the fact that we used unordered sets in the unified model and
the position of requested metadata is always different.

From the data we can see that the time needed to complete
the task in unified model during compile time was more then
double when compared to the time needed to complete the
same task during compile time without the use of the unified
model. This fact reinforces the idea of trying to optimize
unified model creation during compile time.

We can also see that during runtime, the tool was actually
faster in completing the given task. Main reason for this is that
helper libraries Scannotation and Google Reflection API were
used to make the task significantly easier in reflection model.
These libraries made the task easier at the cost of additional
time during execution, which is also the main reason behind
the unified model.

VII. RELATED WORK

As it was mentioned before, main inspiration of our solution
to the problem we faced with the BTE [4] tool was the
idea of Generalized and Attributed Abstract Syntax Trees
(GAAST) proposed by Cepa [7], [8], [22]. In his work [7] he
states that object oriented languages should support an explicit
representation of the program as a graph of meta-objects that
can be then accessed through a well defined API. He also
shows, that usage of meta-model in a GAAST structure helps
support model-driven development.

Noguera has a similar approach to Cepa in his tool AVal
[23], [24], which is used to validate frameworks that are using
annotations. Purpose of this validation is checking, whether
the framework uses specific annotations in a correct way.
Specification of how annotation is used correctly is designed
through meta-annotations, which define constraints on the
usage of those annotations. He uses two models for this
validation. One of them is annotation model, which is a model
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derived from annotation types and second one is code model.
Code model is very similar to an abstract syntax tree.

We used a similar approach to the unification of two
models which was discussed in this paper in the tool Bridge
To Equalia [4]. This tool is able to create a unified model
of annotation-based and XML-based configurations using by
extensible metamodel.

There are libraries that help querying metadata during
runtime, such as Scannotation [6] and Google Reflections
[21]. These libraries provide convenient APIs for annotations
processing, however, they do not address the problem of
runtime and compile time model unification.

VIII. CONCLUSION

In this paper we explored differences between compile
time and runtime models, explained the problem of their
diversity and analyzed the approaches how to unify these
models by providing their advantages and disadvantages.
The discussion should provide a basis for consideration of
providing a standard unified API for accessing metadata in
programming languages. We presented the API we designed
and implemented in our tool for unified model creation, which
was used to support the analysis. The tool was evaluated by
experiments to verify the usability of the proposed tool. They
and showed that both the creation of unified model and its
querying are reasonably fast. The paper can be considered a
technical report that should be helpful for developers dealing
with the same problem, or developers that are interested in
either of the two existing approaches to annotation processing
(reflection and annotation processing API).
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�� ��#�������� #��������� ������� �� C���� L�� �$�� �"�#�����
����������4�C���%�������������&�����$��������������������
�"����#���� ��%��� ��� �� ������ �� �$�� #���>�� ��� ���� ���������
���#���#�������$�����������$�����#�������O4*����#���#��������
#�������� �$���#��� ����"����������� �$���O4*� ���#���#�����
#������� ���O4*�����3������� �$�� ����� #�#�������������
�$���� ��� ��������������#$������ �$����4D4��������������0�
,��O4*D�	:4�&� D���	:4�D�4&� ��� L�� �4D���������
�$�� �����$� 4D4� ������������� ��������� �� C���� L� ���
�������DO4*��������������������#��������������$�������
/� ��C����D&���&���� ���!����>������� ����#�������&� ��� ������
�������������#�#��������������$�����

�$���������������������������������������#��������
!��$� O4*� ����3������ ���� �� ������ #�������� !��$� ��
�Q*�������������3����������#�����"���Q*0�D88?��"������3
�����&�����&����������"������������#������L�������!�4D���
C����,���

�$�� ������������� �	:4�D�4� ���������� �� ������
#��������!��$����Q*�������������3������������������
#�������� !��$� �����#� ���������� �"�����3������ �"������
��>�� ��#����� �D�&� ��!�4D� ��C����,��� ��� �����������"��� ���
��������� �� ������ #�������� !��$� �� �Q*� ��������
����#���� ���� �� ������ #�������� !��$� C�� ����K����� 9�4�
#�#������44���$����������������$����#���$���C��������#$�
�������"�������������"��������$��
�%���������������#$����
���������� �
��� ������������ 9$���#��� ����"���� ����3
������� ��� ����"���� ����3������� "����� �� �Q*� ��������
��������������
��&�!$���������#������������"�����3������
�������

:��$�����������������������������������9�4D9�4�
����������������$���$������&��4D�������������9�4D9�4�
�������������� ��� ���������� �� ������ #�������� !��$�
�����#� ���������� �"�����3������ ���� �������� #��������
!��$� C�� ����3������ ���3#������ ���K����� 9�4� #�#�����
44������������#�����#������,�������!�4D���C����,������
!��� �$�� ����� #�#������������� �$���� ��� ����$��� ���
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�������DO4*���
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C���� L� ���� �������� ��� #�������� !��$� (�*� ����3�������
5�#$� ��� �$��� ��� "����� �� �!�� ����3������0� ����#�� ���
������� ����3������� �$�� ����#�� ����3������ ��� �� ������
������������� ��� ��� ��!��� �"����#���� ��%��� �$�� �$�� �������

����3������ ��� �$��� ������������� �� �� ��%����� ���������
���#����� (�� 4,� 4�C� ��%��� ��#$� ������������� �>�#�����
���������������������"�����#$�������������������������
����"���� �#$���� ���������(��$���$� $�%��� �$�� ����� ����
��C����L&� ��������������"�����#$����� �$������� ������������
������������������,&�D����L&������#��%���&���������$�������
�����������$�������#��������!��$��������������3��������
�$���� ��������� �������#�� ��� ��#����� �$����$���� �$��
#$���������������������������

�

C�����L�	��������#�����#�#��������������$����$���#$������4D4��������������

J���(�5���
	R�

�� �$��� ��#���� �� �>������ ��� �� #$��� ��� ������
�������������� �$��� ���������� ����� #�#�������������
�$������� ����"���� ��%����� ������������#���� ��� ����������
����	������
 ����"���� ����#�� ��� �
�� #�������� ��� �!��
��"���0� ����	������ !��$� #������ �����&� ������	� ���
�������1� ��� �������� !��$� #������ �����&� �����&�
����������	&� ������	� ��� �	���� ��� ��� �����������
����� �$�����#��� ����"������������� �������� �� �$�������
�>���#�����$����%����3���#���#��$���#�������"�����#$�������
�>���#���� ����� ����#�� ����"���� ����������� ��� �����!�����
������#����� ���#$��� !��$� �$�� ���������� #����#���� �����
����#������"��������$����$������#����!��$������������$��

���#���#��������%����3���#���#��$���#�������"�����#$�������
!������ ����O4*���#����� �$��� #������� ���O4*�����3
������� (�� �$�� %���� "������ ��� �$�� ���#���� �$��
������������� O4*D�	:4�� ��� �>�#����� ��� �� �Q*�
�������� ����"���� �#$���� ��� ��������&� #�������&� �� �$��
�����#����� #���&� !��$� �$�� �Q*0� D88?� �"�� ����3������� :��
����� ��� �	:4�D�4� ������������� �$�� �Q*� ��������
����"���� �#$���� ��� ����������� ���� �� �����#� ����������
����"���� �#$����� �$���� �!�� ����"���� �#$����� ���� ��� �$��
���������$���#����������������������3����������C����7���
������������� �4D�������&� ����� �� �����#� ����������
����"�����#$���������������������������������������������
��������������
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#�#����� ����3������� �$�� ������ ������������� ����� �$��
���������� ����"���� ������ ����� �$�� ������ ��!� ��� ����� ���
������������������$������3���������"���������������������
�$���$������!��

(�*� ������ ��������� �� C���� 7� ���� 2���� �$�� ������ �>#�����
���������(�*������������������#��������������������������
���K�55��9����������������������������������#�#��������
����#����������������3�����������$��$��$������%���������������
4������� ��� �$�� ��!��� ��%��� ��� �������� ��������� !��$�
"�������$�������������������$������

J��� �5*(�5	�@��F�

;������ 	�
 ���� +<-&� +A-&� +DD-� ���#��"�� ���� ������ ���
����"������%�������������������%��������$����"������$����
������#$����$���������������9�����	�
����+DL-����:�����
	�

���� +D7-� #������ �"2�#�3�������� �#������ #�#������� ����"����
�#$���� ����� �$�� ���������� ����� ��#�������� 6������� 	�
 ����
+D/-�$�%���)��#$���$�!�����>����������#������$��5�����
���������� ����� ������ ��� �$���� ������������� #�� "��
���������� ��� ��������� ��������� ��� ��������� ���#���#�
�������� :������ 	�
 ���� +D<-� �������� �� ��%����� ���������
���#����"�������4	�5��$���������������������������%������
���������� ���������� ����"���� !$�#$� �#������ �$�� ���������
#��������� �>���#���� ����� ����#�������� �� +D=-� �� ���#���� ���
��������� ��� ��������#����� �������� @�"� ���%�#��� �����
���������� ����"������ �Q*3AD�����3������ $��� "��� ����� ���
��������� �$�� #�#������� ����"���� ������� 9���� 	�
 ���
 +D?-�
������� �$�� ��#$�#��� ��� ��#������ ���#�������� ��� �� �����
���#���#����� �������� ���� ����"���� ����������� "����� ��
�������������������������"2�#�3������������3�������

(������������������#$����������"����#�#�������������
�����������"�����2�������!������"��������3��������J����3
���#���#� �$���#��� ��� �������� ���������� ����3������ ������
������������$������#����������4D4������������������$��
��$�������&�55�&�#���������������'%����3���#���#�����������
����3������� �##��� �� �$�� ������� ����� ��� 4D4�
������������&� �������� �� ����#���� #�#������� �#$�����
���� ������#$� ��������� �������������� "��!��� %����3
���#���#����������&������������������&������#����������&�C�&�
55�&� ��� #����� ����3�������� � ���� #�������#����� ���
������"������������"������������#����� �$��4�C���%������#)�
�C���� ,�� ��"���� ���������#� ������#$� ���� �������
���#���#����� "��!��� ��������� ������'����3������� ���
��%�������� ��� ������������ 4D4� ��������������� ��� �$��
"���� ��� ���� )�!�����&� �$���� ��� �� �������� ���������#���
�%��%��!��������"��������3���������

����� ���$���� �"���� ���������� ����"���� �#$���� ��� �$��
����� ������� ��� ����� ����#����� #�#������������� ���#�����
(##���������;������	�
���� +DD-���������������"�����#$����
#���� "�� ���� ��� �� ����� #�#������� ����"���� �#$����� ��� ���
��� ������ ��������� ��������� ���� ��� �$�� ��#�� �$��� ��� ���
#�������� !��$� �$�� ����� ������ ��� �� ������� ��� ����"����
��������� ��������� ������������#$�C������"���� �#$����
��� �"������ ��� �$�� ������� ��� �$�� ����� ����#�����
#�#������������� ���#����� C�� ���#���#����� ��� "����� ��

"������������&��������������������!��$&�������$�����������
������� ���������3��� ������������� ���������!����(�� �$��
����� ����&� �$�� ���#���#����� ��� ��������� ���������
����#������� ������ ��� ������� �#���� ��� ������� ������ ���
����� ���� ������� ���4D4� �������������� �$��� ���� ���!��$�
4D�����������������������������#����������������

������#$�!��)�������"������������������������#��"��
"������� #���������� ��� ������#������ ������ �������������
�������$�����������3������������3����������������������
�������$���� �$�� �>������� ��� ������#������ ������
������������� �������$��&� ��������� "�� *��� ���
F���$����3��$���� ���:������ 	�
 ���� #�� "�� ����� �� +DA-�
��� +D<-&� �����#��%����� 4����3������ �������������
�������$���#��"���������������)�����#$����������������$�
+L8-&� ��� ���#������� ����#� �������� ���)�� �$���� ��������� ��
+L,-.+LL-�� ��� �������������� ��������� "�� �� ��#������� ���
#�����������+L7-���$������������!��#�������������������
���$��#���>����������������������#$����������������������
���������������3��������

J��������*
�����

@$���� ����#���������"�#��������#������ ���������&����
!$���!���#$���������������"���#���������&������������
��� "�� �����#��� ��� ����$�!� ������������ (� ���������
�$�������������3������������!���� ������������������ �����
����"���� ����������� ���#���� ��&� �� �����#����&� ����
��"���#����.�������"������%�����������������#����� �� �$��
������ !�� ��#��� �� �$�� ����� ����#����� #�#�������������
���#���� ��� �������� �� �����3���%�� ������#$� ��� �����
����#����� #�#������������� �$��� ��� "����� �� 4D4�
�������������������������"����������(�*��

�$�� ��������� �����!��)� ������� �� !���� ����� ��� 4D4�
��������������� ���K������� ��������� ��������������
"��!��� ������� #�������� !��$� 55�&� C�&� ���������� ���
#����� ����3�������� �� �$�� ������ !�� ������� ����"����
#�#������������� ���� �� C�� ����"���� �#$����� �$���� ����
��%����� ������� !$�� !�� ��#���� ��� �������� ��#$� )��� ���
#�#��������������C������&��$�����������!����������#��������
�$��������#�����������#�#��������#$�����������$������"����
��������������������#������$��C��#�#�������#����������$��
��3�����M����#�������������&��$���$��#�#������������������
����� �����&� �$��� ��)��� ��� ������� ��� �%��%�� �$��� �� �$��
������#���������#�������#����&� �>���#����C�����#���#������
#�� "�� ���#$��� !��$� �$�� ���#���#������ ��� �$�� �����#����
������������"������������#����������$���#��"����������
���������������������������������"�����#$�����������&�"���
��� �������� �$�� ��������� ��� �� ��� �������� #���� ���
������������ ����$�#��� ����� ������#�� �6
���� �� �$��� #���>�&�
�����������������#$�#��"������#������!����������%�������
�$�� ����� �>���#���� �$����� ���������� #�������� �����
�����#�����6
��#�����#����"��������$��������#���#$�������
��%����� ��������� ����3����� ������� �������� ��������� ��
+L/-.+L?-�������������������(##����������$���������������#$�
��#��#����!��$������#�#��������������$����!������ ���
���#���� ����3������� ��� ��������� ����� ������� ��� ��� �����
�������������3�����������$��"���������������������������
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Abstract—We introduce the principles of symbolization and
conceptualization of perceived reality. We show them as processes
that are applicable inside of a computer mind. We derive those
processes from principles of a human mind. We present process of
higher order regular abstraction and state automata acceptance
as possible machine reality realization mechanism. We present the
algorithm for evolution of machine mind language. Verification
of this algorithm is presented in functional language Haskell.
On the output, we have obtained fine-grained parallel non-
redundant structure. It is in super-combinator form and rep-
resents elements of a machine mind language. Count of elements
applications highly exceeds the count of elements themselves.
Instead of accumulating acquired information, they are dissolved
in the language of a mind. Vice versa, the information can be
reconstructed from this language. We show that non-redundancy
of a machine language is the decisive criterion for restructuring
the machine mind language in each moment of communication.
It is like that, so we can achieve more powerful and abstract
communication between humans and computers or between
computers themselves.

I. INTRODUCTION

ABSTRACTION of the human-computer communication
interfaces [1] can be increased by DSL development [2],

coming out from the abstract syntax [3]. Grammatical and/or
genetical language evolution [4], [5], [6] is more automated
approach, but still oriented more to syntactic than to semantic
facet of languages.

On the other hand, the development of thinking machine is
a great challenge, which can be found in many works of histo-
rians, philosophers, psychologists and linguists. For example,
Renfrew [7] characterizes humans as symbolic beings that
language was evolved in a consequence of communication.
Gardenfors [8] refers to the structured substance of concepts.
Structured conceptualization for databases can be found in
[9]. Chomsky’s [10] hypothesis on the universal language of
thought, innate to every human being is the subject of many
discussions.

In this paper, we present the algorithm in which reality
recognized by humans can be conceptualized and represented
in the machine mind.

Our approach comes out from the empirical cognition of
reality by humans and its reflection in the mind: our imagina-
tions are structural, and our concepts that reflect the meaning
of the reality are languages, since they are meaningful. In our

This work was supported by project VEGA 1/0341/13 Principles and meth-
ods of automated abstraction of computer languages and software development
based on the semantic enrichment caused by communication

opinion, no information acquired by human is being forgotten
(it is just suppressed in our mind) and no information is stored
multiplicity.

We deal with symbolization just marginally in this paper,
more information can be found in [11]. We discuss concep-
tualization as a process of abstracting the language concepts
in more detail, since differently abstracted concepts on input
of the algorithm affect the evolved language of the machine
mind.

We present the algorithm for the machine mind language
evolution in eight subsequent steps. In this paper, we also
introduce the principle of applicative deterministic automata,
able to recognize reality incrementally.

Also another aspect of symbolized input processing is
explored. We present possibility of higher order regular ex-
pressions creation.

Our results tend to distributed automata structures [12] and
they conform with the principle of the determinism of systems
[13]. The proposed solution allows us to separate process
forming of language of the machine mind from the process
of machine thinking reasoning on concepts. As we hope, this
provides a perspective for cognitive and more abstract HC and
CC communication.

II. SYMBOLS AND PERCEPTION

Human is a symbolic creature, i.e. the human communica-
tion is symbol based. He creates immaterial concepts inside of
his mind that flow right from the symbols that have material
substance. Concepts exist only inside of a human mind, i.e.
his imagination. Symbols posses their informal meaning and
at the same time they might be structured with high degree of
complexity during the communication.

Symbolization is a symbol based reality representation pro-
cess. Simple components of reality, such as the letter A or an
image of a square can be symbolized with simple symbols like
a or b. Therefore we are able to symbolize perceived reality,
like the sequence (1), into the symbol sequence aabababa.

AA�A�A�A�A (1)

The new structured symbol has been created. The relation
between the reality and its symbolized form is bidirectional.
It is not enough to symbolize reality at the input in order to
communicate, as the reality needs to be reconstructible at the
output from the previously obtained symbol structure.
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The symbolization of the sequence (1) is expressed with the
rule (2):

A ↔ a � ↔ b
AA�A�A�A�A ↔ aabababa

(2)

Section above line in the rule (2) tells us, that if we have
already identified reality of simple facts A and � and symbol-
ized them with symbols a and b, then new structured reality (1)
is going to be symbolized with the use of a new symbol.
This is the structured symbol aabababa. The structure doesn’t
necessarily have to be a sequence as it is in our example,
but may be any structure. Symbols are just abstractions of
reality in our view, recorded and produced from inside of
a memory during communication. In order for communication
to be faultless, such records of reality are stored inside the
memory. They represent reality inside a human or computer
mind. Since a human does not think in symbols, we may need
to imagine its relation to machine mind abstract symbols as
a connective bidirectional links to records of reality. Since we
do not posses an architecture of a machine that corresponds
to human mind, we find no other way than to consider them
as alphabet symbols - terminal symbols of a language, and
to represent them in discrete way, like whole non-negative
numbers.

The purpose of symbolization is not the same as recognition
problem. A machine is able to register and reproduce reality.
Cognition is tied with the language evolution and it is inherent
property of a mind. The language evolution works together
with symbol abstraction. It is based on conceptualization,
whose substance is the concept creation inside of an internal
machine language.

III. CONCEPTUALIZATION

A mechanism of conceptualization is a higher form of
language abstraction than symbolization is.

String (3) is a concept - language, identical with the
symbol sequence perceived on input. An abstraction was not
performed upon it.

aabababa (3)

Sequence (1) is a concept or a language that has meaning
if we consider process of symbolization defined in (2) being
applied.

Consider a concept in a form of a regular expression (4),
where (r)∗ is transitive closure of an expression r. This
concept is created by performed abstraction that searches for
repeating patterns, in our case the sequence ab.

a(ab)∗a (4)

This concept is more abstract than concept (3) for there is
a relation (5) between the languages (3) and (4).

aabababa ⊂ a(ab)∗a (5)

A machine operating with the language (3) cannot ef-
fectively communicate with a machine that recognizes the
language (4), since its language is less abstract. In automaton

theory it means that an automaton derived from the regular
expression (3) accepts only terminal symbol string aabababa.
It can be generated from the regular expression (4) however.
On the other hand, the human or the machine (3) can learn
from its counterpart (4), since it is capable of producing the
symbol set aa, aaba, aababa, etc. It can achieve level (4) by
this process. We can say, that language (3) will mutate to the
language (4). The premise for machine learning is a massive
stream of structured symbols at the input. Language (3)
mutation into more abstract form is based on such a stream.

A sequence of symbols at the input shown at (6) leads to
conceptualization - the process of concepts creation shown
in (7).

aa; aaba; aabababa (6)

1. ({}, aa) ⇒ {aa}
2. ({aa}, aaba) ⇒ {a(ab){0,1}a}
3. ({a(ab){0,1}a}, aabababa) ⇒ {a(ab){0,1,3}a}

(7)

In the first step, the mind is enriched by language aa
as there is the symbol aa at the input and the mind is
empty. This language is stored inside of the machine mind.
Next, the symbol aaba arrives at the input. The result of
conceptualization is mutation of the language aa inside the
mind of a machine into the language a(ab){0,1}a during the
second step. Another symbol transforms the language into
a(ab){0,1,3}a during the third step. This language enables the
machine to communicate in form of the symbols aa, aaba and
aabababa, since (8) holds.

a(ab)0a ⇒ aa

a(ab)1a ⇒ aaba

a(ab)3a ⇒ aabababa

(8)

The conceptualization example (7) shows us, that symbols
on the right side of (8) can be generated and then represented
as records of reality from concepts on the left side. Those
concepts are languages, since they are sub-languages of most
general language (9). This language is a concept only when
all symbols generated from it have meaning i.e. represent the
reality.

a(ab){0,1}a ⊂ a(ab)∗a (9)

Following facts about conceptualization are to be noted:
1) Conceptualization leads to language ambiguity, it ex-

pands exponentially, therefore a selection condition is
necessary. For example, language (a){2} could have
been created in the first step of (7) instead of the
language aa.

2) It is possible to represent single symbol with multiple
languages. For example, if language a(ab){0,1,3}a is
created inside of a mind of one machine and language
aa(ba){0,1,3} inside of another, they will be equal in
terms of inter-machine communication. Machines will
”understand” each other.
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We can conclude that the machine mind is non-redundant
i.e. does not contain any two identical language components.
The mind hasn’t got an ability to forget and it is deterministic.
Language structure of the mind has to be highly parallel,
associative, and amount of interconnections between language
components highly exceeds the amount of components them-
selves.

IV. STRUCTURED SYMBOLS AS REGULAR EXPRESSIONS

We have shown, that reality can be symbolized as a struc-
tured symbol describable by a regular grammar. In this paper,
we use regular expressions to describe concepts that were
obtained by previously symbolized reality. Those expressions
themselves provide interesting ways to describe concepts, as
we will show in this section.

Regular expressions are usually an in-line way to describe
regular grammars. In practice, we use them for string match-
ing. Therefore, fundamental data type (the type of symbol that
regular grammar itself is matching to patterns) for accepting
is a character. Our expressions are composed of operators
sequence, closure and sum. First two have been already
described earlier. Sum operator is n-ary and designated as
| symbol.

Regular expressions represented as a string itself are not
well executable. One of better executable solutions is to
use a tree form that can be considered meta-executable, as
described in [4]. All our experiments were performed in func-
tional language Haskell. It allows easy creation of complex
data structures, such as a tree. Definition is based on work [11]
and is depicted below:

data RExp a = TERM a | SEQ [ RExp a ] |
SUM [ RExp a ] | CLS ( RExp a )

Data structure RExp contains four constructors. Constructor
TERM represents fundamental type, SEQ is for the sequence,
SUM represents the sum operation and CLS is for the closure. It
is notable, that we are not using type Char as the fundamental
type for regular expression. Current definition allows us to
match expressions composed of an arbitrary data type. We will
return to this proposition later on. Sum and sequence operators
are n-ary.

Consider following regular expression:

a(b|c)∗ (10)

where a, b, c ∈ Σ, where Σ is terminal symbol set. This
expression matches string that begins with symbol a and after
that an arbitrary long string consisting of bs and cs is matched.
Transformed regular expression into the tree form is shown
bellow. Transformation is based on scheme described in [11],
so we won’t present it here for brevity.

SEQ [TERM ’ a ’ ,
CLS (SUM [TERM ’b ’ ,TERM ’ c ’ ] ) ]

As mentioned earlier, fundamental type of regular expres-
sion does not have to be of type Char. Definition allows us
to use arbitrary data type.

TABLE I
MEANING OF REGULAR EXPRESSION ELEMENTS

symbol meaning
a d(e)∗

b ef
c (d|f)

SEQ

’d’ CLS CLS

’e’ SUM

SEQ ’d’ ’f’

’e’ ’f’

Fig. 1. Less abstract regular expression

Let us consider our regular expression data type as a form of
abstract interpretation of another regular expression. Therefore
elements a, b and c represent other regular expressions, and
the resulting type will be RExp (RExp Char). This can be
considered a higher order regular expression.

Term ”higher order” is used similarly as in functions, where
higher order functions take a function as a parameter or return
one. Since our regular expression takes another as a parameter,
it can be considered higher order regular expression.

Definitions of symbols the a, b and c meaning is depicted
in Table I. We use different symbols, d, e and f , in this
abstraction to make it clear on what level of we currently
are. By substitution of the elements a, b and c we get less
abstract regular expression:

d(e)∗(ef |(d|f))∗ (11)

Tree form of expression (11) is shown in Fig 1.
Fundamental data type can be arbitrary, even recursive.

Question arises, what if we would be able to create data type
that is going to be recursive and will contain RExp a type.
Data type like that would need a terminating and recursive
part. In our case, we will use type shown bellow. Regular
expression itself would be of type RExp RexChar.

data RexChar =
Ch Char | R ( RExp RexChar )

Every element of regular expression can be either a char-
acter (the use of Char is not obligatory, we have chosen
this type for example purposes) or regular expression of
same type as the original expression. Purpose of recursive
regular expressions is that they can contain themselves as their
fundamental elements entering form of recursion.

In Haskell we can create those expressions statically as
a source code or we might obtain them dynamically during
execution by parsing input. Here is an example of a higher
order regular expression in static Haskell code:

a , b : : RExp RexChar
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a = SEQ [TERM ( Ch ’ a ’ ) ,
SUM [TERM (R b ) , TERM ( Ch ’ c ’ ) ] ]

b = SUM [SEQ [TERM ( Ch ’b ’ ) ,
TERM (R b ) ] , TERM (CH ’b ’ ) ]

We can rewrite them as:

A → a(B | c)
B → bB | b (12)

If we consider the rules of CFG from Chomsky hierarchy,
we can see that our recursive regular expressions (12) are
written in format of a BNF rule. We can see, that our recursive
regular expressions are corresponding with CFG rules and
BNF grammars.

By definition of hierarchy of languages, for every regular
language a finite state automaton can be constructed. Automata
are efficient way for accepting or even generating phrases of
regular languages. Next section discuses the idea of higher
order state automata, that may not necessarily be finite, yet
for all practical purposes, they will be usable.

V. STATE AUTOMATA DERIVED FROM HIGHER ORDER
EXPRESSIONS

As machine mind processes symbolized input and trans-
forms it into concepts, it needs mechanism for structured
symbols acceptance. This can be done with state automata.
Deterministic automata can only have one transition for each
symbol from one state to another and cannot contain empty
transitions. Every nondeterministic automaton can be con-
verted into deterministic. For practical purposes, it is always
better to have control over choosing which step to take next.

To obtain state automata we need to have an expression
first. We will use following example:

A → aAb|ab (13)

Expression (13) can be interpreted as a grammar of context
free language that contains strings that have exact number of
as and bs in succession. This is typical illustration of a non-
regular context free language, uninterpretable as a regular ex-
pression. However with our recursive expression it is possible.
Resulting tree created from (13) will be infinite, depicted on
Fig 2. We can see that second argument of sum operator, ab,
is terminator part. We can conclude that if we consider our
regular trees as executable, they are able to accept a context
free language.

In work [11] is presented an algorithm that transforms
regular expressions directly into minimum state automaton.
Same can be applied to higher order regular expressions.
Resulting automaton of expression (13) is depicted in Fig 3.
This is an automaton corresponding to regular expression
labeled as A.

There is a transition within body of an automaton in Fig 3
that accepts not a symbol but entire automaton. In this case it
accepts itself. We can perceive this fact as a recursive jump to
the higher level. For an input string ”aaabbb”, our automaton
would have jumped twice into higher levels. We could see this

SUM

SEQ SEQ

’a’ ’b’ ’a’ ’b’
SUM

SEQ SEQ

’a’ ’b’ ’a’ ’b’
SUM

SEQ SEQ

’a’ ’b’ ’a’ ’b’
SUM

SEQ SEQ

’a’ ’b’ ’a’ ’b’

Fig. 2. Tree form of expression (13).

0 1
a

2
A

3b

b

Fig. 3. Context free automaton

as an automaton with infinite levels, as depicted in Fig 4. We
see, that those automata are equivalent to recursive transition
networks.

Final state on higher level does not always mean possible
string acceptance, it can just represent return from a recursion,
as depicted in Fig 4, where states 3 of all higher levels have
transition into state 2 of lower level. Acceptance of string is
achieved only in final states on base level. This does not mean,
that higher level final states are not allowed to have transitions
into final states of lower levels. In case like that, whole string
of symbols can be accepted at higher level and then sequence
of empty transitions into base final state will occur.

Consider following higher order expression written accord-
ing to our rules, labeled as B:

B → ba(Bb|(b)1) (14)

Closure in last symbol is parametrized and it designates zero
or one repetition. Automaton for expression (14) is depicted
in Fig 5. In this particular case see an example of higher order
nondeterminism.

Automaton itself is deterministic, if we look at it as residing
on one level, where B transition is just another symbol
transition. It is unfortunately not our case and B means

Fig. 4. Recursive infinite state automaton

0 1
b

2
a

3
B

4b

b

Fig. 5. Nondeterministic higher order state automaton
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recursion, where automaton accepts itself. Consider execution
where we are on non-zero level and are in the state 2. It is
the final state, so execution on current level can terminate and
we can return back. There is also a transition into the higher
level and a normal transition with the symbol b.

Therefore exactly three transitions are possible at this mo-
ment. And all three are accepting one symbol, b. Jumping into
the higher level causes jump into state 0 and here only b is
accepted. Returning one level down will get us into the state 3
and here b is only acceptable symbol as well.

Application of automata inside machine mind is a possible
solution for perceived reality acceptance, and as we have
shown, symbolized structures do not need necessary be simply
structured. The accepting part is but a small portion of a whole
concept of the machine mind. The more important part is to
deal with symbols and conceptualize them into the memory.
We will continue to use only simple regular expressions further
on for the sake of simplicity. Our focus is to get closer to
human comprehension of concepts as possible. In the next
section we will present the algorithm of abstract machine
mind evolution that satisfies conditions of symbolization and
conceptualization laid in previous sections.

VI. ABSTRACT LANGUAGE EVOLUTION ALGORITHM

Let the language a(ab)∗a be a result of conceptualization,
that is also a concept, since symbolization process was bound
to reality. This concept is composed of infinite amount of
sub-concepts, where each of them has its own meaning. The
most simple concept is aa that symbolizes meaning of two
uppercase letters AA. We can abstract from language seman-
tics, since it is defined by separate process of symbolization.
Therefore we can see them as simple regular expressions rather
than complex languages.

An algorithm for abstract language evolution is composed
of those eight steps:

1) Transformation of regular expression to metaexecutable
form of (meta)syntactic tree, considering priority and
associativity of metaoperations.

2) Selection of arguments terminal symbols and trans-
formation of each (sub)expression to the form of its
application to selected arguments.

3) Abstraction of each expression deriving the arity of
lambda abstraction from number of arguments, selected
in step 2. Elementary languages arise being still applied
in the tree.

4) Decomposition of elementary languages (elementary
language concepts). Elementary languages are dissolved
in associative memory represented by a list and applied
by the MATCH operation.

5) Abstraction of all applications (APP) to terminal sym-
bols, i.e. replacing them by abstract applications (APPA)
to lambda variables. The set of mutually applied abstract
languages is formed.

6) Compression - removal of multiple occurrences of the
same abstract languages, i.e. removal of redundancy of
elementary languages.

7) Filtration - removal of sets of pointers to redundant
languages. Manipulation phase.

8) The machine mind language extraction.
The sequential separation of steps is useful for the method-
ological purposes and also for verification of evolution on a se-
quential computer. But it can be noticed that sequential steps
are executable potentially in parallel as pipelined processes.

VII. ALGORITHM IMPLEMENTATION USING HASKELL

In the Haskell implementation, meta-operations of sequence
and transitive closure used in abstract concept a(ab)∗a as well
as sum (|) meta-operation were used. This allows us to apply
the algorithm to the abstract language concept a(b)∗|c as an
input sample.

Each elementary language is in supercombinator form,
i.e. lambda abstraction (LAM n e), where n represents
lambda variables x1, . . . , xn and e is a meta-expression. Meta-
expression e in the form VAR 1 represents lambda variable
x1, otherwise it is the application of binary sequence metaop-
eration (SEQ), unary transitive closure metaoperation (CLS),
and n-nary sum metaoperation (SUM), all being applied to
the applications of elementary languages. These applications
(APPA (MATCH k) [x1, . . . , xm]) apply k-th elementary lan-
guage of arity m to bound lambda variables. By other words,
k-th elementary language is a supercombinator, which can
be accessed to be applied in a highly distributed associative
memory of mind by operation (MATCH k) .

VIII. ALGORITHM VERIFICATION

We obtain the abstract language concept a(b)∗|c represented
in the machine mind by five elementary languages L in
supercombinator form (15).

L = {L0, L1, L2, L3, L4}
L0 = λx1.x1

L1 = λx1.L0 x1

L2 = λx1.(L0 x1)
∗

L3 = λx1.λx2.L1 x1 + L2 x2

L4 = λx1.λx2.λx3.(L3 x1 x2|L0 x3)

(15)

Each of elementary languages is applied to admissible
abstract symbols, that sets have been derived in the algorithmic
evolution. All possible applications (16) represent all meaning-
ful sub-concepts acquired by the most complex input concept.

L0 a, L0 b, L0 c

L1 a

L2 b

L3 a b

L4 a b c

(16)

For example, we can verify that the applications of identity
supercombinator L0 yields concepts a, b, and c, that represent
facts, and the application of supercombinator L4, see (17),
yields the most complex concept a(b)∗|c.

L4 a b c = a(b)∗|c (17)
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Abstraction in the process of conceptualization significantly
decreases the amount of elementary supercombinators of the
machine mind. For example, abstract concept a(ab)∗a, i.e.
a(ab)ka would be represented by 6 supercombinators, for
each k ≥ 0. But if the algorithm is applied to non-abstracted
concept (such as aabababa), the amount of supercombinators
grows linearly (2k + 3 for k ≥ 0, i.e. 9 supercombinators for
aabababa).

Summarization of structurally identical concepts yields no
change of supercombinator form of languages L, just that
amount of their arguments is increased. For example, (18)
holds.

L(a(ab)∗a|c(cd)∗c) = L(a(ab)∗a|c(cd)∗c|e(ef)∗e) (18)

Considering well abstracted conceptualization of large amount
of symbols on input, we can await that the amount of appli-
cation bindings exceeds the amount of elementary languages
rapidly, preserving non-redundancy of the set of elementary
languages.

IX. RECOGNITION BY APPLICATIVE AUTOMATA

As can be seen, derived elementary languages are defined
by regular expressions in that a single meta-operation is ap-
plied to elementary languages applications, instead of terminal
symbols. Let us remind that:

L4 a b c = a(ab)∗c

In the first step of meta-computation we get:

L4 a b c ⇒ L3 a b |L0 c = A |B
Then it is not necessary to recognize concrete sub-concept
belonging to a(ab)∗a by generation of DFA for a(ab)∗a,
but it is sufficient to derive the applicative DFA for regular
expression A|B, where terminal symbol A represents the set
of final states of applicative DFA for (L3 a b) and terminal
symbol B represents the set of final states of applicative DFA
for application (L0 c).

Considering (15), the number of applications commonly
highly exceeds the number of elementary languages. That
is why we can formulate the hypothesis on saturation of
the machine mind, which can be realized as slowing-down
expansion of set the L with each new concept on input.
Multiple occurrences of terminal symbols in arguments in (16)
are of less importance, since they physically do not exist,
because they represent just interconnections to reality records.

X. CONCLUSION

The main advantage of internal machines supercombinator
form is addition of automatic conceptualization criterion. It is
the minimal count of elementary languages, which themselves
are supercombinators as well. Internal language of a mind does
not expand with ongoing stream of symbols on input. It is
common knowledge that almost everything is new for a little
child but an adult hardly finds something new that he hasn’t
heard or seen. In order for learnable machine to communicate
with human, it needs to work on similar thought principles.

This thinking is language oriented. If this principle is present,
it can then absorb reality, symbolize it and based on abstraction
it can create concepts in form of internal languages of a mind.

Our position isn’t that supercombinator form is the only
form able to represent internal language of mind. It is but
an algorithmic realization of a possible way not to store
anything multiplicity inside mind but to remember everything.
Our supercombinator form has future applications possibilities
despite the fact that each of cognition steps could look
differently, if someone else performed it. Experiment with
higher order expressions shows us that our future work may
be involved in other forms of grammars.

We do not think the machine mind evolution is based just
on regular expressions, as presented in this paper. But using
this simplest case we were able to introduce the principle
of applicative automata for output communication. Clearly,
machines should be active in communication, i.e. able to
formulate the questions.

Derived language of the machine mind consists of ele-
mentary languages, such that each of them can be fetched
associatively by matching. An interesting structural similarity
between the machine mind and neural brain network can be
noticed. Both mind meta-operations and brain neurons are the
nodes and both mind applications and brain synapses are arcs
of a graph. However, in our opinion, no bidirectional relation
between brain and mind can be deduced from mentioned
structural similarity.

REFERENCES
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[4] J. Kollár and E. Pietriková, “Genetic evolution of programs,” Central
European Journal of Computer Science, vol. 4, no. 3, pp. 160–170,
2014.

[5] F. Javed, M. Mernik, B. R. Bryant, and A. Sprague, “An unsupervised
incremental learning algorithm for domain-specific language develop-
ment,” Applied Artificial Intelligence, vol. 22, no. 7-8, pp. 707–729,
2008.

[6] M. O’neill, C. Ryan, M. Keijzer, and M. Cattolico, “Crossover in
grammatical evolution,” Genetic programming and evolvable machines,
vol. 4, no. 1, pp. 67–93, 2003.

[7] C. Renfrew, Prehistory: the making of the human mind. Random House
Digital, Inc., 2009, vol. 30.

[8] P. Gärdenfors, “Symbolic, conceptual and subconceptual representa-
tions,” in Human and Machine Perception. Springer, 1997, pp. 255–270.

[9] M. Pater and D. E. Popescu, “Multi-level database mining using afopt
data structure and adaptive support constrains.” International Journal of
Computers, Communications & Control, vol. 3, no. 3, 2008.

[10] N. Chomsky, Syntactic structures. Walter de Gruyter, 2002.
[11] J. Kollár, “Formal processing of informal meaning by abstract interpre-

tation,” Smart Digital Futures 2014, vol. 262, p. 122, 2014.
[12] R. Smith, C. Estan, S. Jha, and S. Kong, “Deflating the big bang: fast and

scalable deep packet inspection with extended finite automata,” in ACM
SIGCOMM Computer Communication Review, vol. 38, no. 4. ACM,
2008, pp. 207–218.

[13] J. L. Peterson, Petri net theory and the modeling of systems. Prentice-
hall Englewood Cliffs (NJ), 1981, vol. 132.

990 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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∗Warsaw University of Technology, Poland
Email:{nassima, smialek}@iem.pw.edu.pl

†University of Sciences and Technologies of Oran-Mohamed Boudiaf-, Algeria
Email:{nassima.yamounikhelifi, rachida.mekki}@univ-usto.dz

Abstract—Automatic processing of requirements (e.g. to gen-
erate code) remains a challenge in contemporary software de-
velopment. Requirements are still treated as secondary artifacts
by software developers, as they are written in natural languages
which causes ambiguity. In this paper, we present an approach
to generate working code from requirements through applying
precisely formulated domain models. As the source, we use the
Requirements Specification Language (RSL) which is a precise
constrained language, based on a central domain model composed
of domain notions. These notions are linked from use case
scenarios and create a form of a ‘wiki’. Notions are graphically
visualized in RSL, and resemble UML classes with attributes.
Notions can be used in phrases that can represent various
operations used within use case scenarios. In our approach we
introduce model transformation algorithms that allow to generate
database access code associated with operations to persist (store,
retrieve) data in a database system. To focus our work, we
present code generated for Hibernate which is an object relational
mapping framework.

Index Terms—model-driven requirements engineering, model
transformations, database access, metamodelling

I. INTRODUCTION AND BACKGROUND

TYPICAL requirements specifications in contemporary
software projects use natural language, possibly with

some elements of modelling. This poses a significant challenge
for approaches to automate the process of turning requirements
into working code. A prominent field of research that aims
at changing this situation is Model-Driven Requirements
Engineering (MDRE) [1]. In MDRE, requirements are
expressed as models, often by using the Unified Modelling
Language (UML) [2]. Such models are intended to be
comprehensible to both software developers and end-users.
This comprehension is most often assured by introducing
a comprehensive vocabulary of the problem domain in the
form of a domain model. This allows to use the techniques of
domain engineering [3]. Most often, UML class diagrams are
used. Classes represent domain objects (noun phrases) with
associated atomic attributes (also nouns) and operations (verb
phrases). What is more, class models can define relationships
between domain objects (notions), thus allowing to build a
certain semantic network of related notions.

Still, UML does not offer any means to associate domain
models with the remaining models and it has no precise syntax
for textual elements like scenarios. Thus, in this paper we will
use a language dedicated to formulating precise requirements

models, called the the Requirements Specification Language
(RSL) [4], [5]. The syntax of RSL is defined through a meta-
model using the Meta-Object Facility (MOF) meta-language
[6]. An important feature of RSL is that it introduces precise
(hyper-)linking of domain models within textually expressed
requirements units.

To link textual requirements with domain models, we need
to represent requirements by using notions from the domain
model in a consistent way [7]. This means – for instance –
that use case [8] scenarios should be composed of links to
domain model elements – noun phrases and verb phrases,
contained in a central domain model. In RSL, this is done
very consistently: all the scenario sentences are in fact links
to phrases contained in the domain model. This makes the
whole RSL-based specification resemble a ‘wiki’ system (see
Fig. 8 for an illustration) with consistent use of hyperlinks to
specific vocabulary notions.

This consistency of RSL allowed Śmiałek et al. [9], [10],
[11] to formulate formal translational rules for generating code
from requirements models (use cases and their scenarios) down
to UML design models and Java code. The resulting code
follows the Model-View-Presenter (MVP) [12] architectural
pattern. The rules focus on generating full code for the View
and the Presenter layers, and method stubs for the Model
layer. They also permit to generate Data Transfer Objects,
that facilitate control flow between the three layers. Unlike
for other approaches in MDRE, these rules allow for a fully
automatic translation from high-level requirements models
(use cases, scenarios, domain vocabularies) down to fully
operational code.

The above approach with RSL still lacks rules for generating
code associated with persistence operations at the Model layer.
Thus, in the current work, we concentrate on defining and
implementing rules for generating database access code that
is responsible for processing and persisting data. We want this
code to be consistent with that for the View and Presenter
layers as introduced in the previous paragraph. For this, we
will use the Hibernate framework [13] which is an Object
Relational Mapping (ORM) that allows for mapping Java
Classes (DTOs) to database tables, and for managing data with
the Data Access Object (DAO) design pattern [14]. We give
rules to generate general Create/Read/Update/Delete (CRUD)
operations for persisting Java objects in database tables.

In the following sections we introduce our approach which
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is consistent with typical model transformation approaches of
Model-Driven Software Development [15], [16]. In Section II
we briefly present the domain vocabulary part of RSL which is
the source language for our transformations. In Section III we
present the transformation itself: selected rules and algorithms
that implement them. The rules define the translation from
RSL to UML with inserted operational Java code. The algo-
rithms are expressed in a graphical transformation language
called MOLA (MOdel Transformation LAnguage) [17], [18].
The last section presents conclusions stemming from imple-
menting the presented algorithms within the RSL environment
called ReDSeeDS [19] and using a UML tool (Enterprise
Architect - EA, from Sparx Systems, sparxsystems.eu) to
visualise the generated UML models and to generate the final
Java code.

II. REQUIREMENTS SPECIFICATION LANGUAGE:
OVERVIEW OF THE DOMAIN NOTIONS PART

Requirements Specification Language (RSL) is a semi-
formal language for specifying precise requirements [5], [20].
The fundamental idea behind RSL is separation of concerns:
separating description of the system’s application behavior
and the description of the system’s problem domain. The
behavior of the system is described with use cases and their
textual scenarios written in constrained natural language. The
domain specification is defined using notions (words). Phrases
in scenario sentences constitute the application logic, and are
linked to notions that constitute the domain logic. Notions
can be composed of both “nouns” and “verbs”.

The RSL’s grammar is defined formally through a meta-
model written in MOF which is standardized by the Object
Management Group (OMG, www.omg.org) [6]. The primary
goal of MOF is to allow metamodels to be defined using basic
class model syntax (classes with attributes and relationships).
The full description of RSL consists of the abstract syntax (i.e.
the metamodel), the concrete syntax (definitions of visual lan-
guage elements), and informally specified semantics (natural
language descriptions similar to those in the UML specifica-
tion [21]). It can be found in a comprehensive report from the
ReDSeeDS project [4] which uses the ‘Complete’ (CMOF)
dialect of MOF. A variant that uses the ‘Essential’ dialect
of MOF (EMOF) is presented in the book by Śmiałek and
Nowakowski [11]. The book also presents a comprehensive
approach to defining RSL’s semantics in a formal, translational
way.

Figure 1 presents a small excerpt from the RSL metamodel
pertaining to notions and their relationships. As we can notice,
in contrast to UML, Notions contain notionAttributes that are
also Notions. Attributes can be distinguished from regular
notions by their possession of an AttributeDataType. The
possible data types include:

• “text”: string-like textual description;
• “number”: an integer number;
• “floating number”: a number with a possible decimal;
• “truefalse”: a boolean value;
• “date”: a value containing date or time;

Fig. 1. Part of the RSL’s metamodel for notions and their relationships

It can be noted that to represent requirements for software
we need to define domain elements in two areas: 1) the prob-
lem (business) domain, and 2) the application domain. The
problem domain is the actual reality that the software supports.
It is stable and quite independent from the application to be
built and changes when the reality changes. The application
domain changes when the application changes and contains
various parameters and user interface elements.

Here we will concentrate on the the problem domain that
consists of domain notions (e.g. “book”, “publisher”, “au-
thor”...etc), and their attributes (e.g. “title”, “name”, “address”
..etc.). The concrete notation for domain notions in RSL is
similar to that found in UML class models. An example is
shown in Figure 2. The basic type of Notion in RSL is
the “Concept”. Graphically, it resembles a UML class. The
second type of Notion is the “Attribute”. We can notice that
unlike in UML, attributes are not contained graphically in the
“Concepts”. This is a feature of RSL that facilitates sharing
attributes between various notions, especially of the ‘view’
type (see below).

Concepts and attributes are presented as rectangles adorned
with appropriate tags. Attribute elements additionally contain
information about the data type included in brackets. We
should note that the data types are not limited and can be
easily extended in the metamodel, depending on the problem
domain (e.g. with sound, graphics, etc.), but should be defined
in advance prior to developing a transformation.

Other notion types in RSL are called “Data views” and are
divided into two kinds: “Simple data view”, and “List data
view”. Data views point to sets of attributes. “Simple data
views” serve to present single instances of combined attributes.
“List data views”, are used to present lists, containing many
instances. “Data views” and other RSL elements are not treated
in detail in this paper, for more details please refer to the book
by Śmiałek an Nowakowski [11].
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Fig. 2. Example of notions and their relationships in RSL’s concrete notation

The different types of domain elements are connected
by “relationships”. The first kind of relationship is denoted
similarly to associations in UML. It relates two concepts, and
can have multiplicities. The second type of relationship is
containment of attributes within concepts, where the diamond
is placed on the concept side. The notation of containment
relationship is also taken from UML and resembles aggrega-
tions.

In RSL, we can define all kinds of problem domains
(e.g. Physics, Aeronautic, Finance, etc.). Figure 2 illustrates
an example of RSL model for the “Library Management”
problem domain. In this domain we have four elementary
concepts: book, author, publisher and reviewers. Each concept
can hold a number of attributes (shown via the containment
relationship). For example, the “book” concept has attributes
like: ISBN, title, number of pages, issue date, etc. The four
concepts are connected via associations, that have appropriate
multiplicities (one-to-many, many-to-one, many-to-many, ...
etc.).

III. GENERATING DATABASE ACCESS CODE FROM RSL

This section consists of two parts. In the first part we intro-
duce selected transformation rules that constitute translational
semantics for RSL’s domain vocabulary constructs, where the
target languages are UML and Java. In the second part we
present algorithms expressed in MOLA that implement these
transformation rules.

A. Transformation Rules

In order to generate database access code from RSL we
need to explain its semantics concerning this aspect. For this,
we will use a pragmatic translational approach [22], which
is based on translating a “Source language” to a “Target
language” which has already well-defined semantics [23], [24].
In our case, the source language is “RSL”, and the target
languages are “UML” and “Java”. The reason behind choosing
Java and UML as target languages, is that they are widely used
and understood by a large community of software developers.

We will define a set of translation rules to generate data
base access code from RSL domain models. For this, we will
use the Data Access Object (DAO) design pattern [14], that
implements the access mechanism required to work with the
data source (e.g. Relational Database Management Systems
like: MySQL, Oracle, PostgreSQL, etc.). We will apply this
pattern in the context of the Hibernate framework, which
is an open source Object-Relational-Mapping (ORM) that
allows for persisting and storing data in a database [13],
via CRUD (Create/Read/Update/Delete) operations within the
DAO classes.

Hibernate maps Java persistent classes to database tables,
and from Java data types to SQL data types, and provides
data query and retrieval facilities. The Java persistent classes
are Data Transfer Objects (DTOs) [25] or POJOs (Plain Old
Java Objects). Hibernate uses XML files for mapping Java
classes into tables, which are: Hibernate Configuration file,
and Hibernate Mapping files. The Hibernate Configuration file
contains all the required information related to the database,
and other related parameters. The Hibernate Mapping files
should be generated for each DTO class, and should contain
information related to associations between database tables.

In the following, we will present two translation rules
that defines semantics of RSL domain models in terms of
DAO classes, and Hibernate classes. Other rules, that allow
to generate Data Transfer objects and configuration files are
out of scope of this work.

• Rule R1: Every “Concept” in the RSL domain model
is translated into a DAO class. The name of the class is
derived from the Concept’s name and concatened with
the “DAO” string. Each class contains four operations:
“Create”, “Read”, “Update”, and “Delete”, plus the “com-
mon” operation. The operations’ names are derived from
the name of one the CRUD operations, concatenated
with the name of the “Concept”. Figure 3 provides a
description of Rule R1. In this example we can see that
the “book” concept in RSL, is first translated into a UML
class named “BookDAO” with four CRUD operations
(createBook, readBook, updateBook, and deleteBook),
plus the “common” operation. The UML class is then
translated into a “BookDAO” Java class. The “common”
operation (lines 11-17) initialises various variables re-
quired by Hibernate. In lines 19-26, we show a fragment
of code for the “readBook” operation, which takes two
parameters as input: the Class (i.e. the DTO class) and
the identifier (ID), and reads the proper object using the
“load” method of the ‘session’ object.
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Fig. 3. Generation of the “BookDAO” class with CRUD operations

• Rule R2: Every “Concept” with its attributes in the RSL
domain model is translated into a mapping class. The
class’ name is derived from the concept’s name. Each
mapping class contains a constructor with a parameter,
and the “mapping” operation. Rule R2 is illustrated in
Figure 4. The example shows a fragment of the code for
the “mapping” operation. This operation is responsible
for mapping of the Book class into the book table which
exists already in a database, this table of course has a
unique identifier (ID). Each attribute is mapped into a
column in a database table (see lines 27-31).

B. Transformation Algorithm

The presented rules define the expected outcome of a
transformation from RSL’s domain models to database access
code. To implement these rules, we have developed appro-
priate transformation algorithms. Here we introduce them by
using MOLA, a language dedicated to model transformations,
developed at the University of Latvia [17], [18]. The MOLA
notation is graphical, as illustrated in Figures 5-7 and is based

Fig. 4. Generation of Hibernate mapping code for the ”Book” concept

on graph-grammar rules that are defined in the context of UML
activity diagrams.

MOLA is a procedural language, and Figure 5 shows a
sequence of 6 procedure calls. This forms the main procedure
of our algorithm. After cleaning-up the target model, the
procedure creates a general package structure. Then, it creates
appropriate Data Transfer Objects and Data Access Objects.
Finally, it generates Hibernate mappings and configuration
files.

In this current short introduction to the transformation
algorithm we will concentrate on creating the DAOs (cf. Rule
1 in the previous section). The appropriate procedure for
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Fig. 5. Main steps of the algorithm expressed in MOLA

Fig. 6. Procedure for creating DAOs (“CreateDAO”) expressed in MOLA

Fig. 7. MOLA rule for “SpecificRead” operation

implementing this is presented in Figure 6. The procedure
iterates over all the Notion objects (refer to Figure 1) found
in the source model (see the object ‘n:Notion’ in the top-
left of the figure). Note that in MOLA, loops are represented
by rectangles with thick borders which encompass all the
actions to be performed within them. For each notion, the loop
determines the notion’s type, and if it is of type ‘concept’ it
creates a new Class type object (see ‘cl: Class’). This object
is placed inside an existing Package (see ‘p:Package’) named
‘DAO’. Additionally, the newly created class is related through
a realisation relationship to a DAO interface object and through
a mapping relationship (see ‘isalloc:IsAllocatedTo’) – to the
original notion object. It is also completed by generating some
relations to other elements that allow for importing certain
elements specific to the Hibernate framework.

The main loop concludes by generating four CRUD op-
erations within the new class. One of these procedures is
illustrated in Figure 7. This procedure takes two parameters
as input – the class and its name. In the class it creates
an operation (see ‘op:Operation’ with two parameters (see
‘id:Parameter’ and ‘clazz:Parameter). As we can see, the main
MOLA rule presented in Figure 7 shows a configuration of
5 objects to be created (one operation, two parameters and
two primitive types). This configuration is consistent with
the UML’s metamodel which can be found in its official
specification [21].

Note that the generated operation matches code illustrated
in line 19 in Figure 3. In addition, by using a simple text
processing statement (see ‘utl_AddOperationCode’), the pro-
cedure appends the method of the operation with the code like
in lines 20-24 in the same figure.
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Fig. 8. Linking domain elements from scenarios

IV. CONCLUSION AND FUTURE WORK

To validate the presented approach we have implemented
the above introduced algorithm within the framework of the
the ReDSeeDS (Requirements-Driven Software Development
System) tool suite [19] (see: www.redseeds.eu). The tool
offers a full Model-Driven Software Development (MDSD)
life cycle: i.e. from requirements to UML models down to
Java code. In our application, the source RSL domain model
with its notions were specified using the ReDseeDS editor
(see Fig. 2). After writing and testing the transformation
rules using the MOLA environment (see: mola.mii.lu.lv) we
have integrated them into the ReDSeeDS tool. The MOLA
transformation has been compiled and made available within
the ReDSeeDS transformation menu. More details about this
integration process can be found in the book by Śmiałek
and Nowakowski [11]. The transformations generate UML
classes with embedded method code. These UML classes are
then handled by the UML tool (Enterprise Architect) and its
standard code generator, to produce Java code.

The resulting transformation from RSL to Hibernate ORM
produced good quality, consistent code that could be used
directly to implement the data access layer. In current work we
did not approach at generating the database tables, but it can
be noted that our solution shows that a complete persistence
layer could be generated automatically from domain models
in RSL. This is an interesting research direction and we treat
this as future work.

Moreover, our future work will also include integration of
the persistence layer within the Model-View-Presenter (MVP)
[12] architectural pattern. The upper layers (View and Presen-
ter) of a complete software system can be fully generated from
RSL models as shown by Śmiałek et al. [10], [11], [26]. This
approach does not generate any contents of the Model layer.
However, we can approach at generating meaningful code for
the CRUD operations. Such operations are used frequently
in RSL scenarios, as illustrated in Figure 8. Links between
scenario sentences (e.g. ‘System saves book data’) and domain
statements (e.g. ‘save book data’) can be transformed into
calls from the Presenter layer to the Model layer. The RSL
environment allows for determining the type of operation (e.g.
Create or Update) and thus appropriate database access code
can be provided in proper places.
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Abstract—Context: Developers possess mental models contain-
ing information far beyond what is explicitly captured in the
source code. Objectives: We investigate the possibility to use
source code annotations to capture parts of the developers’
mental models and later reuse them by other programmers
during program comprehension and maintenance. Method: We
performed two studies and a controlled experiment. Results:
Developers’ mental models overlap and thus can be shared.
Possible use cases of shared annotations are hypotheses con-
firmation, feature location, obtaining new knowledge, finding
relationships and maintenance notes. In the experiment, the
presence of annotations reduced program comprehension and
maintenance time by 34%. Conclusion: Annotations are a viable
way to share programmers’ thoughts.

I. INTRODUCTION

WHEN programmers develop a new program, they con-
tinuously create a mental model, which is a repre-

sentation of the program in their mind. They try to express
the mental model in the programming language constructions.
However, not all parts of the mental model are transferred into
the source code and some details are lost.

A. Motivation

For example, in small parts of a large information system,
we can be forced to deal with a character encoding different
than in the rest of the system because of the legacy library
limitations.

Later, during the program maintenance phase, developers
make a tremendous effort to recover such types of information
from the source code [2]. However, they rarely persist their
findings [3] and the situation occurs again and again.

We could record the information about the encoding
from the aforementioned example in a form of a Java
annotation @Encoding("win-1250", reason="myOldLib

2.4") above all affected classes or methods. It would be later
possible to use the IDE (integrated development environment)
searching capabilities on the given annotation to find all
methods where this encoding is used if an encoding-related

This work was supported by VEGA Grant No. 1/0341/13 Principles
and methods of automated abstraction of computer languages and software
development based on the semantic enrichment caused by communication.
The first two research questions are also elaborated in the second author’s
PhD thesis [1].

bug is reported or refactoring is planned to replace the legacy
library.

B. Aim

The purpose of this paper is to investigate the viability of
annotations as a medium to share parts of developers’ mental
models.

Hypothesis: Annotations created by one group of devel-
opers are useful for comprehension and maintenance tasks
performed by other developers.

We formulate the research questions as follows:
• RQ1: Do programmers’ mental models overlap?
• RQ2: How do developers use shared annotations when

they are available?
• RQ3: Does using annotations created by others improve

program comprehension and maintenance correctness,
time and confidence?

To answer each of the questions, we used an appropriate
empirical research methodology [4].

II. CONCERN ANNOTATIONS

Before describing the studies, we briefly introduce the
notion of concerns and their kinds.

A. Basic Concepts

A concern can be characterized as a developer’s intent of a
particular piece of code: What should this code accomplish?
How would I tersely characterize it? Is there something special
about it? Some concerns can be obvious by looking at the
code itself (chiefly from names of the identifiers), but many
concerns are hidden.

A concern is similar to an aspect in aspect-oriented pro-
gramming. In contrast to aspects, concerns can overlap –
one piece of code can belong to multiple concerns [5]. This
complicates the situation: We cannot simply name all classes
and methods according to their concerns since one identifier
can have only one name. Thus, we can also look at concerns
as alternative names for identifiers.

It is possible for a class or method in Java to have more than
one annotation. Therefore, source code annotations (attributes
in C# terminology) are an ideal candidate to implement
concerns.
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For each distinct concern, we recommend to create one Java
annotation type. For example, we can create an annotation type
@Persistence which tells us the code marked with it fulfills
the task of persistent storage of objects.

Subsequently, in our imaginary program, we could mark
the methods like FileDialog.open(), Note.load(),
Note.save() and a class FileFormat with it. We will call
them annotation occurrences.

At the same time, the first of the mentioned methods could
be also annotated with the @GUI concern, as it presents a GUI
(graphical user interface) dialog to a user.

Compared to traditional source code comments, concern
annotations are more formal. We can use standard IDE features
like navigating to the declaration, usages searching, refactoring
[6] and other on them.

Concern annotations can have parameters to further specify
their properties. They may be also commented by natural
language comments if needed.

B. Kinds of Concern Annotations

Domain annotations document concepts and features of the
application (problem) domain. For example, all source code
elements representing the feature of filtering a list of items
can be marked with an annotation @Filtering. Similarly, all
code related to bibliographic citations could be annotated by
@Citing.

Design annotations document design and implementation
decisions like design patterns, e.g., @Observer.

Maintenance annotations are intended to replace the tra-
ditional TODO and related comments. An example is the
@Unused annotation for parts of code not used in a project
at all.

III. MENTAL MODEL OVERLAPPING

Our first goal is to find out whether at least some of the
concerns recognized by one programmer can be recognized by
other developers. If so, then the mental model of one developer
at least partially overlaps with the other persons’ mental
model. This is a necessary condition for concern annotation
sharing to be useful.

A. Method

We asked multiple programmers to independently annotate
the source code of an existing program. Then we measured to
what extent their annotations overlap.

1) Materials: For this and subsequent studies, we used
EasyNotes1 – a desktop application for bibliographic note-
taking. It is a small-scale Java project consisting of around
2500 lines of code located in 33 classes. Except for scarce
source code comments, it has no documentation available.

1http://github.com/MilanNosal/easy-notes

TABLE I
THE NUMBER OF RECOGNIZED CONCERNS AND ANNOTATION

OCCURRENCES PER INDIVIDUAL SUBJECTS

Subject Concerns Occurrences

A 11 70

B 12 56

C 24 108

D 20 79

E 12 56

F 14 89

G 17 140

Total (distinct) 46 464

2) Participants: This study had 7 participants:
A a researcher and lecturer with PhD in Computer

Science,
B an industrial Java programmer,
C a postdoc and Java programmer,
D an associate professor with extensive Java experi-

ence,
E, F first-year PhD students,
G the author of EasyNotes.

None of the subjects, except for the author, had a previous
experience with EasyNotes. The activity was individual and
the participants were not allowed to interact during the exper-
iment.

3) Procedure: First, the participants were given the original
source code of EasyNotes without any annotations (commit
a299e64). They had an arbitrary amount of time available to
become familiar with the application both from an end-user
and programmer perspective.

Next, they were asked to create a custom annotation type for
each concern they recognized in the application and to mark
classes, member variables and methods with the annotations
they just created whenever they thought it was appropriate.

4) Analysis: Finally, we collected the modified projects and
analyzed them semi-automatically for an overlap in annotation
types and the use of the annotations on specific elements. A
manual intervention was necessary because some participants
used a slightly different name for the same concern – e.g.,
@Tags and @Tagging both represent the “tagging” concern.

B. Results

For each participant, a set of created concerns (annotation
types) was constructed. The number of concerns created by
individual participants ranged from 11 to 24 and the number
of annotation occurrences from 56 to 140 (see Table I).

1) Concern Sharing: We constructed a set of distinct con-
cerns, i.e., an union of all sets of the concerns recognized by
the participants. The size of this set, i.e., a number of distinct
concerns, is 46 (the Total row in Table I). More than a half
of them (26) was shared by at least two participants. We will
call them shared concerns. A list of all shared concerns is in
Table II.
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TABLE II
A LIST OF ALL SHARED CONCERNS IN EASYNOTES

Concern Shared by n
participants

Effective
agreement

1 Searching 6 61%

2 Note editing 5 60%

3 Note change observing 5 50%

4 Note presenting 5 21%

5 Unused code 4 67%

6 Tagging 4 64%

7 Persistence 4 41%

8 Links 4 39%

9 Note adding 4 38%

10 Data model 4 36%

11 Loading notes 4 35%

12 Saving notes 4 31%

13 GUI 4 26%

14 Note deleting 4 18%

15 UI-model mapping 4 4%

16 Filter implementation 3 18%

17 TODO 3 8%

18 Exceptions 2 100%

19 Utilities 2 50%

20 Model change watching 2 17%

21 Filters management 2 12%

22 Notes manipulation 2 8%

23 Questions about code 2 0%

24 Coding by convention 2 0%

25 BibTeX 2 0%

26 Domain entity 2 0%

2) Occurrence Sharing: Similarly, we constructed a set of
all distinct annotation occurrences with a total size of 464
(as noted in Table I). 128 of them were so-called shared
annotation occurrences which means they were shared by at
least two participants.

We define an effective agreement as the number of shared
annotation occurrences divided by the total number of annota-
tion occurrences. For our EasyNotes study, the overall effective
agreement was 27.59%. It is possible to see the values of
effective agreement for individual concerns in Table II. We
can consider the effective agreement of a specific concern its
quality indicator – to what extent multiple developers agree
about the mapping of this concern to source code elements.

3) Agreement between Participants: Fig. 1 shows the num-
ber of shared concerns between each pair of participants. We
can obtain interesting insights from this matrix. The subjects
A and D did not create any common annotation type in our
study – this could be an indication of a huge difference in
the mental models of these two people. In fact, D is a former
or current supervisor of all other participants except A. On
the other hand, G (the author of EasyNotes) shares the most
concerns with all other people. This could mean that the source
code author is the best annotator.
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Fig. 1. The number of shared concerns between individual subjects

A similar matrix was constructed for concern occurrences.
Qualitatively, it resembled the annotation type matrix.

C. Threats to Validity

1) Internal Validity: While some hypotheses were outlined
in this section, being an exploratory study [7], there is a need
to properly quantify and statistically confirm or reject them.
This suggest interesting future research directions.

2) External Validity: We performed the study only on a
small-scale Java project. The participants were all from the
same department which could affect their mental models. A
more extensive study should be conducted in the future.

D. Conclusion

We studied mental model overlapping, where parts of the
mental model were represented by source code annotations. In
our study, about

• 57% of all concerns
• and 28% of concern occurrences

were shared by at least two participants. This means there is
a potential in recording and subsequent reuse of these data.

IV. CONCERN ANNOTATIONS USE CASES

The goal of the second study is find out how third-party
developers (i.e., not the annotation authors) use the annotations
in the source code if they are available.

A. Method

We conducted an observational study.
1) Materials: We copied all annotation types shared by at

least two subjects (from the first study, see Table II for a
list) into the EasyNotes project. For each of these annotation
types, we merged all its occurrences (recognized by at least
one developer) into the project. The resulting source code was
manually edited for consistency by the EasyNotes author. It is
published as the commit f52872b.
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2) Participants: There were three participants:
K a first-year Computer Science PhD student,
L a masters degree student with a minor industrial

experience,
M a professional developer with 2 years of industrial

experience.
None of them had a previous knowledge of EasyNotes.

3) Procedure: First, all annotations were briefly introduced
by the EasyNotes author. The subjects were reminded about
common feature location possibilities of the NetBeans IDE.

Each participants was given the same task: To add a “note
rating” (one to five stars) feature to EasyNotes. The fulfillment
of this task required a modification of multiple application
layers – from the model to the user interface.

We used a think-aloud method [7], i.e., the participants were
kindly requested to comment their thoughts when compre-
hending the code.

B. Results

We will now look at typical use cases of concern annotations
during our study.

1) Confirming Hypotheses: The most common use of con-
cern annotations was to confirm hypotheses about the code.
For example, the participant K used the @NotesSaving

annotation to confirm that a particular piece of stream-writing
code actually saves notes.

2) Feature Location: In contrast to traditional comments, it
is possible to use the Find Usages feature on an annotation type
to find all concern occurrences. Our participants were finding
the occurrences of the “filtering”, “note adding”, “note saving”
concerns and others. This was considered helpful especially to
find if they did not forget to implement the necessary methods
for a particular aspect of the note rating feature.

3) Non-Obvious Concerns: The developers also used an-
notations to obtain new knowledge about the source code. For
instance, a UI (user interface) code contained a method used
both when adding a new note and when editing an existing
one. However, just a note editing concern was obvious from
a brief source code inspection. Only thanks to the concern
annotation @NoteAdding, the participant M noticed the code
is used for note adding, too.

4) Elements Relationship: The subjects noticed that if two
or more elements are marked with the same annotation type,
there is an implicit relationship between them. For instance,
when using the MVC (Model-View-Controller) design pattern,
the code in the model marked with a specific annotation is
linked with the UI code with the same annotation.

5) Maintenance Notes: The annotation @Unused marks
methods not used in the rest of the code. This helped the
participants to skip them when scanning the code and thus
save time.

C. Conclusion

1) Advantages: The participants stated that compared to
traditional natural language comments, annotations are much
shorter and thus easier to spot. They are also better structured

and usually less ambiguous. The ability to find all usages
of a particular concern through standard features present in
contemporary IDEs was also appreciated.

2) Disadvantages: The participant with an industrial expe-
rience (M) remarked there is a possible scaling problem. Even
in a small project like EasyNotes, 26 shared concerns were
identified. In large projects, where this number is expected to
grow, some sort of concern categorization would definitely be
needed. As Java annotations do not support inheritance, mark-
ing them with meta-annotations or sorting them to packages
are possible solutions.

V. THE EFFECT OF ANNOTATIONS ON PROGRAM
MAINTENANCE

We performed a controlled experiment to study the effect
of the annotated source code on program comprehension and
maintenance.

The guidelines to perform software engineering experiments
on human subjects [8] were used. To present our findings,
the experiment reporting guidelines [9] were followed. We
customized them to the specific needs of this experiment.

A. Hypothesis

Similar to Barišić et al. [10], we were interested in correct-
ness, time and confidence.

We hypothesize that the presence of concern annotations in
the source code improves program comprehension and main-
tenance correctness, time and confidence. Thus we formulate
the null and alternative hypotheses:

H1null: The correctness of the results of program compre-
hension and maintenance tasks on an annotated project = the
correctness on the same project without concern annotations.

H1alt: The correctness of the results of program compre-
hension and maintenance tasks on an annotated project > the
correctness on the same project without concern annotations.

H2null: Time to complete program comprehension and main-
tenance tasks on an annotated project = time to complete them
on the same project without concern annotations.

H2alt: Time to complete program comprehension and main-
tenance tasks on an annotated project < time to complete them
the same project without concern annotations.

H3null: Participants’ confidence of their answers to program
comprehension questions on an annotated project = their
confidence on the same project without concern annotations.

H3alt: Participants’ confidence of their answers to program
comprehension questions on an annotated project > their
confidence on the same project without concern annotations.

We will statistically test the hypotheses with a confidence
interval of 95% (α = 5%).

B. Variables

Now we will define independent variables, i.e., the factors
we control, and dependent variables – the outcomes we
measure.
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1) Independent Variables: There is only one independent
variable – the presence of concern annotations in the project.
It has a nominal scale which means there is a finite number
of possible values without any meaningful ordering [4]. The
levels (possible values) of this variable are: yes (“annotated”)
and no (“unannotated”).

2) Dependent Variables: The correctness was measured as
a number of correct answers (or correctly performed tasks)
divided by the total number of tasks (5). The tasks are not
weighted, each of them is worth one point. The assessment is
subjective – by a researcher.

The second dependent variable is the time to finish the tasks.
Its scale is of a ratio type since the ratio between two values
is meaningful [4]. Although it was technically measured with
millisecond precision, we will use the unit “minutes” rounded
to two decimal places in subsequent analysis. We are interested
mainly in the total time, i.e., a sum of times for all tasks.

Instead of measuring just time alone, it is possible to define
efficiency as a number of correct tasks and questions divided
by time. On one hand, efficiency depends on correctness,
which already is a dependent variable. On the other hand,
efficiency can deal with participants who fill the answers
randomly to finish quickly [11]. We decided to use efficiency
only as an auxiliary metric to make sure that time differences
are still significant even if the correctness is considered.

For each comprehension question, we also asked a subject
how confident (s)he was on a 3-point Likert scale: from Not
at all (1) to Absolutely (3). Since we asked a subject about the
confidence equally for each task, we consider it meaningful to
calculate the mean confidence, which is the third dependent
variable.

C. Experiment Design

1) Materials: Again, the EasyNotes project was used. This
time, we prepared two different versions:

• with shared concern annotations (as in the second study)
• and without annotations.
As the project was only scarcely commented, we deleted

all traditional source code comments from both versions to
remove a potential confounding factor. Only comments for
the annotation types themselves were left intact, as we regard
them as their integral part.

During this experiment, we used the NetBeans IDE.
2) Participants: We used 18 first-year master’s degree

Computer Science students as participants. Carver et al. [12]
recommend to integrate software engineering experiments
performed on students with teaching goals. We decided to
execute the experiment as a part of the Modeling and Gener-
ation of Software Architectures course, which contained Java
annotations in its curricula.

The course was attended by students focused not only
on software engineering, but also on other computer science
subfields. Inclusion criteria were set to select mainly students
with a prospective future career as professional programmers.
Additionally, as EasyNotes is a Java project, a sufficient Java
language knowledge was required.

The experiment was performed during three lessons in the
same week – the first time with four students, then 9 and
finally with the remaining 5 students. Each session lasted
approximately 1.5 hours. The study was executed in a separate
room, so the participants were not disturbed.

3) Design: When assigning the subjects to groups, we
applied a completely randomized design [4]. This means that
each group received only one treatment – either an annotated
or an unannotated program – and the assignment was random.
Each participant drew a piece of paper with a number on it.
Subjects with an odd number were assigned to the “annotated”
group, participants with an even number to the “unannotated”
one. Our design was thus balanced, with n=9 per group.

4) Instruments: To both guide the subjects and collect the
data, we designed an interactive web form2. All fields in the
form were mandatory, so the participants could not skip any
task.

We asked the subjects to install a NetBeans plugin, SSCE3.
Although it is not its primary feature, it provides an option
to record programming sessions – time elapsed, a list of open
files and NetBeans windows gaining the focus. Just before the
start of each task, a subject clicked the button to start a new
session, named after the task (e.g., “Filter”). Immediately after
the task was finished, (s)he clicked the button again to end the
session. The collected data were written to an XML file which
the participants uploaded to the web form at the end of the
experiment.

D. Procedure

1) Training: At the beginning of the experiment, the
users were given 5 minutes to familiarize themselves with
EasyNotes from an end-user perspective, without looking at
the source code. This provided them an overview of the
application domain and helped them to better understand their
subsequent tasks. Then, the session monitoring plugin was
briefly introduced.

A short presentation about concern annotations usage in the
NetBeans IDE followed. A researcher presented how to show
a list of all available concerns, how to use the Find Usages
feature on an annotation type and how to navigate from the
annotation occurrence to an annotation type.

Just before each of the two maintenance tasks, the researcher
presented the participants a running application with the
required feature already implemented. This had two positive
effects:

• It significantly lowered the task ambiguity. While a
natural-language description was available in the web
form during the tasks, seeing the finished application gave
the participants greater confidence, so almost nobody
asked unnecessary questions.

• We consider this a replacement for unit tests. As GUI
code is notoriously difficult to test [13], we decided
not implement the test code. At the same time, the

2http://www.jotformeu.com/sulir/sharing-annotations
3http://github.com/MilanNosal/sieve-source-code-editor
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researcher’s discretion about the task correctness was not
indispensable during the experiment. Students just knew
they finished the task when their application did the same
thing as we had showed them.

In addition, the participants later uploaded their modified
version of the source code to the web form. This way, potential
disputes could be resolved without time stress.

2) Tasks: The experiment comprised of:
• one additive maintenance task (we will name it Filter),
• three program comprehension questions (Test),
• one corrective maintenance task (Cite),

in that order.
The tasks were formulated as follows:
Filter In a running EasyNotes application, load the sample

notes and look at the searching feature (the down-
right part of the window). Try how searching in
the note text works (the option “Search in”: “text”).
Your task will be to add a filter to the EasyNotes
application, which will search in the notes title (the
option “title”).

Cite In the EasyNotes application, there is a field “Cite
as:” (the down-right window part). Currently, it dis-
plays information in the form: somePubID where
somePubID is the value of the “PubID:” field.
Your task is to modify the program so the “Cite
as:” field will display information in the form:
\cite{somePubID}.

Both tasks were simple, although the Filter task was slightly
more complex than the latter. It required the creation of a new
class with approximately 15 lines of code, whereas the Cite
task could be accomplished by modifying just one source code
line.

The questions asked in the Test about program comprehen-
sion were:

Q1 What does the runDirMenuItemActionPerformed
in the class easynotes.swingui.EasyNotesFrame
do?

Q2 How is the class easynotes.model.abstract-

Model.UTFStringComparator used in the EasyN-
otes project?

Q3 What method/s (and in which class) do perform note
deleting?

3) Demographic Data Collection: At the end of the exper-
iment, the form contained three demographic questions about
the subjects’ abilities:

• a general programming experience,
• their experience with Java, annotations and NetBeans
• and their English level.

Each question had possible answers on a 5-point Likert scale:
from Beginner to Expert. We did not perform any specialized
tests to measure programming experience, as a subjective
opinion is good enough [14].

4) Debriefing: We also included a question asking to what
extent did the subjects use annotations when comprehending
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Fig. 2. The ratio of correct answers for each group.

the code. Possible answers ranged from Never to Always on
a 5-point Likert scale. Finally, the form also contained a free-
form question where the participants could describe how the
annotations helped them in their own words.

E. Results

The measured values and their summary is presented in
Table III. To analyze the results, we used the R scripting
language, auxiliary Ruby scripts and spreadsheets.

Each specific hypothesis considers one independent variable
on a nominal scale with two levels (annotated, unannotated)
and one dependent variable (either correctness, time or confi-
dence). For each dependent variable, we displayed the values
on a histogram and a normal Q-Q plot. None of the variables
looked normally distributed, so we used the Mann-Whitney U
test as a statistical test for our hypotheses.

1) Correctness: The median of correctness for both the
“annotated” and “unannotated” group was 80%. Except for a
few outliers, all subjects answered exactly 4 out of 5 questions
correctly. See Fig. 2 for a plot.

The computed p-value (roughly speaking, the probability
that we obtained the data by chance) is 0.3898, which is
more than 0.05 (our significance level). This means we accept
H1null. We did not prove that the presence of annotations has
a positive effect on program comprehension and maintenance
correctness.

As we can see in Table III (column Correctness), the most
difficult question was Q2. Only two participants answered
it correctly – both from the “annotated” group. The class
of interest was not used in EasyNotes at all. This fact was
noticeable by looking at the @Unused annotation.
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TABLE III
THE EXPERIMENT RESULTS FOR INDIVIDUAL SUBJECTS

The “annotated” group

ID
Correctness [true/false] Time [min] Efficiency

[tasks/min]
Confidence [1-3]

Files Annotations
useful? [1-5]Filter Cite Q1 Q2 Q3 Total Filter Cite Test Total Q1 Q2 Q3 Mean

1 1 1 1 0 1 80% 12.03 3.00 13.96 28.99 0.14 1 2 3 2.00 19 1

3 1 1 0 0 0 40% 5.23 2.81 11.13 19.17 0.10 3 2 3 2.67 10 3

5 1 1 1 1 1 100% 17.43 3.93 6.71 28.07 0.18 3 3 3 3.00 18 4

7 1 1 1 1 1 100% 7.79 1.43 11.85 21.07 0.24 3 3 3 3.00 10 4

9 1 1 1 0 1 80% 6.72 5.86 3.87 16.45 0.24 3 3 2 2.67 20 2

11 1 1 1 0 1 80% 8.41 4.58 4.32 17.31 0.23 3 3 3 3.00 13 4

13 1 1 0 0 1 60% 20.97 3.48 8.80 33.25 0.09 3 2 3 2.67 11 3

15 1 1 1 0 1 80% 4.64 1.91 5.22 11.77 0.34 2 2 3 2.33 11 2

17 1 1 1 0 1 80% 25.08 6.38 6.99 38.45 0.10 2 2 3 2.33 16 4

Median 1 1 1 0 1 80% 8.41 3.48 6.99 21.07 0.18 3 2 3 2.67 13 3
Std.dev. - - - - - 18.56% 7.41 1.67 3.57 8.80 0.08 - - - 0.35 4.06 -

The “unannotated” group

ID
Correctness [true/false] Time [min] Efficiency

[tasks/min]
Confidence [1-3]

Files Annotations
useful? [1-5]Filter Cite Q1 Q2 Q3 Total Filter Cite Test Total Q1 Q2 Q3 Mean

2 1 1 1 0 1 80% 2.84 4.72 10.66 18.22 0.22 3 2 3 2.67 9 NA

4 1 1 1 0 1 80% 8.76 23.45 8.10 40.31 0.10 3 2 3 2.67 19 NA

6 1 1 1 0 1 80% 18.24 5.23 5.62 29.09 0.14 3 2 1 2.00 17 NA

8 1 1 1 0 1 80% 6.47 5.59 11.23 23.29 0.17 3 2 3 2.67 8 NA

10 1 1 1 0 1 80% 4.82 9.64 17.50 31.96 0.13 3 2 3 2.67 8 NA

12 1 1 1 0 1 80% 11.11 2.09 11.30 24.50 0.16 2 2 2 2.00 13 NA

14 1 1 0 0 1 60% 30.73 7.19 5.50 43.42 0.07 2 2 3 2.33 17 NA

16 1 1 1 0 1 80% 12.56 18.39 16.07 47.02 0.09 3 2 3 2.67 14 NA

18 1 1 1 0 1 80% 25.54 9.59 12.94 48.07 0.08 3 2 3 2.67 16 NA

Median 1 1 1 0 1 80% 11.11 7.19 11.23 31.96 0.13 3 2 3 2.67 14 NA
Std.dev. - - - - - 6.67% 9.56 6.98 4.18 11.06 0.05 - - - 0.30 4.22 -

2) Time: The differences in the total time for all tasks
between two groups are graphically depicted in the box plot
in Fig. 3. The median time changed from 31.96 minutes for
the “unannotated” group to 21.07 minutes for the “annotated”
one, which is a decrease by 34.07%.

The p-value of time is 0.0252, that is less than 0.05.
The difference is statistically significant, therefore we reject
H2null and accept H2alt. The presence of concern annotations
improves the program comprehension and maintenance time.

It is possible to see from Table III (column Time) that
the median time for each individual task was better for the
“annotated” group. The most prominent difference was for the
task Cite. This can be due to the fact that the project contained
the concern annotation @Citing which helped the participants
find the relevant code quickly.

The median of efficiency, which we defined as the number
of correctly performed tasks (and answers) divided by total
time, raised by 42.32% (p=0.0385). This means the time
improvement is significant even if we take correctness into
account.

3) Confidence: The median of mean confidence is the same
for both groups (2.67), as obvious from Table III, column
Confidence / Mean and Fig.4. The p-value is 0.1710 (>
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Fig. 3. Time to complete comprehension and maintenance tasks on an
annotated vs. unannotated project
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Fig. 4. The mean confidence for the “annotated” and “unannotated” group

0.05) and therefore we accept H1null. The effect of concern
annotations on confidence was not demonstrated.

Looking at individual questions, Q2 was clearly perceived
the most difficult. This corresponds with our previous finding
about the correctness. An interesting fact is that no participant
in the “unannotated” group was confident enough to select
the level 3 (Absolutely), while in the “annotated” group,
there were 4 such subjects and two of them really answered
correctly.

4) Other Findings: Although not included in our hypothe-
ses, we also measured how many unique Java source files did
the subjects open in the IDE during the whole experiment. We
excluded the annotation type files in these numbers. The results
are in Table III, column Files. There was only a marginal and
statistically insignificant improvement in medians (from 14 to
13).

As seen from Table III, column “Annotations useful?”,
concern annotations were perceived relatively helpful by the
participants (median 3 from 5-point Likert scale).

Answers to a free-form question asking how specifically
were the annotations useful included:

• faster orientation in a new project,
• faster searching (mainly through Find Usages on annota-

tions),
• less scrolling,
• “they helped me to understand some methods”,
• “annotations could be perfect, but I would have to get

used to them”.

F. Threats to Validity

To analyze threats to validity of this experiment, we used
[15] as guidelines.

1) Construct Validity: Similar to Kosar et al. [11], we com-
pensated the students with points for the participation in the
experiment, which increased their enthusiasm. Unlike them,
we did not reward the participants with bonus points for good
results because our experiment spanned several days with the
same tasks and this would motivate the students to discuss the
task details with classmates, which could negatively affect the
construct validity (interaction between subjects). Furthermore,
the participants were explicitly told not to share experiment
details with anyone. Therefore, we do not consider executing
the experiment in three separate sessions an important validity
threat.

To measure confidence, we used only a 3-point Likert
scale. This decision was not optimal. Because subjects rarely
select the value of 1 (which can be interpreted as guessing
an answer), there were only two values left. This could be
one of the reasons we did not found a statistically significant
difference in confidence.

2) Internal Validity: There could be a selection bias in
the experiment because we selected the participants using
subjective criteria. As we already mentioned, we concentrated
on subjects with a potential future career as developers.

We divided the subjects into groups randomly. Another
possibility was a quasi-experiment (nonrandom assignment),
i.e., to divide the subjects evenly according to the most im-
portant co-factor affecting the results, like their programming
experience. However, random assignments tend to have larger
effect sizes than quasi-experiments [16].

We did not perform a full pilot testing with third-party
participants, only tested the comprehension questions on one
of the researchers. We rejected 3 out of the 6 prepared ques-
tions because we considered them too difficult and ambiguous.
Despite this, all tasks were either completed by almost all
participants (Filter, Q1, Q3, Cite) or by almost none (Q2)
during the experiment. This negatively affected the results for
the “correctness” variable.

During the actual experiment, we used a native language
(Slovak) version of the web form to eliminate the effect of
English knowledge on the results. While the source code was
in English, this did not present a validity threat since all
participants had at least a medium level (3 on a 5-point Likert
scale) of English knowledge.

3) External Validity: We invited only students to our ex-
periment, no professional developers. We can take this fact
positively – concern annotation consumers are expected to be
mainly junior developers, whereas potential annotation cre-
ators are mostly senior developers. Furthermore, some students
may already work in companies during their study.

EasyNotes is a small-scale Java project – around 3 KLOC
(thousands of lines of code), including annotations. The effect
of concern annotations on larger programs should be investi-
gated.

4) Reliability: The concern annotations training (tutorial)
was presented manually by a researcher. However, there were
two independent researchers which took turns.
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The experiment is replicable, as we published the data
collection form (http://www.jotformeu.com/sulir/
sharing-annotations) which contains both the guidelines
and links to the materials (two versions of the EasyNotes
project).

5) Conclusion Validity: A small number of subjects (n=9
per group) is the most important conclusion validity threat. If
we used a paired design (to assign both treatments to every
subject), we could easily reach n=18. However, the participants
would quickly become familiar with EasyNotes and the second
set of tasks would be affected by their knowledge.

G. Conclusion

We successfully confirmed the hypothesis that concern an-
notations have a positive effect on program comprehension and
maintenance time. The group which had concern annotations
available in their project reached a time more than 34% shorter
than the group without them (p < 0.05).

On the other hand, we did not discover a significant change
in correctness and confidence. The difference was neither
negative (which could mean the annotations are confusing
because of their “visual noise”) nor positive and it was
probably a result of the discussed validity threats.

VI. RELATED WORK

A. Concerns

Reinikainen et al. [17] present concern-base queries to
reason about the program. However, their approach is based
on UML (Unified Modeling Language) models, while we use
the source code of a system.

Niu et al. [18] propose the application of HFC (hierarchical
faceted categories) on source code. Their approach requires
specialized tools whereas we use source code annotations
which have a standard IDE support.

B. Source Code Projections

In [5], we used concern annotations as one of the ways
to perform source code projections. Projections allow to look
at one source code from multiple different perspectives. For
example, an IDE plugin can filter all code marked with a
specific annotation type and display it in an editable window
– even if it is spread across multiple files.

In this work, we take a more pragmatic approach. We
investigate the possibility to use concern annotations in con-
temporary IDEs, using the features already available, like Find
Usages. Above all, we perform three empirical studies to
assess the viability and find possible use cases of concern
annotations in everyday developer’s life.

C. Annotations

Today, one of the most common applications of annotations
is configuration. A programmer marks selected source code
elements with appropriate annotations. Later, they are pro-
cessed either by an annotation processor (during compilation)
or by reflection (at runtime). For example, annotations can be
used to define concrete syntax in parser generators [19] and

to declare references between elements in a domain-specific
language [20]. This way, annotations can indirectly modify
the annotated program semantics. In contrast, our approach
utilizes annotations just as clues for a programmer which are
processed by an IDE when needed.

Sabo and Porubän [21] use source code annotations to
preserve design patterns. Therefore, their approach does not
include recording and sharing domain and maintenance anno-
tations.

In Java, annotations can be only applied to packages,
classes, member variables, methods and parameters. @Java
[22], an extension to the standard Java language, brings
annotations below the method level. It allows to mark indi-
vidual source code statements like assignments, method calls,
conditions and loops with annotations. This could be useful
to capture e.g., algorithmic design decisions with concern
annotations.

D. Mental Model Overlapping

Revelle et al. [23] also studied concern overlapping. How-
ever, their study included only two concern sets (compared to
our 7). Their results are positive, too. This further confirms
our hypothesis that it is possible to share mental models.

E. Code Bookmarks

Source code bookmarks are one of the standard features
present in today IDEs. They allow a developer to mark specific
source code lines with notes and later list the bookmarks and
jump to each of them.

Collective code bookmarks [24] provide a way to share
parts of developers’ mental models. The plugin allows to share
code bookmarks between developers in a team. However, this
approach is IDE-dependent and the bookmarks are not saved
to the original source code files which complicates standard
procedures like versioning and merging.

F. Maintenance Notes

Developers often write “TODO comments” like // TODO:

fix this to mark parts of source code which need their
attention [25]. IDEs can then try to parse and display these
notes in a task list window.

Our approach is more formal, as annotations are a part of
the standard Java grammar and can be parsed unambiguously.
Furthermore, it is possible to distinguish between multiple
maintenance note types through individual annotation types.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented an idea to use Java source
code annotations to capture parts of developers’ mental model,
namely their concerns (intents), thus the name “concern an-
notations”. Each concern (e.g., “searching”, “editing”, “GUI
code”, “unused code”) is implemented as an annotation type.
Subsequently, all classes and methods relevant to that concern
are marked with the given annotation. Two studies and one
experiment were conducted to assess the practical implications
of this approach.
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It is possible to share these annotations because the develop-
ers’ mental models overlap: More than a half of the concerns
created by one of 7 developers in our study was recognized
by at least two of them. More than 1/4 of concern occurrences
(locations in source code where a particular annotation is used)
were shared by at least two participants.

An interesting future research question is to what extent
the source code itself, when the same program is created
separately by multiple people, overlaps.

In the second study, we discovered that concern annotations
are particularly useful to confirm hypotheses about the code,
locate the features, find out non-obvious concerns which a
method fulfills, discover hidden relationships between ele-
ments. Concern annotations can be also used as a replacement
of traditional TODO comments.

In the controlled experiment, we showed there is a sta-
tistically significant improvement of development time when
performing program comprehension and maintenance tasks on
a small-scale Java project. The group which had an annotated
version of the same program available, consumed 1/3 less time
than the group which did not have concern annotations present
in the source code.

In our studies, the source code was commented scarcely or
not at all. An interesting future comparison would consider
an annotated program vs. a program without annotations, but
with high-quality traditional source code comments instead.

Currently, the source code is annotated manually by a
programmer, which is a time-consuming task. An interesting
future work would be a method of (semi-)automatic annota-
tion.
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Abstract—The objective of feature modeling is to foster soft-
ware reuse by enabling to explicitly and abstractly express
commonality and variability in the domain. Feature modeling
alone is not sufficient to express all the aspects of the software
being developed. Other models and, eventually, code is necessary.
These software assets are being configured by the feature model
based on the selection of variable features. However, selecting
a feature is far from a naive component based approach where
feature inclusion would simply mean including the corresponding
component. More often than not, feature inclusion affects several
places in models or code to be configured requiring their nontriv-
ial adaptation. Feature inclusion recalls transformation and this
is at heart of the approach to feature model driven generation of
software artifacts proposed in this paper. Features are viewed as
solution space transformations that may be executed during the
generative process conducted by the feature model configuration.

Index Terms—feature modeling; transformation; metatrans-
formation; generative process; reuse

I. INTRODUCTION

FEATURE modeling is an approach used in software
development proposed in 1990’s [1] with the growing

popularity of software product lines. The objective of this
approach to modeling is to foster software reuse by enabling to
explicitly and abstractly express commonality and variability
in the domain. Based on commonality and variability, appro-
priate implementation mechanisms can be selected [2].

Feature modeling alone is not sufficient to express all the
aspects of the software being developed. Other models and,
eventually, code is necessary. These software assets are being
configured by the feature model based on the selection of
variable features. However, selecting a feature is far from
a naive component based approach where feature inclusion
would simply mean including the corresponding component.
More often than not, feature inclusion affects several places
in models or code to be configured requiring their nontrivial
adaptation. Feature inclusion recalls transformation and this
is at heart of the approach to feature model driven generation
of software artifacts proposed in this paper.

The rest of the paper is organized as follows. Section II
discusses the possibilities of representing software artifacts
in feature modeling. Section III identifies specifics of feature
modeling necessary for the employment of this technique
in the generative process. Section IV explains how features
can be perceived as transformations, which is the essence

of the approach proposed in this paper. Section V presents
the overall process of feature model driven generation of
software artifacts. Section VI reports the implementation of
the approach. Section VII presents the evaluation. Section VIII
discusses related work. Section IX concludes the paper.

II. REPRESENTING SOFTWARE ARTIFACTS IN FEATURE
MODELING

Feature modeling can be used to configure software assets—
models and code—in order to create software instances that
exhibit desired features. One way to achieve this is by
employing so-called superimposed variants [3] where the
software models or code contain all the variants that are being
reduced based on the features selected—or not selected—in
the corresponding feature model [4], [5]. The FeatureHouse
project [6] implements an approach that uses these models
and allows language independent source code generation.

The pure::variants software tool [7] uses a specialized
family model to represent a feature to architecture mapping.
In this model, it is necessary to specify the type of the impact
on the software instance. There are several possible impact
specifications that allow for a wide scope of software artifact to
be created, such as files, file fragments, XSLT transformations,
conditional XML or text, C/C++ flag files, makefiles, class
alias files, or symbolic links to folders or files.

These types of interaction can be effectively used to de-
scribe various architectural parts of elements, but provide no
way of direct implementation of quality attributes [8]. Extra-
functional1 features can be mapped to specific modules/com-
ponents or software artifacts in general by implying rules the
software artifacts have to comply with, such as specific testing
procedures or documentation requirements, or by specifying a
human interaction task to be performed, such as evaluating
a managerial decision or performing human assessment of a
feature instance in a finalized product (e.g., evaluating user
experience or GUI usability) [10].

In automatic software composition, software artifacts repre-
sent the reusable and generated parts of software. By putting
together these parts and rules expressed by extra-functional

1We use term extra-functional—as proposed by Mary Shaw [9]—to refer
to requirements and features that go beyond software system functionality
instead of more widely used, but potentially confusing term non-functional.
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features, it is possible to automatically compose large parts of
software.

III. FEATURE MODELING FOR THE GENERATIVE PROCESS

To drive the generative programming by a feature model, it
is necessary to represent the software assets in a configurable
manner. Also, the feature model must be capable of expressing
different transformations of the software assets to produce the
software artifacts that correspond to the features that have been
selected.

A. Feature Types

As has been explained in Section II, features can be func-
tional or extra-functional. Some functional features exhibit a
crosscutting nature, i.e., they affect several distinct and often
unrelated parts of the system. Extra-functional features com-
monly correspond to the quality requirements (e.g., security or
performance) or to the impact of the software being created
to its environment.

Furthermore, internal and external features can be distin-
guished. Internal features are contained within the software
being created and they can be changed during the development
process. External features represent environment functionality
and quality implications and these are part of the deployment
environment and thus are not affected by the development
process. An example of an internal feature is a configuration
file for a web server to which the product is going to be
deployed. The web server and its running environment is an
example of an external feature.

B. Feature Implications

The inclusion or exclusion of specific features in a particular
feature model configuration has an impact on the final software
product being created. Apart from the features that serve
purely organizational purpose, which is mostly to group other
features, the features in a feature model can be viewed as
abstract elements having some impact on the final software
product. This idea is crucial to automated software generation
and configuration because a feature can be viewed as prescrib-
ing a change to the configuration or generative process. This
means that the whole generative process consists of a set of
events that are implied by the inclusion or exclusion of the
features in a specific configuration.

The set of features that are included in the generative
process is a result of a feature model configuration process.
This process resolves variability in the feature model and a
fully-specified feature model configuration can be used as an
input to the generative process.

A feature inclusion can have various kinds of impact on
a final software product: file or folder operations, deploy-
ment rules to provide documentation, realizing the testing
requirements, etc. It is necessary to distinguish between a fully
autonomous feature impact that requires no human interaction
to deliver a final software asset (e.g., source code generation)
and an impact that requires human interaction (e.g., designing
a splash screen). With respect to the fully automated generative

programming approach, the latter is not applicable. One way
of integrating human interaction into the generative process is
to create task placeholders that notify developers their input
is needed for the process to continue.

Autonomous actions can be described by a set of events
that perform a particular computer operation. This leads to
the concept of extending the feature model by including the
information of these events that are implied by the specific
features in the model. By this, we get the description of the
generative process event chain that has to be executed when
processing a particular configuration of a feature model.

C. Generative Process

A generative process based on a feature model is driven by
its configuration, i.e., by selecting the features. This process
represents the transformation of the input models or code into
resulting software artifacts according to the feature selection.
The process can be restricted to only a single solution space
transformation or it can represent a complex multi-tier set of
intermediate actions where each of these can be perceived as
a stand-alone process with its own inputs and outputs. In any
case, the key issue is how to realize the impact of the feature
inclusion on the underlying software assets. This is different
for functional and extra-functional features.

1) Functional Feature Inclusion: Functional features can
be directly mapped to software artifacts such as source code
or resource files. The relationships between functional features
can be quite complex and the problem of feature interaction
can aries.

A simple example of a functional feature is the choice of
the data provider for some other feature. The corresponding
feature diagram is displayed in Figure 1. In this paper, a simple
FODA-style feature diagram notation [1] is used. A feature
diagram is a tree whose nodes represent features that can be
selected or not for the resulting configuration. For a feature to
be selected, its parent feature has to be selected. Empty circle
ended edges connect parent features with their optional fea-
tures. An arc over a group of edges means the corresponding
features are mutually exclusive (alternative). Non-decorated
edges connect mandatory features. We do not elaborate on
textually expressed constraints and default dependency rules
that are necessary to overcome the limitations of the tree
structure of feature diagrams [11], [12], as for the purposes
of the approach proposed here, these can be considered as
any other feature relationships to be applied in feature model
configuration.

A configurable piece of code corresponding to this model
could in C# look like this:2

DataProvider provider = new DataProvider();
provider.DataSource = new <Template Field>();
Page.GridView.DataSource = provider;
Page.Databind();

Choosing the XML Data source changes the second line of
the code sample to the following one:

2The further examples in this paper are in C#, too, if not stated otherwise.
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Data provider

XML Data Source SQL Data Source Text Data Source

Performance testing

Fig. 1. The choice of the data provider as a functional feature and
performance testing as an extra-functional feature.

provider.DataSource = new XMLDataSource(params []);

Another example would be an inclusion of the logging
feature. This example is a little bit more complex as the
points in source code to which the feature has to be bound
are changing with as the code base grows. Aspect-oriented
programming can be applied here to express so-called join
points declaratively and address them without having to actu-
ally modify their source code representation.

2) Extra-Functional Feature Inclusion: Extra-functional
features are a more difficult problem than functional features
as it is rarely possible to map them to functional software
artifacts. However, it is possible to implement the tests of
the corresponding software artifacts against the conditions
stated by extra-functional features. Consider the performance
testing requirement as an example. The corresponding optional
performance testing feature (see Figure 1) represents the fact
that the software product has to conform to performance
criterion and therefore needs to be tested against this criterion.
This type of a feature can be directly represented in source
code:

class XMLDataSource {
}

Having the XMLDataSource class to represent a functional
feature when the extra-functional feature Performance testing
is included, the source code can be transformed as follows:

class XMLDataSource {
private TestContext testContextInstance;
///<summary>
///Gets or sets the test context which provides
///information about and functionality for the current test run.
///</summary>
public TestContext TestContext {

get {
return testContextInstance;

}
set {

testContextInstance = value;
}

}
[TestMethod]
public void PerformanceTesting() {

throw new NotImplementedException();
}

}

The XMLDataSource class has been enriched by methods
and properties that support the performance testing. Among
these is the PerformanceTesting() method, which has a place-
holder that states it must be implemented manually.

IV. FEATURES AS TRANSFORMATIONS

Fully configured feature model provides a list of all features
that are affecting the generative process. Each of these features
that are included provides a partial information on what actions
shall be taken during the automated software creation. A
transformation is an entity that represents these actions to be
taken for a particular feature. Consequently, the generative
process becomes a composition of all transformations included
in the particular configuration that was the input for generative
process. A problem with this approach is that it is necessary to
define the order in which the transformations will be executed.
There are several possible solutions:

• Explicitly adding the ordering information in the input
feature model configuration

• Traversing the feature model configuration structure in a
predefined way

• Providing a priority property to transformations
An explicitly stated order in the feature model depends on

the knowledge of priority in which the transformations have
to be executed. This means that if we add a new feature
into the model, the whole model needs to be examined to
accommodate the changes in priority. Traversing the feature
model in a predefined way is based on an idea that a feature
model is a tree, so it can be scanned breadth-first or depth-
first. In both cases, a priority parameter has to be introduced
into features.

Many actions are common to different features. Consider
creating a file, creating a folder, or making a text input text
into a file. These transformations are actually generic, but rely
on specific parameters in achieving their result. Therefore, a
transformation is in fact a transformation template that uses
the information provided to create a specific transformation
instance. Consequently, a transformation in our approach is
an entity consisting of the following elements:

• List of events, i.e., actions to be performed
• List of requirements that are imposed on the feature

model
• List of metatransformations that are included in this

transformation
Transformations are bound one-to-one to features in the

feature model. This means that every feature that is included
in the feature model and is relevant to the generative process
of the final solution has its a transformation assigned to it. The
feature node in the feature model also carries all the additional
information that is bound to the transformation assigned to it.

A. Transformation Reusability

The process of the transformation design requires an inter-
action on part of a domain engineer to provide the necessary
domain information specific to the project and a software
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engineer to design the transformations in such a way that
they implement the information provided by the domain
engineer and the requirement analysis of the corresponding
features. For an effective cooperation between the domain and
software engineer, it is useful to distinguish different levels of
transformations with respect to reuse:

• Specialized transformations that can be used only for
the specific features in the specific configuration of the
feature model

• Specialized transformations that can be used only for the
specific features, but in any configuration of the feature
model

• Domain dependent generic transformations, which can be
used across multiple software product lines in the same
domain

• Domain independent generic transformations, which are
the most reusable transformations as they can be included
in different software product lines across multiple do-
mains

Distinguishing these transformation types helps designing
transformations that are as generic as possible at their level.

B. Transformation Hierarchy

An atomic transformation is a transformation impossible
or unwanted to be decomposed into smaller transformations.
Thus, even though such a transformation may consist of
differentiable actions, the transformation is conceptually per-
ceived as a one. Complex transformations are transformations
that can be decomposed into a set of transformations where
each of these lower level transformations represent an atomic
transformation or a complex one (see Figure 2). Complex
transformations themselves can have their own event chain
besides the event chains of atomic transformations they em-
brace.

Fig. 2. Atomic and complex transformations (UML).

C. Transformation Inheritance

The inheritance relationship known from object-oriented
programming can be applied to transformations, too (see
Figure 3). It is possible to use inheritance as a way of

combining ancestor and descendant event chains. There are
several possible approaches to inheriting event chains:

• The ancestor event chain remains the same
• Items are added or removed to the event chain
• The event chain is completely overridden in the descen-

dant transformation

+Perform chain of events()

Anscestor transformation

-Chain of events

+Perform chain of events()

-Chain of events 

Child transformation

Fig. 3. Inheritance between transformations (UML).

The inheritance model can also be perceived as a way of or-
ganizing transformations into logical groups or packages. With
respect to this, the inheritance is purely a tool of categorization
and it is not necessary to maintain the typical parent–child
class relationship, i.e., if transformations are represented as
classes, it is not necessary to support inheritance mechanism
at the level of methods and attributes.

D. Metatransformations

There are some features that have a global effect that spans
throughout the whole software product (or its significant part).
Quality features, such as logging requirement or performance
and security constraints, represent a typical example. Including
such a feature with the corresponding transformation into
the configuration leads to the necessity of modifying other
transformations in one of the following ways:

• Modifying the event chain of a transformation
• Modifying the requirements of a transformation
• Providing information that is defined by the transforma-

tion requirements
The modification of the event chain means that some actions

are added or removed to or from the transformation being
modified, or some properties of these actions are changed.
This leads to the connection with the other two types of
modification that can be defined on their own or are a result
of this first type of modification.

E. Transformation Requirements

Seeing a transformation as a transformation template that
instantiates a specific transformation based on external infor-
mation, such as the file name in the create file transformation,
constitutes the need for the external information required
to perform this transformation. Therefore, it is necessary to
include the information in the feature model or the associated
feature model configuration to allow for this. However, having
two features represented by the same type of transformation,
the information provided can vary (see Figure 4).
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Transformation A

Property AA

Property AB

Property AC

Transformation B

Property BA

Property BB

Property BC

Feature 1 : Transformation A

AA = value

AB = value

AC = value

Feature 2: Transformation A

AA = different value

AB = another different value

AC = completely different value

Feature 3: Transformation B

BA = some value

BB = value

BC = different value

Fig. 4. Mapping transformations and properties to features.

Each transformation defines these requirements as a list of
items that contain the particular facts about the requirements.
This means that upon including a transformation in the feature
model, it is necessary to specify its requirements.

F. Transformation Granularity

There are two extreme approaches with respect to extending
feature models with transformations. One approach is to target
the separation of concerns with a large number of small
transformations. This allows us to isolate the implications
of transformations on the final software product into many
small groups independent of each other (see Figure 5). The
advantage of this approach is that the transformation model is
easily changed without the need to analyze the impact on the
whole transformation/feature model tree.

Root feature:

Small Transformation 1

Feature 1:

Small Transformation 2

Feature 2:

Small Transformation 6

Feature 1:

Small Transformation 3

Feature 1:

Small Transformation 4

Feature 1:

Small Transformation 5
Influences

Influences

Fig. 5. Relationships between small independent transformations.

The other approach is to describe most actions in one global
transformation that can be assigned to the root feature in
the feature model. This global transformation is afterwards
modified by the metatransformations that are assigned to the
rest of the feature model nodes and their execution is based
on the inclusion or exclusion of these features in a specific
configuration (see Figure 6).

Root feature:

Large root transformation

Feature 1:

Transformation 1

Feature 2:

Transformation 2

influences

influences

Feature 3:

Transformation 3

influences

Fig. 6. The transformations influencing a large root transformation.

With respect to the transformation granularity, it is also
important to consider the number of complex transformations
in the model. Again, there are several approaches that can
be used. One approach is to define only the simplest ac-
tions as atomic transformations and then to compose other
transformations out of these atomic transformations. Another
approach is to provide fairly large transformations that perform
a substantial part of the tasks connected to a particular feature.
It is also possible to employ an approach that lies somewhere
inbetween of these extreme viewpoints. This is possible for the
high or low granularity extremes and also for the complexity
aspect of transformations. For example, metatransformations
can be avoided by providing specific transformations for each
feature.

G. Including Transformations in the Feature Model
Since one transformation corresponds to one feature, their

inclusion into the feature model means simply assigning the
corresponding information to each feature (see Figure 7).

Feature Transformation11 Requirements

1 0..*

Fig. 7. Transformations are associated with features (UML).

One way of connecting the feature model with transforma-
tions is to include it directly in the feature model (an XML
representation in used in this example):

<feature>
<feature>

<transformation>
<!−− Transformation information including
the event chain, metatransformation
information, requirements, etc. −−>

</transformation>
</feature>

</feature>

There are two main problems connected with this approach:
the degree of the transformation reuse between different mod-
els is reduced and it is necessary to parse the transformation
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information separately for every feature, even though the type
of the transformation they use can be the same (e.g., create a
file).

Another approach is to store the transformation definitions
outside the feature model. A sample structure of this can be
a feature model represented in XML and the transformations
defined as C# classes that are used by the generator:

<feature transformationClassName=”CreateFile”
fileName=”Samplefile.cs”>

</feature>

public class CreateFile : Transformation {
public override void ExecuteTransformation() {

... // Create a file
}

}
With this approach, it is necessary only to specify the

transformation type and requirements of this transformation.
The information about the metatransformations is not included
in the feature model as it is internal to the transformation
system and including this information in the feature model
would be redundant.

V. THE OVERALL PROCESS

The overall process of employing the feature model driven
generation of software artifacts is as follows:

1) The input to the process is a feature model
2) Transformations are assigned to the feature model
3) Transformation requirements are provided where possi-

ble
4) A specific configuration of the feature model is created
5) Configuration specific requirements of the transforma-

tions are provided
6) The metatransformations are executed
7) The requirements and changes to the configuration

model are incorporated or provided
8) The generator processes the fully specified configuration

of the feature model and performs the event chain of the
transformations included in it

9) The output of this process is a generated instance of the
software system based on the input feature model, its
configuration, and the transformations specified in the
feature model

Transformation requirements are being fulfilled at three
levels:

1) Feature model level
2) Feature model configuration level
3) Feature model configuration level after the execution of

metatransformations
One may wonder whether it is not possible to merge the

latter two levels into one. This is not possible because the
metatransformations depend on the information provided at
level 2 and therefore it is necessary to provide this information
before executing level 3.

Often, the impact of a feature inclusion is not easy to
analyze. Therefore, a stepwise approach to the transformation

defining the impact of a feature design can help to analyze
the impact of each atomic operation that a transformation
consists of and also it can help to decide the order in which the
transformations are applied. This is important because in many
cases the final impact of a transformation depends on the order
of the transformation in the sequence in which transformations
are executed.

In the manual transformation application, it is not necessary
to have this order predefined, but when a software asset
generator employs an extended feature model as an input to
perform the execution sequence, it must be deterministic and
specified before the generative process starts as the generator
is not aware of the final implications during the generative
process: it merely executes the transformations that result from
the input feature model configuration.

In summary, the main objectives of the stepwise transfor-
mation design are:

• Create complex transformation by a stepwise application
of low-level transformations

• Assess the solution space after each low-level transfor-
mation in a stepwise manner

• Analyze the whole generative process by exploring it by
this stepwise approach

When applying this approach, it is necessary to record
the steps taken in the manual application of transformations.
This recording can be further specified to create a complex
transformation that can be used in the generative process.
It also allows to analyze the impact of transformations that
perform mass file renaming or other large-scale operations.
The last important information contained in this recording
is the transformation order, which allows to analyze and
prioritize transformations in the generative process.

VI. IMPLEMENTING THE TRANSFORMATION APPROACH

The proposed approach of the feature model driven gener-
ation of software artifacts has been implemented in the .NET
framework. A study of implementing the family of simple web
sites has been performed.

A. Applying the Transformation

It takes three steps to apply a transformation:
• Process all metatransformations in the model
• Check for requirements
• Execute the transformation
Consider the transformation called CreateStaticHTMLPage

as an example. This transformation utilizes its parameters to
fill a predefined HTML template string that is processed with
the String.Replace() method. The template defines the HTML
file and contains placeholders that are replaced with the values
of the transformation parameters:

#region html text template
protected string htmlContent =

”<!DOCTYPE html PUBLIC \”−//W3C//DTD XHTML 1.0
Strict//EN\”

\”http://www.w3.org/TR/xhtml1/DTD/xhtml1−strict.dtd\”>” +
”<html xmlns=\”http://www.w3.org/1999/xhtml\”
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xml:lang=\”en\”> <head> ” +
”<meta http−equiv=\”content−language\”

content=\”en\” />” +
”” +
”<title>Title placeholder</title>” +
”</head>” +
”” +
”<body>” +
”Content placeholder” +
”</body>” +
”</html>”;

#endregion

This transformation has four parameters:
• PageName: the file name that is used when creating the

HTML file
• htmlTemplate: the template that is set up can be cus-

tomized with this parameter
• htmlTitle: the text that replaces the Title placeholder
• htmlContent: the text that replaces the Content place-

holder
If the transformation is included in the feature model, the

configuration with these parameters:

<feature name=”StaticContent−History” ID=”2”
Transformation=”org.crd.dp.CaseStudy.SimpleWebFinal,

org.crd.dp.CaseStudy.
SimpleWebFinal.Transformations.CreateStaticHTMLPage”
htmlContent=”&lt;h1&gt;History&lt;/h1&gt;&lt;p&gt;

Lorem Ipsum&lt;/p&gt;”
htmlTitle=”StaticPage− History”

PageName=”Site\\History.html” />

creates the following HTML file:

<!DOCTYPE html PUBLIC ”−//W3C//DTD XHTML 1.0
Strict//EN”
”http://www.w3.org/TR/xhtml1/DTD/xhtml1−strict.dtd”>

<html xmlns=”http://www.w3.org/1999/xhtml” xml:lang=”en”>
<head>

<meta http−equiv=”Content−Type”
content=”text/html; charset=utf−8” />

<meta http−equiv=”content−language” content=”en” />
<title>StaticPage− History
</title>

</head>
<body><h1>History</h1>

<p>Lorem Ipsum
</p>

</body>
</html>

B. Feature Model Configuration

In this sample implementation, the feature model configu-
ration is represented by an XML file. The structure of this file
follows the tree structure of the feature diagram:

<?xml version=”1.0” encoding=”utf−8” ?>
<featuremodel>
<feature>

<feature>
<feature />

<feature />
</feature>
<feature />

< /feature>
</featuremodel>

Each XML feature node has three compulsory attributes:
• name
• ID
• Transformation

Accordingly, the simplest feature node looks like this:

<feature name=”DynamicContentProvider” ID=”7”
Transformation=”Transformations.Empty” />

The name and ID attributes have solely the purpose
of identifying the node when the node is processed. The
Transformation attribute specifies the transformation that will
be used with this feature.

The transformation attribute consists of two parts delimited
by a comma. The first part represents the dynamic link
library that contains the transformation, and the second part
the full class name of the transformation. The dynamic link
library has to be a .NET managed library. Therefore, a filled
transformation attribute looks like this:

Transformation=”org.crd.dp.CaseStudy.SimpleWebFinal, ...
Transformations.Empty”

This model is afterwards transformed into an object model
contained within the TransformationStore object.

C. Transformations

The transformations in this implementation are based on a
single class called Transformation. This class implements the
ITransformation interface. This interface provides the basic
methods needed by the generator to process the transforma-
tion:

public interface ITransformation {
CheckPrerequisites();
ExecuteTransformation();
GetParameterNames();
GetMetaTransformations();
...

}

The CheckPrerequisites() method does basic requirement
checking before a transformation is processed. In this imple-
mentation, only a basic verification whether the transformation
requirements are fulfilled is performed. However, it is possible
to write a model aware method at the level of a metatrans-
formation that can check the transformation dependencies. A
sample of a model aware transformation is provided with the
dynamic access log page.

The ExecuteTransformation() method represents the action
which is contained within the transformation. This method is
called in the final step of model processing.

The GetParameterNames() method is used in the XML file
parsing, when it provides the parameter names to be retrieved
from the feature node attributes.
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The GetMetaTransformations() method provides a way how
to retrieve the metatransformations that are connected with this
transformation. This allows to connect a metatransformation
list with a transformation and by this provide it with model
awareness, which means that it can influence other transfor-
mations in the model within the possibilities provided by the
connected metatransformations.

Two lists are initialized in the transformation class construc-
tor:

protected Transformation() {
metaTransformations = new List<MetaTransformation>();
parameters = new Dictionary<string, object>();

}

These two lists contain the metatransformation list and key–
value pairs of parameters. As the metatransformation list is of
type List <MetaTransformation> and the interface requires
List <IMetaTransformation>, it has to be casted:

public virtual List<IMetaTransformation>
GetMetaTransformations() {
return metaTransformations.ConvertAll(

mt => (mt as IMetaTransformation));
}

The implementation of the transformation class pro-
vides two other important methods, SetParameter() and
GetParameter(), which are the basis for parameter provision-
ing:

public object GetParameter(string name) {
return parameters[name];

}
public void SetParameter(string name, object value) {

if(parameters.ContainsKey(name))
parameters[name] = value;

else
parameters.Add(name,value);

}

D. Composite transformations

To cope with complex transformations, composite transfor-
mations, i.e., transformations that contain other transforma-
tions can be used. In the following implementation sample, the
composition is based on overridden methods in a descendant
class:

public class CompositeTransformation : Transformation {
private TransformationStore transformations;
protected CompositeTransformation(): base() {

transformations = new TransformationStore();
}
public override string CheckPrerequisites() {

foreach(ITransformation transformation
in transformations.Store)

{ transformation.CheckPrerequisites();
}
...

}
public override void ExecuteTransformation() {

foreach(ITransformation transformation

in transformations.Store)
{ transformation.ExecuteTransformation();
}

}
...

}

As it is observable form the sample code, the com-
posite transformation contains TransformationStore, which
is basically an ordered list of transformations. The
ExecuteTransformation() and CheckPrerequisites() methods
operate on this list. In the case this list contains another
composite transformation, the transformations are processed
in a depth-first recursive way.

The problem that arose with implementing this list was that
at the point of creating an instance of a composite transfor-
mation, the child transformations could not access the parent
transformation parameters as these were not yet extracted from
the XML file and often these child transformations rely on the
information provided in the model. Therefore, a new method
called InstantiateChain() was introduced to the composite
transformation. This method is called after the transformation
requirements are extracted to the parent transformation. The
name of this method suggests that this child transformation
list represents a list of events as described in Section IV,
which can be modified by metatransformations as suggested
in Section IV-D.

E. Metatransformations

The metatransformations are implemented by the
MetaTransformation class. The difference between this class
and the Transformation class is that the MetaTransformation
class is model aware. This means that it can traverse the
feature model and make changes to it. The specific changes
are shown with transformation implementation samples. The
difference is in the ExecuteTransformation method():

ExecuteTransformation(object model, TransformationStore store);

In this method, the TransformationStore object is passed,
representing the feature model. To allow for the modification
of composite transformations, this method is implemented in
a recursive way:

ExecuteTransformation(objectmodel, TransformationStorestore) {
...
foreach(var trans in store.Store) {

if(IsSubclassOfClass(typeof(
CompositeTransformation),trans.GetType())) {
ExecuteTransformation(model,

((CompositeTransformation)trans).Store);
}

}
}

F. Generator

The generative process consists of these steps:
• Parse the feature model configuration from the XML file
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• Parse and execute the metatransformations contained
within the transformation from the XML file

• Check the requirements of the parsed transformations
• Execute the transformation
The step of checking the requirements before parsing the

metatransformation is omitted as it is contained within the
metatransformation parsing step. To support these steps, a
parser object is introduced. This object is represented by the
IFeatureModelParser interface:

public interface IFeatureModelParser {
ParseFeatureModel(...);
ExecuteTransformationChain(...);
ParseMetaTransformations(...);
CheckPrerequisites();

}

This object contains the methods that provide the function-
ality required to perform these steps. The XMLModelParser
class is used to represent this object. This class provides
the functionality required based on an XML feature model
representation. The steps will be described in separate sections.

1) Parse the Feature Model Configuration File: The first
step that is necessary is to translate the transformations from
the XML feature model configuration into an object model.
The transformations are parsed in a top-down order. It is
possible to override this behavior using the Priority attribute at
transformation nodes. First, the assembly and class name are
parsed from the XML node and basic reflection is performed
to create an instance of the transformation:

var assembly = Assembly.Load(assemblyName);
var ttype = assembly.GetType(typeName);
var transformationInstance = ttype.GetConstructor(

Type.EmptyTypes).Invoke(null) as ITransformation;
transformationInstance.SetID(Convert.ToInt32((string)

node.Attributes[”ID”].Value));

After creating an instance of the specified transformation,
the GetParameterNames() method is used to obtain the list of
parameters that this transformation uses. Afterwards, the XML
node attributes that correspond to this list are copied into the
dictionary containing the parameter key–value pairs:

foreach (var parameter in parameterNames) {
if (node.Attributes[parameter] != null)
transformationInstance.SetParameter(

parameter, parameter != null ?
node.Attributes[parameter].Value : null);

}
if (node.Attributes[”Priority”] != null)

transformationInstance.SetPriority(
node.Attributes[”Priority”].Value);

The last step to be done is to add the transformation to the
TransformationStore object. This object serves as an advanced
list for storing transformations. The enhancements against
a standard list lie in the AddTransformation() methods that
allow priority based insertion of transformations into the list.
Another change is that simple and composite transformations
are added in a different way as with composite transformations

it is necessary to call the InstantiateChain() method to create
instances of child transformations:

if (IsSubclassOfClass(typeof(CompositeTransformation),
transformationInstance.GetType())) {
if (node.Attributes[”Priority”] == null)

store.AddTransformation(((CompositeTransformation)
transformationInstance));

else
store.AddTransformation(((CompositeTransformation)

transformationInstance),
transformationInstance.GetPriority());

}
else {

if (node.Attributes[”Priority”] == null)
store.AddTransformation((Transformation)

transformationInstance);
else

store.AddTransformation((Transformation)
transformationInstance,
transformationInstance.GetPriority());

}

The IsSubclassOfClass() method uses .NET reflection to
recursively check for a match in all ancestor classes up to
the Object class. Reaching the Object class signals that we
are at the top of inheritance chain as in .NET the Object class
is the topmost class from which all classes implicitly inherit.
This step ends by adding all the transformation objects to the
store, by which they become a part of the object model making
the XML model unnecessary.

2) Parse and Execute the Metatransformations: After
adding the transformations into TransformationStore, it is pos-
sible to perform metatransformations over this object model.
The metatransformations are extracted from all transforma-
tions preserving their order as in the store:

foreach (Transformation trans in store.Store) {
foreach (var a in trans.GetMetaTransformations()) {

string[] parameterNames =
a.GetParameterNames().ToArray();

foreach (var parameter in parameterNames) {
if (trans.GetParameter(parameter) != null)
a.SetParameter(parameter, parameter != null ?

trans.GetParameter(parameter) : null );
}
if (trans.GetPriority() != null)

a.SetPriority(trans.GetPriority());
...
// Add the metatransformation to the temporary store
...

}

The code for adding metatransformation to the temporary
metatransformation store is similar to the code regarding
common transformations. As a metatransformation can also be
a composite transformation, it is again necessary to call the
InstantiateChain() method. After obtaining a complete meta-
transformation store, it is possible to proceed with checking
the prerequisites and perform the execution of metatransfor-
mations:
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foreach (IMetaTransformation trans in metaStore.Store) {
trans.CheckPrequisites();

}
foreach (IMetaTransformation trans in metaStore.Store) {

trans.ExecuteTransformation(model,store);
}

After performing this last step, the changes to the transfor-
mations contained in the processed metatransformations have
been applied to the transformation object model and therefore
it is possible to perform the final prerequisite check over the
model and proceed with executing the transformations.

3) Check the Requirements of Parsed Transformations: The
requirement checking is simple. The only thing that is nec-
essary is to call the CheckPrerequisites() method over all the
transformations in the TransformationStore object. The current
implementation uses a simple fault detection mechanism that is
based on raising an exception when a problem occurs. One of
the signals used is the TransformationParameterNullException
exception. This signal means that a parameter expected at the
XML model level was not provided:

public class TransformationParameterNullException : Exception {
public TransformationParameterNullException( string transID,

string parameter): base(”Transformation” + transID +
”:Parameter ” + parameter + ” was not defined.”){}

}
This exception can be raised afterwards in the

CheckPrerequisites() transformation method:

public override string CheckPrerequisites() {
if (GetParameter(”PageName”) == null)

throw new TransformationParameterNullException(
this.GetID().ToString(), ”PageName”);

}
With metatransformations it is possible also to check

for transformation dependencies using the enhanced
model aware method with the necessary parameters:
CheckPrerequisites(object model, TransformationStore store).

4) Execute the Transformations: The precondition for this
step is that the TransformationStore object contains a list of
transformations that is prepared in a way that the metatrans-
formations have been applied and the prerequisites checked.
Afterwards, the ExecuteTransformation() method is called in
a loop for each of the transformations contained in the list:

public void ExecuteTransformationChain(
TransformationStore store) {
foreach (var transformation in store.Store) {

transformation.ExecuteTransformation();
}

}
The order in which the transformations are executed is

defined by their order in the TransformationStore object. After
this step, the software artifacts specified in the transformations
are created.

VII. EVALUATION

To evaluate the approach of feature model driven generation
of software artifacts, we developed a study of the family of

simple web sites comprising all the possibilities that may arise
with features and transformations described in the previous
section. Figure 8 shows the corresponding feature diagram.

The page features (ID 2, 3, and 4) embrace two ways of
creating the text content: statically, by an HTML document
(ID 2 and 3) or dynamically, by a script that generates the
HTML document (ID 4).

A model aware transformation is introduced with the dy-
namic page feature (ID 4), with the utilization of a meta-
transformation providing the model traversal. Variability is
introduced with the data provider (ID 5) providing an XML
or Microsoft SQL database backend.

Optional features connected to the root feature (ID 10,
11, and 12) represent crosscutting features that require either
metatransformations to change the actual features (ID 10 and
11) or they represent a parameter influencing the generative
process (ID 12) to show an implementation of the development
or generative environment property.

VIII. RELATED WORK

The pure::variants approach [8], mentioned in Section II,
embraces a large set of predefined transformations that are
assigned to particular features in the family model. The differ-
ence lies in the implementation where pure::variants is relying
on XML transformation definitions and the solution proposed
here uses C# classes, which is more flexible, allowing for
custom programmed transformations.

Edicts [13] is another approach that aims at the mapping
of features to source code parts. In addition, Edicts supports
different binding times. The concept of binding time [14]
should be taken into account when creating feature binding
points in the suggested superimposed architectural framework.

XANA [15] strives for bringing closer the development
process to end users using feature modeling. It decouples
software product line design and implementation, which is
to be performed by more technically knowledgeable users or
professional developers, from application derivation, which
is intended to be manageable by non-technical end users.
Application derivation assumes not merely feature selection,
but also providing parameters for parameterized features. A
similar kind of decoupling can be applied to the approach
proposed here. Generic transformations could be provided as
a framework. Accompanied by an appropriate development
environment extension, these generic transformations could be
accessible to end users.

The superimposed variants approach [16] provides a way
of mapping features to variabilities in external models, which
can be used to activate or deactivate particular parts of the su-
perimposed architectural framework. The transformation based
approach proposed here is related to the idea of superimposed
variants with respect to the external system of transformations
used as the superimposed architecture or model. Differently
than in our approach, the superimposed variants approach
utilizes external models that are configured [16]. It is also
possible to create such transformations that would prepare
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Fig. 8. The feature diagram of the family of simple web sites.

and configure additional models effectively emulating the
superimposed variants approach.

One of the actions that is realized by metatransformations in
the approach proposed here is the parameter replacement. This
is similar to the template text replacement based on generic
methods in generative programming for C and C++ [17].
However, the approach proposed here is different in the way
that there are no restrictions on what is a transformation
template parameter. Another difference is that in a template
system, template fields are replaced and then the code is
built, but in the approach proposed here, a transformation can
represent a complex event chain, and not just a simple text
replacement.

Dynamic code structuring [18], [19], [20] is based on ex-
plicit representation of possibly overlapping concerns in code
for providing different perspectives. In the approach proposed
here, dynamic code structuring can be applied to the code
that defines transformations. However, dynamic structuring
is potentially applicable to feature models themselves. In
its essence, featural software decomposition is a decompo-
sition by concerns with features representing the concerns,
including the crosscutting ones [12]. Feature models with
different organization of features in the feature diagrams can

be equivalent [17]. Moreover, a feature can have alternative
decompositions into subfeatures, including not being decom-
posed at all. The different representations of the same feature
model may suit different stakeholders or situations and the
transformation code attached to it can be presented in different
ways accordingly. For large feature model presentation, design
pattern detection techniques [21] may be of interest. Feature
models can be represented as grammars [22], in which case
grammar refactoring could be applied [23] to obtain different
views.

IX. CONCLUSIONS AND FURTHER WORK

This paper proposes an approach of feature model driven
generation of software artifacts, in which features are viewed
as solution space transformations that may be executed during
the generative process conducted by the feature model config-
uration. The approach has been evaluated on a study of the
family of simple web sites comprising all the possibilities that
may arise with features and transformations.

The main advantages of this approach are is that the system
of transformations is basically self-contained and does not re-
quire additional modeling techniques except for the enhanced
feature model. The code within the transformations is not
limited with respect to its effects on the resulting software
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system behavior, i.e., anything that can be achieved by manual
code writing can be achieved by appropriate transformations.
In large part, the flexibility of the proposed approach lies in
the concept of metatransformation. Metatransformations are
the transformations that represent the impact of crosscutting
features by modifying the common transformations before
they are executed by changing their input parameters or by
modifying their event chains.

A practical adoption of the approach proposed in this paper
could be significantly supported by providing directly reusable
transformations, transformation templates (i.e., parameterized
transformations), or even just transformation schemes or ex-
amples to be adapted manually to the application context.

Actual feature models are huge and therefore are more
effectively presented by individual concepts [12]. In general, a
concept is an understanding of a class or category of elements
in a domain [11]. Syntactically, in feature modeling, the root
node of a feature diagram represents a concept [17]. Thus,
raising a feature to the level of a concept is a matter of
choice. Of course, this has to reflect the needs and objectives
of the particular case of modeling. Having a feature model
decomposed into a set of feature diagrams, rather than a single
tree, involves having references between the trees (i.e., concept
references [11]). Exploring how this affects feature model
driven generation of software artifacts represents a research
challenge.
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change of  information, ideas,  new viewpoints  and re-

search undertakings related to university education and cur-
ricula as well as recommended methods of doing research in
all  computing disciplines,  i.e.  computer  science,  computer
engineering,  software  engineering,  information  technology,
and information systems. This area spans typical  FedCSIS

E events  (conferences,  workshops,  etc.)  with rigorous  paper
submissions and review processes as well as panels, PhD and
research consortia, summer schools, etc. Events that consti-
tute ECRM are:

• DS-RAIT'15 – 2nd Doctoral Symposium on Recent
Advances in Information Technology

Education, Curricula & Research Methods





HE second international  Doctoral  Symposium on Re-
cent  Advances  in  Information  Technology (DS-RAIT

2015) will be held in Lodz (Poland) on September 13-16,
2015 as  a  satellite  event  of  the  Federated  Conference  on
Computer Science and Information Systems (FedCSIS 2015)
and  Education,  Curricula  &  Research  Methods (ECRM
2015) conference.

T

The aim of this meeting is to provide a platform for ex-
change  of  ideas  between  early-stage  researchers,  in  Com-
puter Science, PhD students in particular. Furthermore, the
symposium will provide all participants an opportunity to get
feedback on their studies from experienced members of the
IT  research  community invited  to  chair  all  DS-RAIT the-
matic sessions. Therefore, submission of research proposals
with limited preliminary results is strongly encouraged.

Besides  receiving specific  advice  for  their  contributions
all participants will be invited to attend plenary lectures on
conducting high-quality research studies, excellence in scien-
tific writing and issues related to intellectual property in IT
research. Authors of the two most outstanding submissions
will have a possibility to present their papers in a form of
short plenary lecture.

TOPICS

DS-RAIT 2015 invites the submission of papers on all as-
pects of Information Technology including, but not limited
to:

• Automatic Control and Robotics
• Bioinformatics
• Cloud, GPU and Parallel Computing
• Cognitive Science
• Computer Networks
• Computational Intelligence
• Cryptography
• Data Mining and Data Visualization
• Database Management Systems
• Expert Systems
• Image Processing and Computer Animation
• Information Theory
• Machine Learning
• Natural Language Processing
• Numerical Analysis
• Operating Systems
• Pattern Recognition
• Scientific Computing
• Software Engineering
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Abstract—This research proposal proposes the examination
of user attitudes about the Extreme Science and Engineering
Discovery Environment (XSEDE). The XSEDE project supports
basic research with a common system for making use of national
cyberinfrastructure. The systems and infrastructure that make
XSEDE useful for researchers are part of an actor network: these
systems are socially constructed and they play their own part in
the work of XSEDE, and in turn have an effect on the progress
of basic research. I have completed previous work on the user
relationships in the predecessor to XSEDE, the TeraGrid, and
currently carry out participant observation with the management
groups of the XSEDE project. By understanding the barriers
to adoption of XSEDE by new researchers and new scientific
domains, I hope to explore the linkage between resources (in this
case computational resources) and scientific outputs.

I. INTRODUCTION

STARTING in 2001, the United States National Science
Foundation (NSF) funded a distributed, high-performance

computing project known as the TeraGrid, with the goal
of supporting scientific research at the frontiers of current
research. With over $430M invested in the TeraGrid grants
to date and more projects open for solicitation, the TeraGrid
has created an ecosystem of interacting researchers, technol-
ogists, and administrators [1]. The TeraGrid was superseded
in 2011 by XSEDE, which continues the implementation of
the architecture started in the TeraGrid project with additional
work towards making these large scale systems more flexible,
usable, and open to a broader range of research agendas
[2]. XSEDE has been awarded over $64M to date for its
management structure, with sites deploying resources based
on NSF awards of as much as $77M for the National Institute
for Computational Science’s Kraken system, and $55M for
the Texas Advanced Computing Center’s Stampede system,
to name the largest investments. The creation of national
cyberinfrastructure in support of basic research is a resource-
intensive effort: not only do the initiatives involved in XSEDE
require substantial material investment, the centers that support
these systems employ large numbers of staff to manage the
systems, provide user support, adapt code to ever-larger sys-
tems and broader architectures, and reach out to the scientific
community in order to bring in new researchers.

A. XSEDE and outreach to new domains and users

The NSF mandates that the XSEDE project reach out to new
disciplines and new institutions, including Minority Serving
Institutions and Historically Black Colleges and Universities.
Despite efforts to broaden the number of disciplines and
institutions served in XSEDE, surveys of researchers indicate
that only 30% of respondents feel that there are sufficient
cyberinfrastructure resources available to meet their research
needs. XSEDE’s quarterly resource allocations process is over-
subscribed by roughly 3 times. In order for XSEDE to meet
NSF’s recommendations to broaden its user-base, XSEDE
needs to change the strategies used to recruit and develop
users. Despite this charge from the NSF, non-traditional users
of XSEDE still experience difficulties adapting and transition-
ing to the XSEDE project.

It is critical in the estimation of the NSF to provide a broad-
use cyberinfrastructure framework for the support of basic
science, and this has been emphasized in reports from the
XSEDE project[3], as well as prominent researchers such as
Richard Tapia and others. XSEDE includes in its management
structure units for reaching out to new communities and has
an emphasis on highlighting novel uses of XSEDE, but the
current user base and user profile remains quite narrow. New
systems on XSEDE advertise “Computing for the 99%”, but
this paradigm has yet to be fleshed out, not to mention actual
usage information.

B. Motivation and research goals

This investment in infrastructure for research represents
considerable outlay for the government in real terms. While
not large compared to other government expenditures, these
services provide the long-term innovative capacity for the
country, and they influence the nation’s competitiveness and
future technological development. XSEDE represents a system
in which researchers have access to considerable resources,
but only by adopting technologies as provided, and with
access to resources governed by a peer-reviewed allocations
process. In some ways this is like other resource-distribution
mechanisms in science such as publications and grants, but the
technological requirements to use and specificity of available
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analyses on XSEDE resources means that different groups are
more able to take advantage of resources.

The basic research questions in this study surround the
impact that resources make on scientific work. XSEDE is
a project intended to provide computational resources to
scientists, no matter what their local resources may be. This
research project is intended to reveal what these barriers to
utilization of XSEDE resources are from the users’ point of
view, and to examine what these potential users of XSEDE say
about their experiences, but also to analyze and understand the
training and documentation materials provided for potential
users, as well as observe some of the activities and NSF strate-
gies for user recruitment. These findings will be examined
along with the NSF’s initiatives to generate user participation,
with the goal of creating requirements for the next phase of
the XSEDE project that can be incorporated into XSEDE’s
architectural processes: use cases and quality attributes. The
products of architectural processes will include programmatic
interfaces, training and documentation materials, and broader
educational materials.

By understanding how researchers use resources, and how
they compete for them, I intend to get more information
about appropriate cyberinfrastructure and allocations methods
to best serve the needs of the nation for basic research. By
better understanding the users of XSEDE and their needs and
relationships within XSEDE, successor infrastructures to this
project can be built in order to do a better job supporting
scientific research. My own previous research has focused
on the management of XSEDE and relationships between
supercomputing centers, and to understand the functioning
of the project it is imperative to also see the project from
the perspective of its client-constituents. By understanding
linkages between resources and scientific outputs, it is possible
to understand what kind of information is needed to drive
science policy decisions as governments attempt to manage
limited resources and still remain competitive.

II. LITERATURE ON RESOURCES AND PERFORMANCE

In order to explore the connection between resources avail-
able to scientists and their productivity, it is important to
understand the more general background of resources for
scientific activities. Most commonly these are competitively
awarded grants that provide scientists with the financial means
to accomplish research goals.

While it may be argued that funding for cyberinfrastructure
for research is qualitatively different from research practices, I
draw upon the stream of research that examines performance
management for research, noting a few major correspondences
between research infrastructure and research itself. First and
foremost, the large scale cyberinfrastructure that characterizes
the TeraGrid and XSEDE projects is in itself treated as
a computer science research project. Creating software that
makes use of large scale systems efficiently and effectively,
providing services that allow users to make use of cyberin-
frastructure with ease, and creating links between large scale
systems that allow them to be used in concert with each other

easily constitutes as significant challenge for computer sci-
ence researchers. Secondly, the practice of providing research
cyberinfrastructure for research is largely modeled after the
process for obtaining grants for research itself. Proposals are
created with broader impacts and scientific merits in mind,
subjected to peer review, and projects are evaluated based upon
the publications and reports they generate, as well services
provided. Finally, there is limited evidence to suggest that
infrastructure in support of research behaves and can be treated
similarly to other infrastructure provided by other government
agencies, thus our understanding of research funding is the
closest analogue to assist in our understanding of dynamics
driving cyberinfrastructure funding.

Performance management for grants is perhaps the most
important difference between grant funded work and contract-
ing work, and monitoring of scientific progress has singular
difficulties. Partha and David [4] catalog the difficulties of
economic evaluation of research: economic returns may come
quickly or may take decades to realize, rights to intellectual
properties are difficult to extract economic rents from (in fact
restricting access to research may hamper further returns on
initial investments), fundamental research progress may have
dramatic and far-reaching impacts that are difficult to capture,
and it is especially hard to forecast the success of any one
particular research project. Hanson’s [5] appraisal of focusing
on effort as opposed to results has marked the transition
from measuring research outputs towards measuring research
processes. The standard operating procedure for evaluating
both inputs (proposals) and outputs (scientific work) of grant-
funded projects remains the peer review process. Garcia and
Sanz-Menendez [6] discuss the context of peer review as
metric of scientific research quite fully in their evaluation of
competition in research initiatives. The authors begin tracing
the path of peer review with the assertion that individual
reputation and credit are central to the creation of the social
structure of science, and that recognition by ones’ peers is the
foundation of legitimacy and leadership in a given field. Garcia
and Sanz-Menendez note that the measurement of scientific
production has long been based in volume and quality of
scientific publications, but that these metrics cannot be sepa-
rated from peer review. Peer review, despite some of its flaws
outlined below, is not only the basic mechanism for ensuring
quality of research, but also a critical factor in monitoring the
efficiency of government investment in science. Peer review
provides legitimacy to governmental bodies, and scientific
work which has passed peer review has greater esteem in
its scientific surroundings [6]. However, with the advent of
new initiatives in government for assessing and monitoring
of performance, peer review has had mixed fortunes as an
evaluative tool for officials in charge of awarding research
grants.

Shapira and Kulhman [7] describe the growth in require-
ments evaluation of research projects as governments attempt
to control costs and derive better benefits from programs, not-
ing that there are significant issues to measuring performance
in this area. Impacts of these programs tend to be diffuse, as do
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costs, leading to difficulties in capturing all of the inputs and
outputs. As research programs grow in complexity, including
more disciplines and addressing broader problems, the evalua-
tion of these programs must similarly become more complex.
Government demands for continuous monitoring and program
learning initiatives for research have led toward inclusion
of subsidiarity, socioeconomic effects, and broader impacts
into research evaluations. The increasing frequency of public-
private partnerships for research also increases the complexity
of program evaluation [7]. Partha and David [4] describe the
the new attitudes towards measurement of research projects as
a new economics of science, in which the previous free-market
scientific workplace, characterized by scientists competing in
the peer review process in order to gain funds and recognition
is supplanted by a more interventionist government hand that
is in the process of turning science toward more applied tasks.
Government demands for better program evaluation both in
the US and in Europe, as well as budgetary constraints from
the recent economic crisis, have resulted in a call for more
scrupulous examination of research performance.

The response to this call for increased evaluation and mea-
surement of performance, has been variable at best. Cozzens
[8], providing the context of evaluation in US research fund-
ing, describes the clash between the traditional evaluation tools
for research, peer review and the journal selection process, and
the new requirements based on the Government Performance
and Results Act (GPRA) and increased requirements for man-
agement performance from the OMB. Peer review as the status
quo for evaluation of science works in what Cozzens describes
as an “autonomy-for-prosperity” model. Agencies support
research activities in order to solve specific problems in an
indeterminate amount of time, with limited oversight from
Congress or agencies. Emphasis in evaluation is placed on the
input end of the process, based on the quality and relevance
of research proposals, and most importantly the accountability
of this evaluation is placed on the research community, who
is responsible for fairly making decisions, rather than on the
researchers themselves to produce results to the general public.
Guston [9] notes that peer review makes up a substantial
amount of the selection process for research: $37.7 billion
or 86% of the reported total funding for research is merit
reviewed. Applied research agencies, in contrast, have review
processes based in personnel evaluation and budgeting that
determine quality, although Cozzens, Bozeman, and Brown
[10] note that there is a shift towards the competitive model
of peer review even for these agencies. Peer reviewed grants
are a feature of new federal research funding programs in
the Department of Agriculture, the Environmental Protection
Agency, and the Advanced Technology Program [9]. Peer
review for research projects can happen both prospectively
in the proposal selection process as well as retrospectively in
evaluation [11], and have also been used as inputs in evaluating
information for drafting regulation, creating state policies, and
in evaluating courtroom decisions [9].

The peer review process conflicts directly with GPRA
requirements for monitoring outputs of research, which ex-

plicitly focus on planning and achieving strategic objectives,
rather than a culture of fairness in evaluation of proposals.
As Cozzens [8] states, this “clashes with the traditional notion
that the benefits that flow from research cannot be predicted in
timing or content, but rather are visible only retrospectively”.
Response to the new evaluation requirements has been met by
providing measures that are generic and qualitative: outcomes
such as “advances in knowledge” or “ideas, peoples, and
tools”, or the NSF’s frequently sought-after “science nugget”,
used to provide Congress with information about program
success in a brief, easily-digestible package. As a result, such
weak measures of evaluation lead to reinforcement of existing
political forces, especially when coupled with another popular
new metric of stakeholder input, which gives greater voice to
those parties already engaged in the selection process [8]. An-
other approach to evaluation is to provide broad indicators of
research progress: publications, funded research, and patents.
Campbell [12] directly contrasts the peer review and indicator
approaches finding that peer review results in complex but
subjective evaluations of research work, while indicators are
objective and easily quantified, but tend to be superficial in
nature. Hagstrom [13] notes that peer reviewers frequently are
able to identify the authors they are reviewing, or at least
make educated guesses based on prior research and citation
patterns. There is some evidence that researchers understand
the peer review process and anticipate elements of it when
drafting proposals. Knorr-Cetina [14] found in comparing
proposals submitted for peer review to those without peer
review that the style of the proposals changed rather than
the content of the science inside. Furthermore, peer review is
frequently conducted by established researchers, which leads
to a problem in the assessment of new and innovative research
directions, and relationships of mutual dependency that create
self-reinforcing factions within scientific communities [12].
The world of the peer- reviewed scientist may be viewed as
one mired in competition with other researchers first to get
research proposals approved in order to get funding, and then
to get the results of that research published.

Competition is in many ways the coordinating feature of
scientific progress just as it is in economic activities. Hagstrom
[13] describes the competition that takes place between sci-
entists as specifically occurring when a scientist finds that
her research in a particular area, on a problem not previ-
ously published, has been beaten to publication by another
researcher. This form of competition may be extended to
include being passed over in favor of another researcher in the
grant selection process. Latour and Woolgar [15] established
research funding as a vital part of researchers’ credibility and
reputation with other scientists. Garcia and Sanz-Menendez [6]
sum the idea of competition up well: “Thus, competition for
funds is an essential mechanism in the cognitive functioning of
research, articulated in the credibility cycle, and a vehicle for
relationships between science and government”. Competition
between researchers has a number of valuable features that
aid scientific development. Competitive publication practices
mean that additional researchers may be working on the

RICHARD KNEPPER: RESEARCH PROPOSAL 1025



same problems, which ensures an abundant supply of possible
investigatory techniques and results. Competition drives hard
work on the part of the competitors to outdo each other.
Finally, competition reduces the risk of dilatory publication,
and it encourages differentiation and innovation as scientists
attempt to identify new problems to explore [13]. While com-
petition should promote the best quality research, issues have
been identified with competitive processes for publication and
funding that may slow the progress of science. Competition
thus has a complex relationship with peer review. Laudel
[16] notes that the competitive process may have impacts to
the course of science as scientist averse to risk select other
research topics in order to avoid competition and increase
favor in peer review, promote mainstream or existing research
techniques in order to be more competitive with particular
review boards. Reports from leaders in grant-funded research
centers find that competitive resubmissions for funding has a
disruptive effect on getting the work of the center done [17].

With the understanding that research is driven by competi-
tive processes, as scientists attempt to establish a track record
that allows them to build capital to drive further research,
and reputation that allows them to secure that research, a
number of questions arise prompting further investigation into
the workings of grant funded science. Firstly, what role does
scale play in the competitive process? A number of authors
have investigated the shift from individually-centered projects
to larger labs and research centers. If scientists are engaged
in competition for resources and prestige on the individual
level, what forces do these interactions exert on the organi-
zations that they work within? Does individual competition
influence the structure and performance of these organizations?
Secondly, what is the interplay between competition and
collaboration in scientific projects? Federal agencies in the
US and abroad have invested in funding projects to take
on “Grand Challenge” projects such as the Large Hadron
Collider, the caBIG project for cancer research, and the Laser
Interferometer Gravitational-Wave Observatory (LIGO), which
incorporate researchers from multiple institutions and are
multidisciplinary investigations of research questions. Collab-
oration is an essential element of these large-scale scientific
projects. However, Edwards notes that collaborative work is
frequently hindered by ”friction” of various types, categorizing
”data friction” as issues that keep researchers from being
able to easily exchange and manipulate data and ”compu-
tational” friction which keeps scientists from easily making
use of supercomputers or transferring work between different
supercomputing sites [18], and later positing a ”collaboration
friction” which is the effort required for scientists in multiple
disciplines and or differing backgrounds to work together in
order to achieve collaborative success [19].

Finally, how can government agencies structure their pro-
grams and investments to take advantage of these factors?
The NSF and to some lesser extent, the NIH, are under
considerable pressure to reduce funding outlays and to provide
rigorous performance management indicators for the scientific
research done under their auspices. Are there features of

collaborative and competitive research that allow the grantors
to get better results and better science faster?

III. PREVIOUS RESEARCH EFFORTS

As a student of social informatics and of public manage-
ment, with an interest in science policy, I have followed
the development of the Supercomputing Centers program
through the TeraGrid project and the XSEDE project. As
an administrative manager in Indiana University’s Pervasive
Technology Institute, my duties include a management role
within the XSEDE project, and this combination of theoretical,
empirical research and access to the internal workings of
the organization represent an opportunity for participatory
research that is an extremely compelling case. In my efforts to
get a better understanding of the TeraGrid user community, I
conducted a social network analysis of the TeraGrid users and
project allocations [20], noting the prevalence of traditional
“hard science” disciplines, but also finding evidence of col-
laborations that span multiple fields of science. Since the end
of the TeraGrid project and the advent of the XSEDE project,
I have engaged in a case study [21], which characterizes the
XSEDE project and similar advanced cyberinfrastructures as
”living infrastructure” with qualitatively different attributes to
traditional scientific instruments. These cyberinfrastructures
have their own intents and goals that may or may not be
aligned with their users’ and the relationship between large
cyberinfrastructure organizations and users becomes a collab-
orative arrangement in its own right.

Currently I am also working on a project with Katy Börner
in the Department of Library and Information Sciences at
Indiana University to characterize resource utilization on the
XSEDE project as it relates to publication, in an effort to
understand a general utilization-to-publication ratio, but also
to examine whether different supercomputing centers and
systems represent different research output profiles as well as
the possibility of different fields of science having different
resource/output functions.

IV. HYPOTHESES

I hypothesize that there will be a number of barriers that
are already well-described in documents such as the NSF’s
Advisory Committee on Cyberinfrastructure’s Campus Bridg-
ing Task Force report, such as: difficulties in moving large
amounts of data from its place of collection to computational
systems for analysis difficulties in getting analyses to run
on different resources unfamiliarity with national cyberinfras-
tructure frameworks and utilities I also hypothesize that in
discussion with users, it will become evident that there is a
lack of fit between the resources available via XSEDE and
the new domains of interest. The XSEDE project and its
predecessor, the TeraGrid, are rooted in the highly computa-
tional ”hard science” disciplines such as high-energy physics,
astronomy, and molecular dynamics. The new domains of in-
terest to the NSF are slowly building computational emphases,
but these techniques are often reliant on significantly large
amounts of data, and analysis tools are developed on personal

1026 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



computers, rather than the codes developed in the era of
centralized computing facilities. These analyses include ”Big
Data” techniques–computational social sciences, for example–
but also a significant number of life science analyses.

V. METHODS OF ANALYSIS

A number of methods appear to make sense for investigating
user benefits and difficulties taking advantage of XSEDE.
XSEDE management already commits significant effort to
improving practices within the project, from an in-depth ar-
chitectural process to external evaluators who conduct general
surveys of users and employees, as well as interviews in
order to get more in-depth understanding, and case studies
of individual initiatives within XSEDE. Leveraging the work
of the external evaluation team can provide a considerable
amount of information and indicate areas that require further
inquiry.

A. Document Analysis

In order to understand the current underlying body of
knowledge, I propose to examine existing reports carried out
by the external evaluation team, which has produced from 12-
20 reports each project year [3]. This document analysis will
be focused on user-centered evaluations (items such as the staff
climate report will be excluded). Specific areas of interest will
be the identification of mechanisms that support successful
research activities as well as resource allocation schemes that
have either facilitated projects or made them more difficult to
carry out.

B. Survey and Interview Activities

With some initial understanding of the existing data col-
lected on XSEDE user activities, making use of the materials
already present, I intend to conduct a survey of users with
specific focus on sharing and utilization of resources, in order
to understand how resources are obtained and allocated within
projects. In order to understand the issues of new domains
and new user populations–which may not easily conform to
XSEDE’s practices for obtaining access to and using resources,
I will elicit proposals from the XSEDE allocations committee
which were not approved, looking for proposals which were
not turned down for lack of preparation or scientific merit,
but for lack of fit to the project or for other issues. I will
interview these researchers in order to understand how they
planned to make use of XSEDE and what issues they felt
kept their proposal from receiving an allocation of resources.
These interviews will be conducted by teleconference or
videoconference by one to one arrangement.

I also plan to conduct close interviews with members of the
XSEDE “Campus Champion” program, who are local users
who volunteer to assist others in making use of XSEDE by
training and facilitating research activities. These individuals
frequently help new users address problems getting started
conducting analyses on XSEDE, and they often have some
research component of their own to pursue.

C. Participant Observation

In concert with the survey and interview activities described
above, I intend to participate in training activities for new
users, webinars and targeted outreach events that address
user needs, and to engage in other activities, in hopes of
observing users in action as they learn, examine, test, and
adapt to the XSEDE environment. Events for participant
observation of users will include the upcoming Linux Clusters
Institute Workshop1, the XSEDE annual conference meeting,
and online training and webinar events held by XSEDE,
Ohio Supercomputing Center’s HPC University, and Cornell
University’s Virtual Workshop program.

VI. POTENTIAL BENEFITS OF RESEARCH

The current climate for science policy in the United States,
but also in other countries is a problematic one. Support for
basic research is being eroded: not long ago it was common
to hear the phrase “flat is the new doubling” when speaking
to research center leadership, this has changed to “minus five
percent is the new flat”. If the US and other nations are to
ensure competitiveness and continued innovation, judicious
use of resources and a strong understanding of the relationship
between resources supporting research and scientific outputs
is required. Scientific productivity is a problematic area to
measure and there will be many different pieces of research
that inform a larger stream, these will include studies of scien-
tometrics and bibliometrics, but there is also significant work
on large technical systems [22], [23] and the social element
of technological systems [24], [25] that will contribute to our
understanding of the social elements of scientific research.

This study will benefit our understanding of the linkage
between access to resources and scientific outputs. In order
for organizations such as the NSF to successfully support
basic research, a better understanding of the effect of resources
on research outcomes is required, especially in the case of
shared resources such as the XSEDE project, which provides
a long-lived scientific cyberinfrastructure service. XSEDE and
its service provider units represent significant investment on
the part of the National Science Foundation and making
sure that the most effective distribution of resources can be
made is critical to the longevity of the NSF and its mission.
In a broader sense, understanding how centralized resources
for research are best implemented in a general sense will
provide better strategies for makers of science policy to present
effective and equitable distribution of resources that ensures
scientific progress and competitiveness in general.
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Abstract  — This article describes the qualitative analysis of
the  research  results  of  the  effectiveness  of  promoting  an
understanding of the parameters of electronic components and
circuits by using dynamic circuit and block diagrams as well as
the  dynamic  characteristics  integrated  with  them.  The
introduction highlights the characteristic way of understanding
the parameters of electronic components and systems and an
outline  of  my  research  conducted  in  this  area.  The  second
chapter presents a typology of the dynamic pictures used and a
description of sample animations.  The third chapter contains
the  explication  of  the  concepts  of  understanding  electronic
components  and  circuits.  The  fourth  chapter  presents  the
description of the research, while in chapter five the qualitative
analysis  of  the  research  results  is  shown,  from  which  the
conclusions are contained in chapter six.

I. INTRODUCTION

N MOST mechanical structures, moving parts play a ma-

jor role. They are integral to sensory cognition. The phe-

nomena  taking  place  inside  electronic  structures  are  not

available to sensory cognition, which is why images play a

leading role in the teaching of electronics. Since these phe-

nomena exhibit variations in time, the didactic dynamic pic-

ture, visualizing the time dependence, may affect the effec-

tiveness of teaching electronics. Part of my research on the

effectiveness of using dynamic pictures was spent teaching

the  meanings  of  the  parameters  of  electronic  components

and circuits. They represent a part of the test results on the

effectiveness  of  teaching  using  didactic  dynamic  pictures

that were included in the dissertation [2].

I

II.  DIDACTIC DYNAMIC PICTURES IN SHAPING THE

UNDERSTANDING OF ELECTRONIC COMPONENTS AND

CIRCUIT PARAMETERS

Didactic dynamic pictures  used in the teaching-learning

of electronics were divided into four groups. They perform

the following didactic functions: illustrating the operation of

electronic  components,  functioning  of  electronic  compo-

nents in basic work systems and illustrate the construction

and operation of electronic circuits. In order to visualize the

electronic  components,  dynamic  area  models  are  utilized.

The operations of electronic components in basic systems,

can be presented by the analogy of hydro-mechanical  and

dynamic schematics.  The functioning of electronic circuits

can  be  presented  by  using  dynamic  circuit  diagrams  and

composite  structures  using  dynamic  flowcharts.  Dynamic

characteristics may be used for a detailed visualization of the

parameters [4].

In order to shape the understanding of electronic compo-

nents and systems parameters, the most appropriate images

are those under which direct visualization of parameters oc-

curs. These include dynamic circuit diagrams and dynamic

flowcharts and corresponding dynamic characteristics.

Figure 1 shows an application, visualizing the operation

of  a  basic  amplifying  circuit,  constructed  using  a  bipolar

transistor. The application consists of two modules. On the

left is a dynamic scheme, on the right the dynamic character-

istic, which was operably linked to the diagram. The value

of the input voltage to the system can be changed by using a

slider. According to the characteristics of the bipolar transis-

tor, the input voltage’s UBE changes are reflected in the value

of the current flowing through the base of the transistor - IB.

According to the characteristics of transition, changes in the

intensity of the base current of the transistor causes propor-

tional changes in the current of the collector - IC. Changes in

the collector’s current, which is also the current of the resis-

tor R, causes changes in voltage across the resistor, working

together with the transistor in the voltage divider, whereby it

also changes the output voltage of the system.

The scheme uses a series of dynamic elements. For exam-

ple, numeric values of parameters such as base-emitter volt-

age (UBE), the base current (IB), the collector current (IC) and

the  voltage  at  the  collector’s resistor  (UR)  and  the  output

voltage (UCE). The magnitudes of these parameters are fur-

ther  displayed,  in graphic form, with the help of  dynamic
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arrows whose size varies depending on the value visualized 

by the arrow’s signal. 

 
 

Figure 1. Didactic dynamic scheme with dynamic characteristics. The 

application shows the OE transistor amplifier [4].  

 

Placed next to the schema, is a collection of dynamic 

characteristics of the static characteristics of the bipolar 

transistor in a common emitter’s circuit. Includes the input 

characteristics IB = f (UBE), transient characteristics IC = f 

(IB) and the output characteristics IC = f (UCE). The output’s 

characteristics also draws the static characteristics of the 

resistor R. The main element in the dynamic characteristics 

are the lines indicating the individual parameters of the static 

characteristics. Furthermore, applied were dynamics, plotted 

out on the screen of timeline charts, of sinusoidal signals 

present at the input and the output of the system. All 

elements of the dynamic characteristics can be freely 

switched on and off using the appropriate buttons. 

Figure 2 shows a different kind of teaching dynamic 

picture - a dynamic block diagram of an AC adapter for 

continuous operation. Despite the fact that all the blocks and 

timing diagrams of the system were presented, the 

application allows for their stepwise actuation by pointing 

the cursor over their names and blocks. 

 

Figure 2 is a block diagram showing the dynamic power supply for 

continuous operation [4]. 

 

The application makes it feasible to present the essence of 

the shaping signals in particular functional blocks of the 

system. It is the basis from which to present, to the students, 

the construction and operation of consecutive blocks, such as 

the transformer, rectifying circuit, filter and stabilizing 

system. 

The article shows only two examples of the teaching 

dynamic pictures. For empirical research purposes, much 

more of these aids were developed. These encompassed ten 

issues of analog electronics. The effectiveness of the 

application presented in the article has been confirmed [3]. 

Also undertaken were a series of works, aimed at creating a 

didactic dynamic picture visualization of digital systems. 

They have been applied in teaching materials used for 

teaching electronics over the Internet. These are applications 

that act as simulators of basic digital electronic systems. 

III. UNDERSTANDING THE PARAMETERS OF 

ELECTRONIC COMPONENTS AND CIRCUITS 

This article assumes that understanding is the discovery of 

such content in objects, as their significance, meaning, 

structure, function, role, origin, durability, usefulness, look, 

what it does, how it arises, what it interacts with, the 

category to which it belongs and what specific characteristics 

does it possess [1]. One of the areas of understanding 

electronic engineering is to understand the parameters of 

electronic components and systems [3], which the student 

exhibits by their behavior relative to the described, in any 

way (image, symbol, text), element or electronic system [3]:  

assigns characteristic parameters to the element, describes 

the main characteristics of electronic components and 

systems, determines the unit of a given parameter, estimates 

the value of the given parameter, assigns characteristics to 

the stated element or electronic circuit, outlines the 

characteristic parameters of electronic components and 

systems, identifies, explains, indicates the essential points of 

the characteristics of electronic components and devices, 

explains the essence of the parameters of electronic 

components and devices, solves problems (including 

computing) using the parameters of electronic components 

and systems and selects a parameter or characteristic element 

or system to solve the design problem. 

The set of these manifestations of understanding was used 

to construct the test tasks for the purpose of measuring the 

effectiveness of dynamic pictures in the development of 

understanding the parameters of electronic components and 

systems [3].  

IV. DESCRIPTION OF THE COURSE OF RESEARCH 

Research of the efficiency of shaping the understanding of 

the parameters of electronic components and systems was 

carried out as part of a study involving the effectiveness of 

teaching electronics using didactic dynamic pictures on the 

example of the education process of students of technical 

and information technology. A didactic experiment, as the 

research method, was adapted and ran based on the parallel 

group technique. The study included students of technical-
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informatics education, educated under the three-year 

undergraduate studies and the five-year study mode.  

The research used 120 didactic dynamic pictures 

presented to students of the experimental group consisting of 

ten lectures on analog electronics. The control group was 

given only static pictures were. After each lecture, students 

in both groups were subjected to a 20 task test. Four weeks 

after the last lecture, a test was given containing sixty tasks 

from ten sections of analog electronics. 

Quantitative analysis allowed for the confirmation of the 

hypothesis, in which it was assumed that the use of didactic 

dynamic pictures contributes to the efficiency of promoting 

the understanding of parameters of electronic components 

and systems. In order to fully present the results of the test, 

qualitative analysis was used [3]. 

V. QUALITY ANALYSIS OF TEST RESULTS  

Qualitative analysis allows for the identification of the 

kinds of difficulties faced by students in the experimental 

and the control groups while solving the tasks of 

understanding the parameters of electronic components and 

systems. 

The first task was to indicate whether the impedance is at 

its lowest when the frequency of the current flowing through 

the serial RLC circuit is equal to the resonant frequency. 

 

1. When the frequency of the current flowing through the 

system of equations is analyzed, resonant frequency of the 

circuit impedance is the lowest. true / false - underline the 

right answer. 

L C R 

~ 
U, f = fr 

 
 

RLC circuits in serial configurations, parallel and mixed 

are widely used in electronics, especially in the input circuit 

of the radio. In the case of this task, the experimental group 

received 83% correct responses relative to the control group 

that received a score of 41%. 

 

2. Please calculate the equivalent resistance of the circuit. - 

Select the correct answer with a cross in the table. 
 

R1 

7 
R2 

2 

R3 

2 







 
1   

2   

3   

4   
 

 

The solution to the 2nd task was to calculate the 

supplementary resistance of a circuit consisting of resistors 

connected in series and in parallel. 

The experimental group received a score of 78% correct 

responses, and control group 48%. In the experimental 

group, 24% of students made the wrong choice as a result of 

not doing any calculations on the test sheet. In the control 

group, however, this situation occurred in 41%. 

In view of the fact that didactic dynamic pictures do not 

support directly the skills of solving mathematical equations, 

it may indicate that there is another, deeper reason for the 

significant difference in the results of the groups at the 

expense of the control group. The didactic work with 

students, in the experimental group, noted that they often 

rely on lectures where dynamic hydraulic analogies are used. 

Facilitating the understanding of the presented phenomena, 

thus making it possible to avoid erroneous algorithms during 

problem solving, which were observed among those students 

who never dealt with analogies. 

In a further, third task, a time constant of an RC circuit 

with specified parameters had to be calculated. 

 

3. Calculate the time constant of the RC circuit with 

parameters: R = 100k, C = 10F. 

 

The solution to this task depended on the reproduction of 

the correct mathematical expression, substitution of the given 

values into the formula, appropriate transformation of data 

prefixes and the performing of calculations. The 

experimental group received a score of 17% correct answers, 

while the control group 34%. The grading of the solution to 

the problem was based on the proper conversion of units. 

In the experimental group, 73% of students did not 

attempted to solve this task, whereas in the control group, 

62% reported omissions. This shows a complete inability to 

solve the task. A similar conclusion can be drawn on the 

basis of an incorrect formula, which was reported in 7% of 

the responses of the experimental group and in 3% of the 

responses of the control group of students. 

The ability to apply the message in typical situations with 

regard to the understanding of the electronic parameters was 
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measured with the use of task 4, in which the current-voltage 

characteristics of a semi-conductive diode should be drawn. 

On this characteristic, the forward voltage should also have 

been marked.  

 

4. Please draw a semi-conductive diode’s characteristics 

and highlight the forward voltage. 

 

This task was solved correctly by 54% of the students in 

the experimental group and 34% of the control group. In the 

experimental group, a reported 12% had partial responses 

containing omissions in the description of the axis on the 

graph, and 17% had incorrect charts. In the control group, 

31% of such completely incorrect responses were reported.  

In 21% of the tasks, of the control group, students did not 

attempt to find a solution. In the control group, in 31% of 

cases, the answer was completely random, for example, a 

student drew a sinusoidal waveform. In the experimental 

group, this phenomenon occurred in 17% of the cases. These 

experimental lectures exposed the dynamic characteristics of 

diodes, which illustrated the relevant parameters of their 

application in electronic circuits. 

Obtaining a solution to task no. 5, it was crucial to 

indicate which of the expressions describes the amplification 

of current of a bipolar transistor. 

 

5. Which of the expressions describes bipolar transistor 

current amplification of the OE circuit?................. – 
check the right answer 

 

;:;:;:;:
B

E

CE

BE

B

BE

B

C

I

I
D

U

U
C

I

U
B

I

I
A

 

 

The experimental group, for this task, received a score of 

22% correct answers, while 48% was attained by the control 

group. Bipolar transistor current gain was mistakenly 

identified, by specifying the ratio of the emitter current to 

base current, 7% of the students in the experimental group 

and 31% of the control group. This demonstrates a better 

understanding of this parameter by persons participating in 

lectures, in which no didactic dynamic pictures were used. 

46% of the responses in the experimental group and 17% in 

the control group indicated that the current gain is calculated 

by using the expression containing the voltage ratio value 

UBE to UCE. In this case, a separate dynamic picture was 

not applied, from which, in a direct manner, the issue of the 

current gain can be assimilated. 

In task no. 6 it was necessary to describe the "minimum 

holding current". In the control group there was no single 

correct answer, while in the experimental group, the number 

of correct responses was 37% of the total number of results. 

This data suggest a beneficial impact of the experimental 

agent on the effectiveness of understanding the parameters. 

 

6. Please describe the concept of “minimum holding 

current”. 

 

Majority of the students (69%) in the control group did 

not specify the electrodes of the thyristor, in which the 

parameter, included in the job, is expected to be. One student 

from the control group mistook the holding current with the 

conduction current (4%). The experimental group reported a 

15% omissions of tasks, while 14% of the respondents in the 

control group did not attempt to solve the task. 

Further, task no. 7 referred to the skills used in typical 

situations in terms of understanding the parameters of semi-

conductive switching elements. Solving this task required 

plotting out the current-voltage characteristics of the triac. 

66% of the students in the experimental group and 38% of 

students in the control group solved the task correctly. 

 

7. Please draw the characteristics of the triac. Pay attention 

to the description of the axis. 

 

Basic mistakes committed during problem solving 

consisted of drawing unidirectional triode thyristor (9% in 

both groups) or bidirectional diode thyristor. Such errors 

were committed by 15% of the students in the experimental 

group and 24% in the control group. In the experimental and 

control group, there were no omissions of the task. A 

significant difference in both groups’ output results can 

testify to the high efficacy of the use of didactic dynamic 

pictures in shaping the understanding of parameters. 

Similarly, high results were obtained in the task 8, in 

which the person being tested needed to indicate a 

relationship between the parameters of IG1 and IG2 on the 

current-voltage characteristics of the thyristor (IA = f (UAK)). 

 

8. What is the relationship of the size of the current of the 

switching device’s gate with characteristic as shown in the 

figure? IG1 ................... IG2- between these 

parameters,correctly enter the sign of the majority, minority 

or equality. 

 

 

 

 

 

 

 

 

In this case, the experimental group received a score of 88% 

correct responses, while the control group 59%. The ability 

of answering this task indicates skills in identification, 

assessment and understanding of the parameters affecting the 

operation of the switching elements. 

The task of no. 9 was to draw a phototransistor’s output 

characteristics. 

 

IA 

UAK 

IG1 IG2 

1032 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

9. Please draw a phototransistor’s output characteristics. 

Pay attention to the description of the axes and constant 

parameters. 

 

The ability to draw the characteristics showed 27% 

of the students in the experimental group and 14% of 

students in the control group. The experimental group 

reported 58% omissions of the job or a completely wrong 

realization of it, while in the control group these solutions 

were 72%. In the experimental group, 24% of the tasks were 

incompletely resolved. Characteristics properly drawn, from 

a graphical point of view, were not described with proper 

parameters nor have the axis’ signatures drawn into (IC = f 

(UCE), E = const). 

The level of understanding a photoresistor’s 

parameters was measured with the help of task 10. 39% of 

the students in the experimental group correctly answered the 

question, while the control group attained 62% correct 

answers. In this case, there was no positive impact of the 

didactic dynamic pictures on the level of to understanding 

the parameters. 

 

10. Please describe the parameter of “dark resistance” 

 

22% of students in the experimental group turned 

the process around by switching the cause of the 

phenomenon with its effect, for example, one of the 

responses reads: "it is a small light caused by high 

resistance". In the didactic dynamic picture, it was shown 

how a photoresistor works under conditions of complete 

darkness, however, the name of its resistance was not 

specified. 

Task no.11 was dedicated to the understanding of 

the parameters, in which the essence of the squareness ratio 

needed to be explain. Here the experimental group received 

a result of 5%, while the control group got 10% correct 

answers. 

 

11. Please explain the nature of the parameter: squareness 

ratio. In the explanation please use an appropriate figure 

and expression. 

 

None of the dynamic pictures used in the study directly 

referred to this parameter, however, the issue of the 

steepness of the frequency characteristics of filtration 

systems and a tuned generator was presented with the help of 

the didactic dynamic pictures. However, this proved 

insufficient. 

 

12. Please calculate the total voltage gain of the circuit 

shown in the drawing. 

 

 

 

The voltage gain is:  

 

The next task (12), relating to the understanding of the 

electronic circuit parameters, concerned the calculation of 

the voltage gain of a triple set of amplifying blocks, 

connected in series, with a given intensification. 

In this task the experimental group received 49%, while 

the control group received 83% of correct answers. As is 

apparent from the number of correct answers, this task was 

relatively simple, however, in this case, no positive effect of 

the experimental agent was noted. Among the errors in 

solving this task, the most frequent were attempts the 

summation of individual gain values. This phenomenon 

occurred in 36% of the answers given by the students in the 

experimental group and 6% of students in the control group. 

The other students did not attempt to solve the task. 

The next task (13) related to the ability of using the 

messages in problematic situations referring to the 

understanding of the electronic circuit parameters. In this 

task, the input voltage of the amplifying circuit, with 

feedback, had to be calculated, using the data contained in 

the problem. 

 

13. Please calculate what the input voltage is given to the 

system if there is voltage at the output of 10V. The  value is 

-0.1 and the gain of the amplifier k = 100. 

 

 

 

 

 

 

 

 

 

The experimental group received a score of 12%, 

while the control group achieved 3% of correct answers. The 

experimental as well as the control group reported the same 

number (24%), which acknowledges that the basic pattern of 

amplification of a circuit, with feedback, is well known to 

students and the result of this study is caused by the control 

group’s student’s inability to exploit it. 

In task 14 the characteristic of a secured progressive 

AC adapter had to be draw. The experimental group reported 

32%, while only 3% of correct answers in the control group. 

 

14. Please draw the load carrying characteristics of a power 

supply with progressive protection. 

 

In the experimental group’s answers, the correct shape of 

characteristics were included, but did not adequately 

describe its axis. There were 9% of such responses. In the 

control group, 6% of the responses contained the mistake of 

shifting the graph’s y-axis for the x-axis. This demonstrates 

the misconception of the nature of dependency on the 

phenomena presented with the help of the overload 

characteristics. It should be noted that the didactic dynamic 

picture was not used directly in illustrating the activities of 



UWE UWY 

ku 

UWE 
UWY ku=10 ku=2 ku =5 
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progressive  security.  A higher  percentage  of  accurate  an-

swers, in the experimental group, demonstrates the indirect

effects of the didactic dynamic pictures.

The next task (15) related to the measurement of the abil-

ity to use the message in typical situations, within the mean-

ing of the parameters of electronic systems.

15 Graph showing the following equation such as 
f=f(UCC) illustrates:

 
1

frequency response of the output signal when 
changing the amplitude

 
2

frequency of the amplitude of the output signal
when changing the supply voltage

 
3

frequency response of the output signal when 
changing the supply voltage

It was necessary to explain the essence of the characteris-

tics described for each model. The results obtained in this

work are the following: the experimental group - 78% cor-

rect answers; control group - 90%. Distractor 2 was chosen

by 12% of students in the experimental group and 10% of

the students in the control group. Three people in the experi-

mental group showed distractor 3 [3].

III. CONCLUSION

Experimental studies have shown that the use of the di-

dactic dynamic pictures has an important influence on the

understanding  of  the parameters  of  electronic  components

and systems. Qualitative analysis of the results allow the fol-

lowing conclusions:

- students of the control group more often than the stu-

dents of the experimental group did not attempt to solve the

task,

- control group students more frequently than in the ex-

perimental group gave accidental or absurd answers,

- mistakes made by the students in the control group are

more important than the mistakes made by the students in

the experimental group.

Qualitative and quantitative analysis of the results of the

studies on the effectiveness of using didactic dynamic im-

ages in the development of understanding the parameters of

electronic components and systems confirm the hypothesis,

in  which  the  expected  positive  effect  of  the  experimental

factor.
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Abstract—This paper describes the basic components of a
research project aimed at the application of natural computing
metaheuristics to optimize the horizontal scaling of databases.
Column oriented databases were selected for the project because
of their unique properties. A mathematical model has been
created in order to align the problem of horizontal scalability
to the general optimization methods, such as natural computing
algorithms.

I. INTRODUCTION

THIS article is an overview of research on column oriented
databases (DB) partitioning optimization with the use of

the natural computing algorithms. Column-oriented databases
are believed to qualify for this purpose nicely thanks to
their physical storage structure. Sometimes they are used
as a NoSQL equivalent for relational database management
systems because of their flexibility and partial similarity to
relational model. In the class of the natural computation
algorithms there are metaheuristic procedures that suite well
to the problems of optimization with multiple constraints and
multi-modal objective functions.

There are three main pillars of the research, described in
the following subsections. Subsection I-B contains a general
description of the column-oriented databases along with the
most important relevant details. From the scalability options
for databases, horizontal scalability gained some noticeable
attention and major implementations, especially in a modern
so-called “web 2.0” services. Subsection I-A describes basic
features along with pros and cons of a database horizontal
scaling. The natural computing algorithms described in the
section I-C are an important branch of the research on com-
putation models and methods. Their main goal is to implement
heuristics inspired by the natural environment’s behaviors and
processes, to solve optimization problems.

The next sections describe current state and results of

the aforementioned research. They consists of the prototype
implementation of a column-oriented DBMS along with its
mathematical model. Selected natural computing algorithms
were also implemented in order to discover and describe their
features on the basis of the typical benchmarking optimization
problems. Section III contains the description of the appli-
cation of the algorithms to the optimization problem using
a created mathematical model. Current short- and long-term
plans for further research are described in order to familiarize
the reader with the expectations of the research.

A. Database partitioning

In general, two main classes of scalability solutions can be
distinguished: vertical scaling and horizontal scaling. These
approaches are slightly different. Vertical scalability is based
on the assumption that, in order to increase system capacity,
its resources should be enforced, e.g. by swapping the CPU
to a faster one. In this approach, a unit of work remains
assigned to only one processing unit and is therefore limited
by the unit’s capabilities. Additionally, hardware capabilities
are finite and it is possible to reach to the point in which
it will not be possible or reasonable to deploy a more pow-
erful hardware. Instead, this approach is easy to implement,
because it preserves previously used computation model and
processing methods. Especially, it does not involve any work
division, which means no additional synchronisation issues are
introduced. In the horizontal scalability (scaling out) approach,
it is assumed the unit of work to be done exceeds the capacity
of any single unit and needs to be divided. That slightly
changes the processing model and introduces concurrency- and
synchronisation-related issues, but in return, offers virtually
infinite theoretical capacity.

Within the database domain, horizontal scalability can be
split into the three classes: replication, sharding (also referred
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to as a horizontal partitioning) and partitioning (also known as
the vertical partitioning). Please note that the terms “vertical”
and “horizontal” regarding partitioning and sharding are ab-
solutely not related to the general scalability terms. Both are
parts of the horizontal scalability class. That is, both involve
some division of a data in a database into more than one
database management system (DBMS) instance. Replication
is out of the research scope, so it will not be described here.
It has been covered widely, along with the remaining solutions
in the master thesis [1].

Horizontal and vertical partitioning differ by a division
plane. Horizontal partitioning duplicates database (or just
single table) schema on many instances but splits the data
between them. Please note that specific partitions can be
distinctive (that is, every records belongs to one and only
instance) as well as redundant. Partitioning function can take
into consideration record’s identifier, single other field or a
set of fields. A value which is used to perform partitioning
is so-called “partitioning key”. Typical partitioning schemas
include:

• by range (e.g. clients with last name starting with letters
A, B, ..., I, J go to the instance#1, K, L, ..., Y, Z - #2);

• by modulo function (e.g. if record have natural numeric
key they go to instance number (key % n) where n =
number of instances);

• by list (if record has a field constrained by a finite set
of values, instances can be assigned with its subsets; e.g.
clients born on monday, tuesday and friday go to the first
instance, others to the second one);

• by hash function (hash function result set must reflect
instance set).

More sophisticated methods include combinations of previ-
ously enumerated ones and consistent hashing. Consistent
hashing is a technique which optimizes a division for frequent
remapping, reducing number of data to be migrated after every
change.

Very useful concept here is the abstraction of hash function
results from the physical arrangement of database engine
instances. That requires additional mapping between these
two tiers, but brings some significant advantages of a direct
linkage. Primarily, changes in the arrangement of database
servers does not involve modifications of the hash function.
In other words, it satisfies well-known “single responsibility
principle” coming from the software engineering domain.

Sharding can then be considered as a data division between
duplicated schema instances. Vertical partitioning, in turn, can
be thought as a schema division. It requires a deep analysis of
the data usage and implicitly assumes that structure of every
records is common if not exactly the same. Then rarely used
parts of data are extracted and moved to a different instance(s)
than the frequently used parts. That is not the only possible
analysis schema though. It is also possible to highlight data
parts which are frequently used together and divide a database
by that. Obviously, in real world application both techniques
can be joined and applied together in any arrangement, which
leads to virtually infinite number of possible variants.

B. Column-oriented databases

Column-oriented databases (sometimes referred to as a
column-family databases, columnar databases or column
stores) is a non-relational database data model. Although not
strictly defined, this model brings some significant features
increasing its horizontal scalability. The current section de-
scribes the model as it is understood within the conducted
research. For the ease of understanding, analogies to the well
known relational database model are highlighted. Nevertheless,
it needs to be stated explicitly that both models are not related.
Modern column-oriented data stores have been covered in
[2]. Implementation details of the Apache Cassandra column-
family store have been described in [3].

Fundamental terms and concepts are common to every
column-oriented DBMS implementation. Keyspace is the basic
storage and logical entity. It acts as a container for lower
level entities and could be compared to database or schema
in terms of relational databases. A column family is a named
collection of records with similar or the same column set.
Column families belong to the keyspaces.

The most important feature coming from the described
concepts is so-called schemalessness, which means that col-
umn family’s data structure is flexible. A column set for
specific records within the same column family is variable.
In real world solutions it is usually “defined” only by an
established convention, not by a strict constraints stated during
the database creation process. As opposed to the relational
database tables, if a given record does not have (in a logical
sense) value in given column, it does not store actual NULL
value (in a storage sense). That feature brings a significant
impact on the storage structure and application logic. Also, it
allows to implement some use cases which are not effective
or even possible in relational databases. A common use case
is the time-series data store, which contains actually only one
row of data, but with dozens of columns created every time a
new value is saved. In that case, the value timestamp becomes
a column name. Another typical appliance is a data store for a
recommendation system. Such systems rely on huge matrices
correlating all users with all items.

C. Natural computing algorithms

Natural computing algorithms are a significant class of the
heuristic procedures, which takes its inspiration in processes
and behaviors taken from nature. According to [4], natural
computing algorithms can be divided into three main cate-
gories:

• evolutionary algorithms;
• swarm intelligence algorithms;
• bacterial foraging algorithms.

They are all based on an observation, that many processes in
nature are in fact non-linear, multi-modal and multi-objective
optimization processes. The whole evolution process leads
to survival of the fittest specimens and species. Within that
process there are many constraints, most of which are not well-
defined or even not well-known, in some cases they could be
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fuzzy. Obviously, individuals do not use any numeric, analyt-
ical methods to fit, because it is not possible. That conclusion
leads to arise of metaheuristic algorithms, which follow the
nature patterns and can be used to perform optimization under
similar conditions. For the sake of correct understanding the
algorithm’s abstraction, it is very important to emphasize
analogies between the biological domain and optimization
domain. Evolution’s goal (in nature it is simply survival and
reproduction of given individual’s genes) is reflected by the
objective function, which is minimized or maximized during
the computation. As the algorithms are iterative, iteration
loop reflects the lapse of time and generations succession.
Candidate solutions are equivalents of the real population
members and they pass from generation to generation using
rules which differ between the algorithms and applications. In
contrast to nature, algorithms are initialized (that is populated
with an initial population) with random solutions to provide
some reasonable starting point for the algorithm execution. It
is very important to note that natural computation algorithms,
as they are metaheuristics, do not guarantee finding optimal
solution. Although, given enough population size and gener-
ation number, they usually lead to the suboptimal solutions
which are suitable enough for the most of applications.

Two algorithms for the evaluation and application were
chosen in the described research: the Flower Pollination Al-
gorithm (FPA) and the Krill Herd Algorithm (KHA).

1) Flower Pollination Algorithm: The first one has been
proposed by Xin-She Yang of Department of Engineering,
University of Cambridge in the paper [5] with further descrip-
tion in the paper [6]. It belongs to the class of evolutionary
algorithms and it reflects the process of reproduction of flow-
ering plants by the pollination. It is performed by pollinators,
such as insects, birds or bats (biotic pollination) or by the
wind or water (abiotic pollination). Pollination can take the
form of a cross-pollination, in which a flower is pollinated
with pollens coming from flowers of different plant, or a self-
pollination, in which flowers on the same plant pollinate each
other. Some pollinators stick to some species and specialize in
pollinating them. This phenomenon is called flower constancy.
Author highlighted four abstractions which make up the basis
of the FPA:

• global pollination is an abstraction of biotic cross-
pollination, pollinators move by performing Lévy flights;

• local pollination is an abstraction of abiotic self-
pollination;

• flower constancy is expressed by the fact that reproduc-
tion probability increases appropriately to similarity of
the two involved flowers;

• probability of occurrence of local and global pollination
is defined by the switch probability p, which abstracts
external factors, such as wind, physical proximity of
different plants and so on.

There are some additional assumptions and rules as well:

• the best solution from the generation gi passes directly
to the next generation gi+1;

Algorithm 1 FPA pseudocode
Objective min or max f(X), X = (X1, X2, ..., Xd)
Initialize a population of n flowers/pollen gametes with
random values
Find the best solution g∗ in the initial population
Define a switch probability p ∈ [0, 1]
while t < MaxGeneration do

for i = 1..n do
if rand < p then

Draw a (d-dimensional) step vector L which obeys
a Lévy distribution
Global pollination via Xt+1

i = Xt
i + L(Xt

i − g∗)
else

Draw ǫ from an uniform distribution in [0, 1]
Randomly choose j and k among all the solutions
Local pollination via Xt+1

i = Xt
i + ǫ(Xt

j −Xt
k)

end if
Evaluate new solution
If the new solution is better, update it in population

end for
Find the current best solution g∗

end while

• with global pollination, candidate solutions tend to the
current most fit individual;

• a random value determining pollination type is obtained
for every flower in every iteration;

• newly generated solution passes to the next generation
if, and only if, it is better fitted than its predecessor.

Assuming that the current best solution is represented by g∗,
generating solution xi in step t + 1 in global pollination is
performed by the following formula:

Xt+1
i = Xt

i + L(Xt
i − g∗) (1)

where L > 0 is acquired from the Lévy distribution. A local
pollination version is in turn expressed by the formula:

Xt+1
i = Xt

i + ǫ(Xt
j −Xt

k) (2)

where ǫ is a value obtained from the regular uniform distribu-
tion.

The FPA has been benchmarked with some typical two
dimensional functions enumerated in the original FPA article,
as well as custom function created especially for the sake of
research. Tests were performed on the implementation created
in the SciPy environment using a small custom test framework.
Tunable parameters of the algorithm were changed between
specific test runs, which led to the following conclusions:

• finding a solution for the unimodal problem requires
much less effort (in terms of generation number and
population size) than for the multimodal problem;

• probability switch parameter p does not matter signifi-
cantly in unimodal problems;

• given enough iterations, every other parameter also does
not really matter in unimodal problem solving;
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Fig. 1. Results of the application of FPA to the custom benchmark two-
dimensional function.

• for multimodal problems, increasing population size
gave significantly less improvement than increasing it-
eration number;

• in extreme cases, during the few first generations there
was no improvement in comparison to the initial random
population (!);

• high values of the pollination switch parameter p de-
creased effectiveness by sticking the computation to local
minimum values in a multimodal problems.

Figure 1 presents a plot of the custom two dimensional
benchmark function. Its objective function is the minimum in
the domain of [−100, 100] in both dimensions.
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Red dots are individuals of the initial flower population,
while blue dots are individuals of the population in the last
generation. Green stars mark the most fit flower in the last
generation along with its coordinates.

2) Krill Herd Algorithm: The Krill Herd Algorithm rep-
resents a slightly different category of metaheuristic nature-
inspired algorithms from the FPA. It is a swarm intelligence
algorithm. Originally proposed by Amir Hossein Gandomi and
Amir Hossein Alavi in the paper [4], it mimics the behaviour
of the individual krill specimens moving together as a herd.
Such herds, or swarms, move accordingly to environmental
factors, but every krill moves separately. An individual’s
movement is determined by three factors:

• the movement vector of the whole swarm (neighbours
within the swarm);

• food foraging;
• additional random bias (diffusion).

After removal of an individual krill (caused by predator
attack) from a herd, krills tend to “fix” the low-density gap
while still being oriented on finding food. From this emerges
a multiobjective optimization problem. Overall, generalized n-
dimensional formula for difference of krill position in subse-
quent time units goes as follows:

dXi

dt
= Ni + Fi +Di (4)

Enumerated aspects of individual krill moves can be described
by a set of equations:

• Ni - motion induced by neighbours:

Nnew
i = Nmaxαi + ωnN

old
i (5)

where Nmax is the maximum possible speed that can
be induced, ωn in the range [0, 1] is the inertia weight
of an individual krill. Nold

i is the motion induced in the
previous turn and

αi = αlocal
i + αtarget

i (6)

αlocal
i is the local influence of the neighbours on an

individual krill, while αtarget
i is the target direction.

Target is determined by the position and movement of
the best individual in a swarm.

αlocal
i =

NN∑

j=1

K̂ijX̂ij (7)

X̂ij =
Xj −Xi

‖Xj −Xi‖+ ǫ
(8)

K̂ij =
Ki −Kj

Kworst −Kbest
(9)

where K in general is a fitness value of a given krill,
so Kworst and Kbest are the worst and the best fitness
degrees achieved so far by any individuals. NN is a num-
ber of reachable krill neighbours and ǫ is an immaterial
positive number introduced to avoid singularities in the
formula.
The NN value depends on a stated sensing scope of
krill individuals. It can be defined in a static way, e.g.
individuals always take into consideration a constant
number of closest krills, regardless of their distance.
The other way is to determine neighbour sets using the
heuristic in every iteration:

ds,i =
1

5N

N∑

j=1

‖Xi −Xj‖ (10)

Every krill individual has its target vector defined as
follows:

αtarget
i = CbestK̂i,bestX̂i,best (11)
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where

Cbest = 2
(
rand+

I

Imax

)
(12)

I , Imax is the current iteration number and a maximum
number of iterations. rand is a random value between 0
and 1.

• Fi - food foraging:

Fi = Vfβi + ωfF
old
i (13)

where Vf is the food foraging speed and ωf , as previ-
ously, is the inertia of the movement. Food fitness of the
individual is defined as follows:

βi = βfood
i + βbest

i (14)

And food attraction for the krill individual is:

βfood
i = CfoodK̂i,foodX̂i,food (15)

The food coefficient, expressing global attraction of the
food center, is:

Cfood = 2
(
1− I

Imax

)
(16)

βbest
i = K̂i,bestX̂i,best (17)

where Ki,best is the best fit achieved by given krill
individual so far.

• Di - random physical diffusion. In the simplest case
it can be fully random. A general rule concerning the
diffusion states that the better the krill’s position is,
the less its random motion diffusion is. The following
formula defines a diffusion on the basis of that rule and
the assumption that krills’ positions improve by the time:

Di = Dmax
(
1− I

Imax

)
δ (18)

where Dmax is the maximum possible diffusion, δ is the
random directional vector.

The distinctive feature of the KH algorithm is a implemen-
tation of two basic evolutionary operators, crossover and
mutation, despite it is not really an evolutionary algorithm.
The crossover operator is inspired by the genetic algorithms.
Its result is an individual with some features of both “parents”.
Mutation, in turn, is a random change in an individual’s
features. Paper [7] contains a description of the process of
incorporating mutation scheme into the KH algorithm. A stop
condition for the algorithm could be a time limit, reaching
a desired fitness level or the combination of these two. High
level pseudocode of the KHA is presented as the Algorithm
2. Applications and studies on parameters tuning of the KHA
have been described in publications: [8], [9], [10] and [11].
Papers [12] and [13] contain other proposed modification of
the algorithm.

Algorithm 2 High-level KHA pseudocode
Define and populate algorithm’s data structures
Initialize random initial population
while stop condition is reached do

Evaluate fitness of each krill individual on the basis of
its position
Calculate motion of each krill individual
Perform genetic operations
Update each krill position in the search space according to
calculated motion and eventual genetic operations results

end while

II. CODB - PROTOTYPE IMPLEMENTATION OF A
COLUMN-ORIENTED DB

One of the main goals of the research is the implementa-
tion of a column-oriented database management system (the
term CODB will be used). A typical contemporary Java SE
development stack has been chosen as an implementation
environment. It consists of the standard Java Development Kit
8 along with supplementary libraries Google Guava (general
purpose library), Logback (logging facility), jUnit (unit testing
framework) and Mockito (mocking facility for unit tests). This
implementation is used as a foundation for the further research.

Implementation objectives were stated as follows:
• possibility to be used as embedded database in Java and
other JVM-based programming languages, but enabling
future use with custom connectivity protocol and drivers
for other languages, as well as a REST service;

• usage of the memory-mapped data files, thus requiring
64-bit OS for sufficient performance;

• UUID v1 as an objects’ identifiers;
• custom binary storage file structure (please see the
description below);

• all values stored as an UTF-8 encoded strings;
• full in-memory indexing;
• static storage garbage collection;
• full unit test coverage of logic and storage code (except
so called boilerplate code, such as field accessor meth-
ods);

• lack of any access rights/database user management
facility;

• object-oriented API;
• partitioning and/or sharding support.

A. Storage structure

The CODB supports one keyspace in one running instance,
i.e. one instance serves for only one keyspace. Keyspace is
simply a directory in the operating system’s file system tree.
It does not have any metadata except a name. The keyspace
directory contains subdirectories representing column families.

The column family directory contains binary column
datafiles, one file per one column. Binary data files contain
a sequence of value entries. Every value entry consists of the
actual UTF-8 encoded value, a set of UUIDs of records which
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contains a given value and length values necessary to calculate
offsets. UUIDs are stored as a pair of long (64-bit) values.
Every length value is just a long 64-bit value. Please note that
every specific value is stored only once, notwithstanding the
number of records which contain it. Table I shows a structure
of a single entry in the column datafile.

The current implementation offers full in-memory indexing.
A full datafiles scan is performed during startup in order to
build the indices. Planned materialized indices or eventual
column metadata would be stored in the same directory as
the data. The indexing facility in the CODB engine has two
aspects:

• indexing physical location (offset) of column values in
the datafile;

• indexing offset of spare space fragments in the datafile
(see description below).

Because of performance reasons record entries (that is pairs
(value, UUID)) are not actually updated, but removed and
created again with new values. When a value which belongs
to a given record is changed, the record’s identifier is removed
from the UUID set assigned to the previous value and will be
added into UUID set of a new value. If there is no entry of
a new value, it is appended at the end of the datafile. If the
identifier set of the new value does not have enough space
to be extended directly in its place, it is removed from its
current place and appended at the end of the datafile. When
a value is removed from the last record which possessed it,
the record’s identifier is removed from the set but the value
remains in the datafile. That feature raises a need of some
garbage collecting mechanism. A prototype implementation
offers a static garbage collection facility, that is a separate
application which is intended to be run when the actual DBMS
engine is not running. The garbage collector performs a full
data scan to build the full index and then squashes the datafile
by placing values one directly after another and throwing
out the values without any corresponding records. That way,
spacings introduced while updating values, as well as unused
value entries, are removed from the datafiles.

III. MATHEMATICAL MODEL OF A COLUMN-ORIENTED DB
AND APPLICATION

In order to apply selected natural computation algorithms
to the CODB project, one needs to translate fundamental
concepts of the domain into the mathematical model which
reflects the nature domain. Correct translation between these
three fundamentally different worlds is the key to obtaining
satisfying results. Natural computation algorithms are a gen-
eral heuristic mean of optimization problem solving. They
are not tailored to any particular problem domain, but the
problem itself should provide a mathematical model instead.
Such models consist of a few basic components:

• objective function;
• input as a scalar or vector value or n-dimensional matrix;
• output as a scalar or vector value or n-dimensional

matrix.

The objective function for the considered problem must take
several criteria into consideration when calculating the score
for the candidate partitioning solution, these include:

• partitioning scheme application cost, that is cost of
moving data back and forth between database engine
instances;

• estimated cost of the data division introduced by the
selected partitioning scheme.

Input for the objective function is a candidate solution. Its
output is the fitness degree, a value which determines a given
candidate’s quality. Enumerated objectives can be formulated
on the basis of a query log and other data usage statistics,
which must be analysed for mutual co-appearance of different
data parts. The superior goal here is placing data which often
occur together in the same instance.

The input of the algorithm should consider at least the
following aspects:

• relationship between different data parts;
• current state of the database;
• cost of moving the data item between instances (usually
size).

For every application, such a list can differ fundamentally, but
probably always it will be an n-dimensional matrix, in which
one of the dimensions will represent all records currently
stored in the considered database.

The output of the algorithm is the most fit model of
partitioning the database. In the simplest, non-optimized case,
it will be at least a 2-dimensional matrix, in which one
dimension covers all the records.

IV. SUMMARY

This paper summarises the overall perspective on the
research about horizontal scalability of column-oriented
databases with use of natural computing algorithms. The
research has already brought some encouraging results. Cur-
rently, the biggest challenge is the creation of an appropriate
objective function reflecting all the necessary aspects of dis-
tributed database operation. Correct mapping of the problem
from the database domain to the mathematical model also is
crucial for the effectiveness of the proposed solution. The pri-
mary goal at the current stage is careful creation of the model
and elaboration of the database usage log analysis methods.
Another important objective is inspection of the FPA and KHA
algorithms’ features and properties in details. Creation of the
fully featured column oriented database management system
in Java, intended as a foundation of solution application is
yet another goal, although it goes beyond the scope of the
research.

REFERENCES

[1] A. Nowosielski, “RDBMS horizontal scalability – architectures review
and example implementation,” 2013, AGH University of Science and
Technology, M.Sc.-Thesis.

[2] D. Abadi, “The design and implementation of modern column-
oriented database systems,” Foundations and Trends® in Databases,
vol. 5, no. 3, pp. 197–280, 2012. doi: 10.1561/1900000024. [Online].
Available: http://dx.doi.org/10.1561/1900000024

1040 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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Abstract— The paper deals with the problem of improving 

speech recognition by combining outputs of several different 

recognizers. We are presenting our results obtained by experi-

menting with different classification methods which are suitable 

to combine outputs of different speech recognizers. Methods 

which were evaluated are: k-Nearest neighbors (KNN), Linear 

Discriminant Analysis (LDA), Quadratic Discriminant Analysis 

(QDA), Logistic Regression (LR) and maximum likelihood 

(ML). Results showed, that highest accuracy (98.16 %) was 

obtained when k-Nearest neighbors method was used with 15 

nearest neighbors. In this case accuracy was increased by 7.78 

% compared with best single recognizer result. In our experi-

ments we tried to combine one native (Lithuanian language) 

and few foreign speech recognizers: Russian, English and two 

German recognizers. For the adaptation of foreign language 

speech recognizers we used text transcribing method which is 

based on formal rules. Our experiments proved, that recogni-

tion accuracy improves when few speech recognizers are com-

bined. 

I. INTRODUCTION 

peech recognition applications could be subdivided into 

two broad classes: the applications using large vocabu-

lary continuous speech recognition and applications using 

the recognition of voice commands from a predefined set of 

voice commands. It may seem that the first type of applica-

tions has the wider area of possible applications. But it is 

more complicated task to ensure the necessary recognition 

accuracy when using large vocabulary continuous speech 

recognition. At the same time there are a lot of potential 

applications when high accuracy of voice commands from a 

predefined set of allowable voice commands (may be even 

very big set of voice commands) is enough to achieve users 

satisfaction. The area of similar applications is big and such 

applications could be developed more rapidly than applica-

tions based on continuous speech recognition. The areas of 

voice commands based applications could be transport, lo-

gistic, medical and other information systems, various per-

sonal assistants, etc. It should be noted that for widely used 

languages (English, Spanish, German, etc.) voice recognition 

based applications became everyday reality and could be 

found in a various situations and areas. Among the well 

known examples we can mention set of tools distributed by 

Google or Nuance. 

The development of large vocabulary speech recognition 

systems requires enormous resources: both material and 

human resources. It is difficult to find such resources in the 

countries where relatively not widely spoken languages are 

used as a primary mean of communication. This could be 

illustrated by the fact, that companies such as Microsoft, 

Apple, Nuance aren’t particularly interested in developing 

Lithuanian speech recognition systems, because Lithuanian 

language is not so widely used as some others and don’t 
have significant market potential. Among the possible solu-

tions for the problem might be to try to create own speech 

recognition engine, or to adapt the ones created for other 

languages. The proprietary recognizer has bigger potential 

and is more flexible solution, but this is also the more costly 

solution. At the same time it has been shown that proper 

adaptation of existing foreign language acoustic models 

could speed up the development of recognizer and lead to 

the acceptable recognition level in that language [1]–[4], [6], 

[7]. Some previous studies have shown that speech recogni-

tion systems of languages such as English, Spanish or Rus-

sian can be quite well adapted for Lithuanian speech recog-

nition [1], [3], [4]. However, the recognition results are not 

always as good as necessary and depend on many factors. 

So, it is natural to try to create hybrid systems, which are 

based on combination of different speech recognition sys-

tems and consequently try to achieve better recognition ac-

curacy. The essence of hybrid recognition is a parallel use of 

several different recognizers with the hope, that at least one 

of the recognizers will give the correct result and it will be 

possible to detect the correct answer [4]. Hybrid approach is 

one of the ways to achieve higher recognition accuracy in 

speech recognition systems. This implies combination of 

hypotheses provided by different recognition engines in 

order to get higher recognition accuracy. 

The idea of creating hybrid speech recognizer and adapt-

ing other languages acoustic models is not new. These kinds 

of researches are especially important for all under resourced 

languages. There were successful attempts to estimate acous-

tic models for new target language using speech data from 

varied source languages, but only limited data from the tar-

get language [10]. Also, Google researchers show very 

promising results in transformation of English to other lan-

guages such as Lithuanian, French and so on. What is more, 

researchers are experimenting with different acoustic models 

adaptation methods in order to maximize the recognition 

performance with small amount of non-native data available 

[11]. Statistical algorithms for combining different acoustic 

models are used quite often and produces promising results 

[1], [3], [4], [6], [11], [12]. These researches shows, that in 

many cases it is possible to achieve high enough recognition 

accuracy by using hybrid systems with adapted acoustic 

models. 

The paper presents our activities to adapt several foreign 
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language (English, German, Russian) speech recognizers for 

the recognition of limited Lithuanian vocabulary and evalu-

ate some methods (k-Nearest neighbors, Linear Discriminant 

Analysis, Quadratic discriminant Analysis, Logistic Regres-

sion, and maximum likelihood), used for different speech 

recognizers combination.  

Further paper is organized as follows. In Chapters I and 

III we are presenting method and tools used for adaptation of 

foreign language recognizers. In Chapter IV there is present-

ed prototype system used in experimental evaluation exper-

iments. Chapter V briefly summarizes the speech corpus 

used in recognition experiments. Finally in Chapter VI there 

are presented and discussed the results of experiments. In 

Chapter VII several conclusions are presented and dis-

cussed. 

II. FOREIGN LANGUAGE RECOGNIZERS ADAPTATION 

For the evaluation purposes we decided to use one native
1
 

(Lithuanian) and several foreign language recognizers. 

Among foreign language recognizers we used Russian
2
, 

English
3
 and two German

4
 language open source speech 

recognizers. The adaptation procedure will be described as 

follows. First of all foreign speech recognizers were adapted 

to recognize Lithuanian commands. Adaptation was done by 

using formal rules method [5]. All Lithuanian commands, 

that were collected in this corpus, where transcribed by using 

foreign language phonemes. By using formal rules method a 

set of transcription rules were created. The structure of rules 

was as follows: left context; current letter; right context and 

list of phonetic units. This list represents foreign language 

sound that best matches current letter with left and right 

contexts. If left or right context of the rule can be any, then 

symbol ‘*’ was used. In this way the new written form of 

Lithuanian voice command was obtained. Some of the tran-

scribing rules are listed in Table I. 

TABLE I. 

SOME EXAMPLES OF TRANSCRIBING RULES 

Transcribing rules 

English 

(voxforge) 

Russian German German 

(voxforge) 

*;A;I;AY,AA IY *;A;I;ay *;A;I;ai *;A;I;AY 

*;E;I;EH IY *;E;I;e ii *;E;I;ei *;E;I;EH IIH 

*;O;I;OY *;O;I;oo ii *;O;I;oy *;O;I;OY 

*;U;I;UW IY *;U;I;uu ii *;U;I;ui *;U;I;UU IIH 

*;A;U;AW *;A;U;aa uu *;A;U;au *;A;U;AW 

*;E;U;EH W *;E;U;ae uu *;E;U;ee uu *;E;U;EH UUH 

*;O;U;OW *;O;U;oo uu *;O;U;oo uu *;O;U;OOH 

UUH 

*;U;O;UW AO *;U;O;uu oo *;U;O;uu oo *;U;O;Y OOH 

*;I;E;IY AE *;I;E;i ae *;I;E;ii ee: *;I;E;IIH EEH 

*;I;AI;EY *;I;AI;i ay *;I;AI;ii ai *;I;AI;IH AY 

III. METHODS USED FOR EVALUATION 

We proposed a method to combine different speech 

                                                           
1 Downloaded from https://github.com/mondhs/lt-pocketsphinx-

tutorial/tree/master/impl/models/hmm/lt.cd_cont_200 
2 Downloaded from http://sourceforge.net/projects/cmusphinx/files/ 

Acoustic%20and%20Language%20Models/Russian%20Voxforge 
3 Downloaded from http://sourceforge.net/projects/cmusphinx/files/ 

Acoustic%20and%20Language%20Models/English%20Voxforge 
4 Downloaded from https://www.lt.informatik.tu-darmstadt.de 

/de/data/open-acoustic-models and http://goofy.zamia.org/voxforge/de  

recognition engines by using neural networks algorithms [4]. 

Results in earlier studies showed, that this method increased 

speech recognition accuracy by almost 5% compared with 

the best results of single recognizer. As the next step we 

decided to evaluate other methods and to see how efficient 

they could be for combining different speech recognizers. 

We selected five methods which we think are quite good for 

this task: k-Nearest neighbors (KNN), Linear Discriminant 

Analysis (LDA), Quadratic Discriminant Analysis (QDA), 

Logistic Regression (LR) and maximum likelihood (ML). 

These methods were selected because of their efficiency and 

well studied properties. 

IV. HYBRID SPEECH RECOGNITION PROTOTYPE 

For evaluation of the selected methods hybrid speech 

recognition system prototype was developed. Python pro-

gramming language was used for its development. Block 

diagram of such system is showed in Fig. 1.  

 
Fig. 1.  Block diagram of hybrid speech recognition system. 

 As could be seen in the prototype, voice command is 

passed to all speech recognizers in parallel. After that, all 

recognizers produces output. Output of the recognizer is the 

hypothesis: score of how well audio signal matches the 

acoustic model [8]. This hypothesis score is passed to classi-

fication algorithm and it makes final decision. 

To develop speech recognizers, PocketSphinx toolkit was 

used. PocketSphinx is a lightweight speech recognition en-

gine, specifically tuned for handheld and mobile devices, 

though it works equally well on the desktop computers and 

notebooks. It is distributed under the same permissive li-

cense as Sphinx toolkit itself. Algorithmically this is hidden 

Markov model based speech recognition framework, which 

provides simple way for creating custom speech recognition 

systems [8].  

 For the quicker classification methods realization, we 

used scikit-learn library [9]. Scikit-learn is an open source 

machine learning library for the Python programming lan-

guage. It realizes various classifications, regression and 

clustering algorithms including support vector machines, 

logistic regression, naive Bayes, random forests, gradient 

boosting, k-means and is designed to interoperate with the 

Python numerical and scientific libraries NumPy and SciPy 

[9]. 

V. SPEECH CORPUS 

A speech corpus of 25 drug names and 25 names of dis-
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eases was used. Speech commands, collected in the corpus, 

are shown in the Table II.  

TABLE II. 

SPEECH CORPUS USED FOR METHODS EVALUATION 

ANALGINAS RADIREKSAS ARTERIJŲ EMBOLIJA 

BIFOVALIS RANIGASTAS ARTERINƠ 
HIPERTENZIJA 

CYKLODOLIS TRACHISANAS ARTERIJŲ TROMBOZƠ 

ENARENALIS TRAVATANAS ARTROZƠ 

FERVEKSAS TRENTALIS ATEROSKLEROZƠ 

GASTROVALIS TRILEPTALIS ATOPINIS 

DERMATITAS 

HEKSORALIS VALOKORDIN 

LAŠAI 
BIPOLINIS AFEKTINIS 

SUTRIKIMAS 

HEMATOGENAS VERDINAS BLAUZDOS KAULŲ 
LǋŽIAI 

KETANOVAS AIDS BRONCHŲ ASTMA 

KETONALIS AKIŲ 
NUDEGIMAI 

CELIULITAS 

KREONAS AKTINOMIKOZƠ 
CHEMINIAI 

NUDEGIMAI 

METFORALIS ALERGIJA CISTITAS 

MIKARDIS ALKOHOLIO 

TOKSINIS 

POVEIKIS 

CUKRINIS DIABETAS 

NEBIKARDAS ANAFILAKSINIS 

ŠOKAS 

DANTŲ DYGIMO 
SINDROMAS 

PANANGINAS ANKILOZINIS 

SPONDILITAS 

DANTŲ DYGIMO 
SUTRIKIMAI 

PREDUKTALIS ANTRINƠ 
GLAUKOMA 

DANTŲ VYSTYMOSI 
SUTRIKIMAI 

PROPODEZAS APELSINO 

ŽIEVELƠ 
 

 

 Speech corpus, used in the experiments, was gathered by 

recording speech of 12 people (5 female and 7 male). Each 

of these speakers pronounced each command name 20 times 

at sampling rate 16 kHz in a single session. So, every com-

mand was pronounced for 240 times. Vocabulary of all 

commands used in this experiment is listed in Table II.  

It should be noted, that the corpus, used in these experi-

ments, is the part of the bigger medical terms Lithuanian 

speech corpus. The selection of this particular set of voice 

commands was based on the fact, that 25 commands were 

those voice commands, which resulted in the highest number 

of recognition errors using proprietary Lithuanian speech 

recognizer, while the additional 25 commands were selected 

randomly. 

VI. EXPERIMENTAL EVALUATION OF DIFFERENT SPEECH 

RECOGNIZERS COMBINATION METHODS 

 For the evaluation of methods, we used the developed 

prototype and described speech corpus. All acoustic models 

used in the recognition experiments were derived without the 

use of the speech corpus presented in Chapter V. So the 

recognition experiments were performed in speaker inde-

pendent mode. Default PocketSphinx configuration was used 

for evaluation.  

First of all, single recognizers were tested using obtained 

recordings. Recognition results are shown in Table III. 

TABLE III. 

SINGLE RECOGNIZERS ACCURACY 

Recognizers Accuracy, % 

Lithuanian 89.26 

Russian 81.32 

English (voxforge) 88.30 

Recognizers Accuracy, % 

German 81.38 

German (voxforge) 90.38 

 

Best results were obtained using German recognizer from 

voxforge repository. Other recognizers, such as Lithuanian 

and English (voxforge), showed similar recognition accuracy 

too. Accuracy of other recognizers was above 80 %, but 

lower than above mentioned recognizers.  

Before the experiments, we thought that Russian recog-

nizer will be one of the best, because Russian language and 

Lithuanian language have a lot similar sounds, but as results 

shows, our guess failed. 

Later all the selected speech recognizers combination 

methods were trained using obtained recordings. 168 record-

ings were used for training and 72 recordings for testing. 

After training, selected methods accuracy was evaluated. 

The obtained results are presented in the Table IV. 

TABLE IV. 

ACCURACY OF COMBINED SPEECH RECOGNIZERS 

Combination method Accuracy, % 

k-Nearest neighbors (11) 89.70 

k-Nearest neighbors (15) 98.16 

k-Nearest neighbors (21) 89.70 

Linear Discriminant Analysis 93.16 

Quadratic Discriminant Analysis 98.05 

Logistic Regression 93.60 

Maximum likelihood 89.70 

 

Results shows, that three methods (k-Nearest neighbors 

(11), k-Nearest neighbors (21) and maximum likelihood) 

can’t be used for speech recognition engine combination, 

because obtained accuracy is lower than best single recog-

nizer. Other methods are suitable for speech recognizers 

combination. Best results (98.16 %) were acquired, when k-

Nearest neighbors (15) method was used. It is very interest-

ing, that such a simple classifier as k-Nearest neighbors gen-

erated the best results. We think that it is because of data 

used to evaluate selected classification methods. As we 

know, k-Nearest neighbors classifier requires a small amount 

of training data to estimate the necessary parameters. We are 

planning to increase number of data used for classification 

methods evaluation and repeat experiments to see if our 

guess is right. Detailed commands recognition accuracy is 

displayed in Table V (results were rounded to fine integer 

values). 

TABLE V. 

RECOGNITION ACCURACY % OF EVERY COMMAND 
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ANALGINAS 69 86 69 78 82 79 69 

BIFOVALIS 85 99 85 96 99 96 85 

CYKLODOLIS 97 100 97 99 100 99 97 
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M
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ENARENALIS 100 100 100 97 100 99 100 

FERVEKSAS 99 99 99 100 99 99 99 

GASTROVALIS 99 99 99 99 99 99 99 

HEKSORALIS 99 100 99 99 99 99 99 

HEMATOGENAS 97 97 97 97 100 97 97 

KETANOVAS 99 100 99 99 100 99 99 

KETONALIS 92 99 92 93 96 94 92 

KREONAS 82 89 82 83 92 83 82 

METFORALIS 71 99 71 96 99 97 71 

MIKARDIS 100 100 100 100 100 100 100 

NEBIKARDAS 96 100 96 100 100 100 96 

PANANGINAS 92 92 92 89 92 90 92 

PREDUKTALIS 97 99 97 96 97 96 97 

PROPODEZAS 97 97 97 97 97 97 97 

RADIREKSAS 96 97 96 88 99 88 96 

RANIGASTAS 94 99 94 97 99 97 94 

TRACHISANAS 100 100 100 99 100 99 100 

TRAVATANAS 100 100 100 100 100 100 100 

TRENTALIS 94 96 94 93 94 93 94 

TRILEPTALIS 93 96 93 94 96 96 93 

VALOKORDIN 

LAŠAI 100 100 100 90 100 92 100 

VERDINAS 97 97 97 97 97 97 97 

AIDS 0 100 0 69 93 74 0 

AKIŲ NUDEGIMAI 90 97 90 81 100 81 90 

AKTINOMIKOZƠ 93 100 93 99 100 99 93 

ALERGIJA 74 100 74 86 100 88 74 

ALKOHOLIO 

TOKSINIS 

POVEIKIS 76 99 76 92 100 92 76 

ANAFILAKSINIS 

ŠOKAS 86 100 86 89 100 89 86 

ANKILOZINIS 

SPONDILITAS 84 100 84 96 100 96 84 

ANTRINƠ 
GLAUKOMA 82 99 82 78 99 78 82 

APELSINO 

ŽIEVELƠ 90 100 90 99 100 99 90 

ARTERIJŲ 
EMBOLIJA 81 92 81 92 89 93 81 

ARTERINƠ 
HIPERTENZIJA 92 100 92 97 100 97 92 

ARTERIJŲ 
TROMBOZƠ 93 99 93 99 100 99 93 

ARTROZƠ 89 97 89 71 96 72 89 

ATEROSKLEROZƠ 82 99 82 94 100 94 82 

ATOPINIS 

DERMATITAS 92 100 92 92 100 92 92 

BIPOLINIS 

AFEKTINIS 

SUTRIKIMAS 100 100 100 97 100 97 100 

BLAUZDOS 

KAULŲ LǋŽIAI 99 99 99 85 100 86 99 

BRONCHŲ 
ASTMA 51 96 51 89 97 90 51 

CELIULITAS 97 100 97 97 100 97 97 

CHEMINIAI 

NUDEGIMAI 100 99 100 93 99 93 100 

CISTITAS 96 100 96 94 100 97 96 

CUKRINIS 

DIABETAS 99 100 99 100 100 100 99 
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DANTŲ DYGIMO 
SINDROMAS 99 100 99 99 100 99 99 

DANTŲ DYGIMO 
SUTRIKIMAI 100 100 100 100 100 100 100 

DANTŲ 
VYSTYMOSI 

SUTRIKIMAI 97 97 97 97 97 97 97 

 

We calculated average accuracy of every command and 

results showed, that almost 58 % of all commands are rec-

ognized with 95 – 100 % accuracy, 22 % with 90 – 95 % 

accuracy, 14 % with 80 – 90 % accuracy and 6 % of all 

commands are recognized with 40 – 80 % accuracy. 

VII. CONCLUSIONS 

The results of our experiments showed, that it could be   

reasonable to use k-Nearest neighbors (15) or Quadratic 

Discriminant Analysis methods to combine different speech 

recognizers using open source PocketSphynx based recog-

nizers. Comparing with the best single recognizer and the 

best combined speech recognizers, average error was de-

creased by 7.78 %. In some cases, even bigger increase of 

recognition accuracy has been observed.  

Foreign language speech recognition adaptation shows, 

that English, German, Russian recognizers could be quite 

good adapted for Lithuanian voice commands recognition.  

One of the interesting areas for further research could be 

investigation of how different acoustic models from different 

language could be used to recognize the same Lithuanian 

voice command. 

In the future, we are planning to increase recognition ac-

curacy by finding better transcriptions to recognize Lithua-

nian commands using foreign languages speech engines. 

Also, it is necessary to increase size of the vocabulary used 

in the experiments. Especially important is to increase the 

variety of the phonetic elements used in the adaptation pro-

cess. 
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Abstract—The goal of this paper was to apply fuzzy clustering
algorithm known as Fuzzy C-Means to color image segmentation,
which is an important problem in pattern recognition and
computer vision. For computational experiments, serial and
parallel versions were implemented. Both were tested using
various parameters and random number generator seeds. Various
distance measures were used: Euclidean, Manhattan metrics and
two versions of Gower coefficient similarity measure. The F and
Q segmentation evaluation measures and output images were
used to assess the result of color segmentation. Serial and parallel
run times were compared.

I. INTRODUCTION

COLOR image segmentation is a method of assigning
pixels of given image to segments which share similar

color. Pixels from a segment should be similar colorwise and
pixels from different segments should be distinct. The problem
of color image segmentation is one of the most difficult
problems in computer vision. There exist many algorithms for
this particular problem, however none of them work well for
all kinds of images. Photos of real world are very different in
colors, shapes and noise. Usually before choosing an algorithm
for color image segmentation, domain knowledge is used
to assess the type of algorithm needed for particular set of
photos. The goal of color image segmentation research is to
find an universal algorithm that would not require domain
knowledge prior use and would provide good results for all
kinds of photos. Color image segmentation is an important
part of various computer vision problems, including pattern
recognition. It is a step performed before pattern recognition,
so if the color segmentation is poor, the pattern recognition
step may fail. The aim of this paper was to apply fuzzy
clustering algorithm known as Fuzzy C-Means to color image
segmentation with intention of developing a general method
for various types of images.

The paper is organized as follows. Section II introduces
color image segmentation problem. In section III distance
measures and fuzzy clustering method are described. In sec-
tion IV the implementation details are presented. Section V
presents a possible way of source code parallelization for
speed-up. Section VI overviews the computational experiments
and achieved results. The last section contains conclusions and
plans for further research.

II. COLOR IMAGE SEGMENTATION
Formally image segmentation can be defined as follows

[1]: If P () is a homogeneity predicate defined on groups of

connected pixels, then segmentation is a partition of the set F
into connected subsets or regions (S1, S2, . . . , Sn) such that:
n⋃

i=1

Si = F ∧∀i 6=jSi∩Sj = φ∧∀iP (Si) = true∧∀i 6=jP (Si∪Sj) = false

(1)

The two most important problems in color image segmentation
is choosing the proper algorithm for given type of images
and choosing the right colorspace. There are various color
representations used in color image segmentation, however
none of them is perfect for all kinds of images [1]. In
computational experiments the RGB color space was used (see
section IV).

III. FUZZY CLUSTERING

In data clustering, elements from data set are divided into
clusters where elements in the same cluster are similar and
elements from different clusters are not. There are many
similarity and distance measures dist(x, y) that can be used
in combination with a clustering algorithm. Example distance
measures are Euclidean (2) and Manhattan (3) metrics:

de(x, y) =
√

(y1 − x1)2 + . . .+ (yn − xn)2 (2)

dm(x, y) =

n∑

k=1

|xk − yk| (3)

Fuzzy clustering is one of the possible approaches to clus-
tering. As opposed to hard clustering where data element x
belongs exclusively to one cluster, in fuzzy clustering element
x belongs to every cluster to some degree.

Fuzzy C-Means (FCM) is one of the fuzzy clustering
algorithms that can be used for color image segmentation.
It is an iterative algorithm that can make use of various
similarity and distance measures. The FCM algorithm assigns
membership values to each data element, which are inversely
related to the relative distance of an element to the centroids.
In FCM, the closeness of each data xk to the center of a
cluster vi (centroid) is defined as the membership (uik) of
xk to the i-th cluster of data set minimizing the following
objective function [2]:

Jm(U, V ) =
c∑

i=1

n∑

k=1

um
ikdist(xk, vi)

2 (4)

where X = {x1, . . . , xN} a given set of unlabeled N data;
V = {v1, . . . , vc} are the cluster centers and m = [1,∞]

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 1049–1054

DOI: 10.15439/2015F222
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 1049



is the weighting exponent which determines the fuzziness
of the resulting clusters, U = [uik] matrix c x n, where
uik is membership of xk to the i-th cluster

∑c
i=1 uik =

1, ∀k = 1, 2, . . . , n. The cluster centers and the memberships
are computed as:

vi =

∑n
k=1 u

m
ikxk∑n

k=1 u
m
ik

(5)

uik = 1/

c∑

j=1

(
dist(xk, vi)

dist(xk, vj)

)2/(m−1)

(6)

Algorithm 1 presents the Fuzzy C-Means method. The initU
function randomly initializes the membership matrix U and
the parameter maxItNum specifies the maximum number
of iterations of the algorithm. U ′ stores the previous values
of U and is used in line 8 to check if the solution found
so far has converged according to some ε and the algorithm
should stop, dist() is one of the distance measures. As a result
of the algorithm membership matrix U and centroids V are
computed. In (6) it is possible that the denominator will be
equal to 0, such situation should be considered in computer
implementation of the algorithm to avoid errors.

Algorithm 1 Fuzzy C-Means
Require: X - data set, c - number of clusters, dist - distance

measure, maxItNum - maximum number of iterations
Ensure: U - membership matrix, V - centroids

1: U ⇐ initU
2: i ⇐ 0
3: while i < maxItNum do
4: compute new centroids V using (5)
5: U ′ ⇐ U
6: compute new membership matrix U using (6) and dist
7: i ⇐ i+ 1
8: if max|U − U ′| < ε then
9: break

10: end if
11: end while

IV. APPLYING FCM TO COLOR IMAGE SEGMENTATION

Images in a computer are stored in various formats, however
many of them use the RGB color space. This means that each
pixel is represented by three numbers being the red, green
and blue components. Such triples can be treated as vectors,
which means that it is is possible to use the FCM algorithm
to cluster such data. The advantage of using fuzzy clustering
for color image segmentation is that as a result we obtain a
membership matrix which may be used to generate more than
one segmented image. This can be achieved by choosing for
each pixel which one of the membership values we want to
use as the one defining the final color of a pixel in segmented
image.

To perform the computational experiments for this paper the
FCM algorithm was implemented in the C programming lan-
guage on GNU/Linux operating system. The portable pixmap

image format was used for simplicity, because it only contains
a small header and the following values represent RGB triples.
Binary method of randomly initializing the membership matrix
U was used, where each column has value 1 in one of the
rows, and the rest contains 0. The output membership matrix
U and centroid values V were used to generate the segmented
image file. In U , the membership information defines to which
segments to what degree given pixel belongs. The centroids
V contain colors of the segments. For each column of U the
maximum membership value was selected, then the index of
this value was used to assign color from the set of centroids
V to a pixel. Algorithm 2 presents the segmentation method.

Algorithm 2 Segmentation
Require: pixels - array of RGB triples representing pixels

of original image, N - number of pixels, c - number of
clusters, U - membership matrix, V - centroids

Ensure: pixels - segmented image
1: for k ⇐ 1; k ≤ N ; k ⇐ k + 1 do
2: m ⇐ 0
3: for i ⇐ 1; i ≤ c; i ⇐ i+ 1 do
4: if uik > umk then
5: m ⇐ i
6: end if
7: end for
8: pixelsk ⇐ Vm

9: end for

V. PARALLELIZING SOURCE CODE USING OPENMP

Serial source code was parallelized using OpenMP. Inde-
pendent ’for loop’ iterations were identified and OpenMP
pragmas were used, which resulted in speed-up caused by
parallel computation. This solution is automatically scalable,
which means that when the same program is executed on a
CPU with more computing cores, the program will use all of
them automatically and execute faster. The experiments for
this paper were performed on a laptop with Intel Core 2 Duo
processor.

Although the main loop in FCM algorithm is not indepen-
dent, it was possible to parallelize centroids vector V and
membership matrix U computation in each iteration. Each
centroid and membership can be computed independently from
others, there is no data race condition. In the implementation,
for research purposes, also the computation of Jm objective
function and square error criterion were parallelized. It is
important to note that there was no need to modify the
algorithm, only the source code was parallelized using few
OpenMP pragmas.

VI. RESULTS OVERVIEW

Two versions of the program were used - serial and parallel.
The difference between them was that the parallel version
used OpenMP pragmas. Both versions were compiled from
the same source code, where the serial version had disabled
pragmas. The run time was measured for both programs
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executed with the same parameters, however it is the wall-
clock time of the whole program, which not only computes the
FCM function, but also reads, writes files and computes Jm,
square error criterion and more. The programs would execute
even faster if the additional operations and computations
were removed. The time measurement is just a very general
information of how OpenMP pragmas influenced the run time
of a parallel program in comparison to serial program.

The experiment was performed using different parameters
on the same image (photo), it was 402 pixels wide and 600
pixels high. Parameters that could be specified for the program
were: photo file, number of clusters, maximum iterations
number, distance measure and random number generator seed.
The available distance measures were Euclidean, Manhattan
metrics and two versions of Gower coefficient [3] - regular
(7,9) and modified (8,9). The modified version that takes
specifics of RGB vector data into account was prepared for
experiments in this paper.

Si(xi, yi) =

{
1, if xi = yi
0, if xi 6= yi

(7)

Si(xi, yi) =

{
1, if xi ∈ [yi − C, yi + C]
0, if xi /∈ [yi − C, yi + C]

(8)

S(x, y) =

n∑

i=1

ωiSi(xi, yi)

n
(9)

Since Gower coefficient is a similarity measure, it was con-
verted to distance measure as follows: dist(x, y) = 1 −
S(x, y). C is some constant and ω is weight applied to
similarity of the i-th element of data vector. For experiments,
the value of ω was set to 1, which means that each color
component of pixel RGB vector was equally important and
various values of C were tested. No satisfactory results were
achieved with regular and modified Gower coefficient. The
final segmented image had only one, sometimes few segments
with colors not similar to colors found in original photo (see
table VII). Specifying random number generator seed allowed
to test both programs with the same pseudo random numbers.
For each parameter setting and different seed the programs
were executed 10 times.

As suggested in [4] two evaluation measures F and Q
were used (10,11) to assess the quality of result color image
segmentation. Both measures do not require any parameter
or threshold value and can be used for automatic evaluation,
however it is important to remember that they should not be
treated as definitive evaluation of final segmented image.

F (I) =
1

1000×N

√
r

r∑

i=1

e2i√
Ai

(10)

Q(I) =
1

1000×N

√
r ×

r∑

i=1

[
e2i

1 + logAi
+

(
r(Ai)

Ai

)2
]

(11)
I is the segmented image, N the image size (number of
pixels), r the number of regions of the segmented image,

while Ai and ei are, respectively, the area and the average
color error of the i-th region; ei is defined as the sum of
the Euclidean distances between RGB color vectors of the
pixels of region i and the color vector attributed to region
i in the segmented image. r(Ai) represents the number of
regions having an area equal to Ai. The smaller the F and Q,
the better the segmentation result should be. Equation (10) is
composed of three terms: the first is a normalization factor
that takes into account the size of the image, the second,√
r, penalizes segmentations that form too many regions,

the last term, the sum, penalizes segmentations having non-
homogeneous regions. Since the average color error ei of the
region is significantly higher for large regions than for small
ones, ei has been scaled by the factor

√
Ai. In equation (11)

the body of the sum is composed of two terms: the first is
high only for non-homogeneous regions (typically, large ones),
while the second term is high only for regions whose area Ai

is equal to the area of many other regions in the segmented
image (typically, small ones) [4].

Number of result nonzero clusters was recorded, usually
it was smaller than required through parameter c number of
clusters. The average, minimum and maximum values of F ,
Q, serial and parallel run times were computed. During the
experiments, the value of m was set to 2. Computational
experiment results are presented in tables I-VI and the images
are in tables VII and VIII.

VII. CONCLUSIONS

While performing computational experiments the following
observations were made.

• The final number of clusters was always smaller than
required c

• Using OpenMP caused significant speed-up
• Euclidean and Manhattan metrics were used successfully
• In performed experiments, both regular and modified

Gower coefficient similarity measures could not be used
efficiently for color image segmentation

Table VIII illustrates the best and worst result color image
segmentations according to Q evaluation measure.

Plans for further research include applying various clus-
tering algorithms to color image segmentation for example
kernel methods and using different distance measures and
color representations. The FCM algorithm may be sensitive
to initial membership matrix U , so different initialization
experiments could be performed. The source code, program
output logs, input and output photos are available on-line [5].
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TABLE I
EXPERIMENT 1 RESULTS: C=8, MAXITNUM=200, DIST=EUCLIDEAN,

SEED=RANDOM; R - NUMBER OF OUTPUT NON-ZERO CLUSTERS

id seed it. num. r F Q s. time [s] p. time [s]
1 1429546833 16 4 969.95 21937.85 10.323 5.486
2 1429547378 35 5 661.64 12932.12 22.304 11.546
3 1429547770 18 4 850.30 18145.39 11.587 6.089
4 1429548126 20 4 818.16 16749.37 12.842 6.758
5 1429548449 44 4 819.41 16973.20 27.952 14.444
6 1429549265 13 3 1292.71 29458.85 8.428 4.528
7 1429549571 25 3 1821.21 48692.53 15.982 8.351
8 1429549847 19 4 818.12 16748.04 12.217 6.407
9 1429550122 23 4 966.34 21815.84 15.388 8.059

10 1429550350 18 4 850.30 18145.39 11.585 6.116

TABLE II
EXPERIMENT 2 RESULTS: C=16, MAXITNUM=200, DIST=EUCLIDEAN,

SEED=RANDOM; R - NUMBER OF OUTPUT NON-ZERO CLUSTERS

id seed it. num. r F Q s. time [s] p. time [s]
1 1429554268 28 6 523.80 9184.89 64.51 32.75
2 1429554740 60 9 385.67 6427.85 137.63 69.58
3 1429555239 43 7 440.25 7504.62 98.89 50.06
4 1429555659 68 6 573.76 9821.39 155.97 78.81
5 1429556554 24 7 481.22 7418.76 55.26 28.05
6 1429556961 40 6 551.52 9711.68 91.78 46.49
7 1429557450 63 9 347.47 5299.01 146.93 74.23
8 1429557970 52 7 422.69 7111.55 122.66 65.5
9 1429558433 48 7 446.11 7535.54 110.04 55.72

10 1429558905 39 8 372.50 5664.38 89.48 49.73

TABLE III
EXPERIMENT 3 RESULTS: C=8, MAXITNUM=200, DIST=MANHATTAN,

SEED=RANDOM; R - NUMBER OF OUTPUT NON-ZERO CLUSTERS

id seed it. num. r F Q s. time [s] p. time [s]
1 1430606237 16 4 815.49 16742.46 8.57 4.62
2 1430606543 14 3 1268.10 28595.22 7.51 4.06
3 1430606803 12 3 1268.74 28628.85 6.48 3.53
4 1430607058 17 4 946.32 20943.45 9.12 4.87
5 1430607264 16 3 1205.41 26793.42 8.55 4.58
6 1430607686 20 5 635.21 11408.41 10.64 5.66
7 1430607926 26 6 616.88 11120.28 13.74 7.24
8 1430608179 25 3 1531.17 35771.00 13.22 7.29
9 1430608583 14 3 1268.10 28595.22 7.5 4.05

10 1430608741 20 4 827.35 16917.65 10.63 5.66

TABLE IV
EXPERIMENT 1 RESULTS: C=8, MAXITNUM=200, DIST=EUCLIDEAN,

SEED=RANDOM; AVERAGE, MINIMUM AND MAXIMUM; R - NUMBER OF
OUTPUT NON-ZERO CLUSTERS

average minimum maximum
it. num. 23.1 13 44

r 3.9 3 5
F 986.82 661.64 1821.21
Q 22159.86 12932.12 48692.53

s. time [s] 14.860 8.428 27.952
p. time [s] 7.778 4.528 14.444

TABLE V
EXPERIMENT 2 RESULTS: C=16, MAXITNUM=200, DIST=EUCLIDEAN,
SEED=RANDOM; AVERAGE, MINIMUM AND MAXIMUM; R - NUMBER OF

OUTPUT NON-ZERO CLUSTERS

average minimum maximum
it. num. 46.5 24 68

r 7.2 6 9
F 454.50 347.47 573.76
Q 7567.97 5299.01 9821.39

s. time [s] 107.315 55.26 155.97
p. time [s] 55.092 28.05 78.81

TABLE VI
EXPERIMENT 3 RESULTS: C=8, MAXITNUM=200, DIST=MANHATTAN,
SEED=RANDOM; AVERAGE, MINIMUM AND MAXIMUM; R - NUMBER OF

OUTPUT NON-ZERO CLUSTERS

average minimum maximum
it. num. 18 12 26

r 3.8 3 6
F 1038.28 616.88 1531.17
Q 22551.60 11120.28 35771.00

s. time [s] 9.59 6.48 13.74
p. time [s] 5.156 3.53 7.29

TABLE VII
SEGMENTATION RESULTS - GOWER COEFFICIENT (SCALE = 0.33)

original image

Gower coefficient

Modified Gower coefficient, C = 32
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TABLE VIII
IMAGES (SCALE = 0.33)

original image exp. 1 min Q exp. 1 max Q

original image exp. 2 min Q exp. 2 max Q

original image exp. 3 min Q exp. 3 max Q
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A problem of identification of faulty processors of a 

multiprocessor system is investigated. A method to reduce a 

pattern of a global syndrome for multiprocessor system which 

has a 4-cube topology, for the MM model, is presented. Results of 

the method for some topologies are also presented. 

I. INTRODUCTION 

N the paper a problem of identification of faulty 

processors of multiprocessor system is investigated. 

Identification of faulty processors is a problem which is 

analysed in many publications ([2]-[8],[12]-[15]). The 

process of identifying faulty processors in a system by 

analysing the outcomes of available inter-processor tests is 

the system level diagnosis. Faulty processors, beside 

fault-free processors, are involved in testing process. The 

basis of the system level diagnosis and original diagnostic 

model, namely the PMC model, were proposed by Preperata, 

Metze and Chien in [9]. An example of another diagnostic 

model is the MM model (comparison-base diagnosis model) 

[3], [2], [8]. PMC model and MM model assume that 

communication links between the processors are reliable 

(useable). In PMC model all tests are performed between 

two adjacent processors, and it was assumed that a test result 

is reliable (respectively, unreliable) if the processor that 

initiates the test is fault-free (respectively, faulty). In the MM 

model, the same job is assigned to a pair of processors of the 

network and their outputs are compared by a central 

observer. This central observer performs diagnosis using the 

outcomes of these comparisons. The comparison-based 

diagnosis model was extended [2] to allow comparisons 

carried out by processors themselves. In [7] authors 

proposed that comparisons have no central observer 

involved. The diagnosability of hypercube under the 

comparison-based diagnosis model were presented (i.a.) in 

[9]. 

A multiprocessor network (system), presented in the paper, 

belongs to class of the fault-tolerant system ([1]) and is 

mounted onto objects which are difficult to access. The 

network belongs to the class of self-diagnosable systems [7] 

as well. The multiprocessor system, in general, has a regular 

logical structure (e.g.: torus, hypercube) and is homogenous. 

A faulty processor in the system is not interchanged nor 

repaired. The faulty processor is removed from the logical 

structure of the network and access to it is blocked. If certain 

conditions are met the system with degraded structure 

continues to operate, and tasks of faulted processors are 

taken over by fault-free processors of the system (network) 

with degraded structure. The diagnosability of the network 

(system) is defined as the maximum number t such that the 

network is self-diagnosable as long as the number of the 

faulty processors is not greater than t.  

This paper focuses on selected issues connected with 

identifying of faulty processors of the 4-dimensional 

hypercube network and its node induced subgraphs (H
4
 class 

for short) based on MM model and comparison diagnosis for 

such t-diagnosable system, where 1 ≤ t ≤ 2. The rest of this 

paper is organised as follow. Section 2 gives some 

preliminaries; Section 3 focuses on a method of reduction of 

number of comparative trials. Section 4 concludes the paper. 

II. PRELIMINARIES 

The processors network topology is represented by an 

undirected graph G = ۃV, Eۄ, where each node u ∊ V denotes 

a processor and each edge (u, v) ∊ E denotes a two-way link 

between nodes u and v. In the paper graph G is a 4-

dimensional hypercube (4-cube for short) or nodes-included 

subgraph of 4-cube. A 4-cube (H
4
) is such undirected graph 

G = ۃV, Eۄ, |V | = 2
4
, |E | = 4∙24-1

. Each node u ∊ V  is 

assigned an unique 4-bit binary vector (a coordinate) and 

each edge (u, v) ∊ E links only those nodes whose 

coordinates differ in exactly one bit position (the Hamming 

distance between coordinates of linked nodes is equal 1).  

Comparison diagnosis is based on inference of a network 

state on the basis of a set of results of comparative trials. 

Three processors are involved in the comparative trial: 

comparator c ∊ V, and comparative pair: {p1, p2}∊ V: {p1, 

p2} ⊂ V(c) (V(c) is a set of nodes adjacent to c).  A 

comparator c instructs adjacent nodes  p1, p2 to perform the 

same task and then checks to see if test results are the same. 

A ψ = (c; p1, p2) is named a comparative trial. 
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Let (H
4
), E(ψ), K(ψ) and P(ψ) denote respectively: a 

set of all possible comparative trials of H
4
, a set of 

processors participating in the comparative trail  ψ, a 

comparator of ψ, and a comparative pair of ψ. 

A set  ⊆ (H
4
) is a comparative trial cover of set of 

processors if P() = V. In other words a set  ⊆  (H
4
) is 

a comparative trial cover of set of processors if ∀(e ∈ V) ∃(ψ ∈ Ѱ) e ∈ P(ψ).  

A diagnostic structure of H
4
 based on comparative trails 

is such an ordered pair ۃH4
, ۄ ( ⊆ (H

4
)), that a set  

is a comparative trials cover of set of processors of H
4
. 

Let V
1
, V

0
 and d(ψ, V

1
) denote respectively the set of faulty 

processors of the network, the set of fault-free processors of 

the network, and the result of comparative trial ψ for set V
1
, 

wherein d(ψ, V
1
) = 0 denotes that test results of comparative 

trail for both processors are identical, and d(ψ, V
1
) = 1 

denotes that test results of comparative trail for both 

processors are different 

The following rule of inference based on comparative trials 

is valid [2], [3]. 

 [(K(ψ) ∈ V
0
) ∧ (P(ψ) ځ V

1
 = ∅)] ⇒ [d(ψ,V

1
) = 0]; 

 [(K(ψ) ∈ V
0
) ∧ (P(ψ) ځ V

1
 ≠ ∅)] ⇒ [d(ψ,V

1
) = 1]; (1) 

 [(K(ψ) ∈ V
1
)] ⇒ [d(ψ,V

1
) = x; x ∊ {0,1}]. 

From formula 1 and Fig. 1 follows that if the network has 

faulty processors, then there exist several syndromes which 

faulty processors could produce. Let σ(V1
) represents the set 

of syndromes which could be produced. Two distinct sets V’, 
V” ⊂ V are said to be indistinguishable if and only if σ(V’) ∩ 
σ(V”) ≠ ∅; otherwise, V’, V” are said to be distinguishable. 

Let σ* denotes a set of patterns of syndromes which faulty 
processors could produce, then from Fig.1 follows that i.e. 

σ*({1}) ځ σ*({2})  ≠ ∅ which implies that there is no 

possibility to point out a faulty processor (for t  ≥ 1 ).   

A processors network is one-step t-diagnosable by a set of 

comparative trials  ⊆ (H
4
) if each pair such sets V’, V” 

(|V’| ≤ t, |V”| ≤ t) of faulty nodes is distinguishable by at least 

one comparative trail ψ ∊ .  
Theorem 1[7]: For any V’, V” where V’, V”⊂ V and V’≠ 

V” is a distinguishable pair if and only if at least one of 

following conditions is satisfied: 

1)  (∃(i, k ∊ V \ {V’ ڂ V”}) ∧ ∃ (j ∊ {(V’ \ V”) ڂ (V” \ 

V’)})) ⇒ (ψ = (k; i, j) ∧ ψ ∊ ), 
2)  (∃(i, j ∊ V’ \ V”) ∧ ∃(k ∊ V \ {V’ ڂ V”})) ⇒ (ψ = (k ; i, 

j) ∧ ψ ∊ ),  (2) 

3)  (∃(i, j ∊ V” \ V’) ∧ ∃(k ∊ V \ {V’ ڂ V”})) ⇒ (ψ = (k ; i, 

j) ∧ ψ ∊ ). 
Theorem 2[7]: A system, is t-diagnosable if and only if 

each node has order of at least t and for each distinct pair of 

sets V’, V” ⊂ V such that |V’| = |V”| = t, at least one of the 

conditions of theorem 1 is satisfied. 

Let us note, for example, that, for sets V’ = {0}, V” = {3} 

(graph Fig. 1a) and diagnosability t = 1 none of conditions of 

theorem 1 is satisfied.  

 For a processors network given by H
4
 and ۃH4

, ۄ and 

for a set of nodes X ⊂ V, T(X) denotes the set of those nodes 

in V \ X which are compared to some nodes of X by some 

nodes of X:  

 T(X) = {j ∊ V  \ X : ∃(ψ ∊ )  ψ = (k ; i, j) ∧ i, k ∊ X}. 

Theorem 3[7]: A system with n nodes is t-diagnosable if 

and only if 

1) n ≥ 2t + 1, 

2) each node has order of at least t, 

3) ∀(0 ≤ p ≤ t - 1) ∀(X ⊂ V : |X| = |V| - 2t + p) : |T(X)| > p.  

Let us note, for example, that for the graph on Fig. 1a for 

set X = {0,3} and t = 1  theorem 3 is not satisfied.  

On the basis of the above definitions and notation the 

problem of measurement of the multiprocessors system 

integrity is addressed in the next section.  

III. REDUCING THE NUMBER OF COMPARATIVE TRAILS 

The system diagnosability of H
4
 class depends on orders 

of nodes and the number of nodes. It is known (Theorem 3) 

that diagnosability is not greater than the minimum order of 

the network node. Note that, for a processors networks 

having n nodes,  maximum number of comparative trials is 
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Fig.  1 A pattern of the global syndrome (b) for H2 network (a) 
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Corollary 1:  Path graph[11] of graph G = ۃV,Eۄ which 

has at least 6 nodes (|V| ≥ 6) describes an 1-diagnosable 

system under MM model.  

Proof: We must show that  ∀(X ⊂ V : |X| = |V|-2) : |T(X)| > 

0 (Theorem 3 point 3). If  (|V| ≥ 6 then |X|  ≥ 4,  |V \ X| = 2 

and ∃(k; i, j) : k, i ∊ X ∧ j ∊ V \ X ∧ (k, i) ∊ E ∧  (k, j) ∊ E.  

If a processors network of H
4
 class is described by graph 

G = ۃV, Eۄ: |V| ≥ 6 which has a Hamiltonian path[10] then 

the number of comparative trails for diagnosability of 1 is |V| 

- 2. 

Example 1: Given cube G’ = ۃV’,E’ۄ: V’ = {0,1,2,3,6,7}, 

we want to find a pattern for global syndrome under MM 

model for diagnosability of 1. On Fig.2 is presented the 

entire pattern of global syndrome. Red edges (Fig. 2a.) and 

cells of table filled with red colour (Fig. 2b) presents the 

global pattern for Hamiltonian path of graph G’ (after 

reduction).  

Corollary 2: Hamiltonian graph[11] of graph G = ۃV,Eۄ 
which has at least 10 nodes (|V| ≥ 10) describes 
2-diagnosable system under MM model.  

Proof: We must show that that (∀(X ⊂ V : |X| = |V| - 4) : 

|T(X)| > 0) ∧ (∀(X ⊂ V : |X| = |V| - 3) : |T(X)| > 1) (Theorem 3 

point 3). If  (p = 0 and |V| ≥ 10 then |X|  ≥ 6,  |V \ X| = 4  and ∃(k; i, j) : k, i ∊ X ∧ j ∊ V \ X ∧ (k, i) ∊ E ∧  (k, j) ∊ E.  If  p = 

1 and |V| ≥ 10 then |X|  ≥ 7,  |V \ X| = 3  and ∃:|| >1 

a) 

 

 

 

b) 
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Fig.  2. A pattern of global syndrome (b) computed  for multiprocessor system (a) 
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Fig.  3 A reduced pattern of global syndrome (b) computed for multiprocessor system (a) 
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⇒(∀(k; i, j)∊ : k, i ∊ X ∧ j ∊ V \ X ∧ (k, i) ∊ E ∧  (k, j) ∊ 

E). 

If a processors network of H4 class is described by graph 

G = ۃV, Eۄ: |V| ≥ 10 is a Hamiltonian graph then number of 
comparative trails for diagnosability of 2 is |V|.  

Example 2: Given cube G’ = ۃV’, E’ۄ: V’ = 

{0,1,2,3,6,7,8,9}, we want to find a reduced pattern for 

global syndrome under MM model for diagnosability of 2.  

Fig.3b  presentes the reduced pattern of global syndrome. 

Red edges (Fig. 3a.) present the Hamiltonian cycle of graph 

G’. 
If a multiprocessor system G’  has no Hamiltonian path or 

is not a Hamiltonian graph then you should find longest path 

or longest graph cycle and add the missing nodes. 

Example 2: Given cube G’ = ۃV’, E’ۄ: V’ = 

{0,1,2,3,5,7,8}, we want to find a reduced pattern for global 

syndrome under MM model for diagnosability of 1. On 

Fig.4b is presented the reduced pattern of global syndrome. 

Red edges (Fig. 4a.) presents the longest path of graph G’ 
and green edges present links to missing nodes. 

IV. CONCLUSION 

The problem of reduction of number of comparative trials 

for MM model is complex. The paper only addresses the 

problem of generating a pattern of global syndrome for 

multiprocessor system of H
4
 class under MM model and 

reduce the global pattern. Corollaries and examples 

presented in the paper shown the benefits of reducing a 

pattern of global syndrome. Other issues that should be 

considered are: the development of diagnostic procedures 

and the development of a test for a single processor system.  
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Fig.  4 A reduced pattern of global syndrome (b) computed for multiprocessor system (a) which has not Hamiltonian cycle or a Hamiltonian path 

 

1058 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

 

Abstract — Nowadays, Wireless Sensors Networks (WSN) 

are the most important components in the booming Internet 

of Things (IoT). Given the use of WSN in systems that are part 

of the critical infrastructure of a country, the primary task is 

continuous authentication of WSN nodes. This paper describes 

how to use the Trusted Platform Module (TPM) to authenticate 

sensors which create a sensors’ domain in WSN. A model 

of wireless sensor network as well as operations associated with 

authentication in the sensors domain are presented. 

Additionally, an implementation of selected operations in 

the sensors domain is described; this includes: the master node 

initialization, slave nodes registration, and data transfer 

between them. Testing environment including the construction 

of nodes equipped with the TPM is described. The solution 

developed by the authors of the paper is only a partial 

realization of a broader concept of authentication in WSNs 

supported by the TPM. 

I. INTRODUCTION 

n the age of common electronic communications security 

plays an increasingly important role. This applies to a 

wide range of aspects of everyday life starting from 

household to complex control systems. Mainly results used 

for communication generally available network in order to 

minimize costs, increase the efficiency of data processing, as 

well as reducing access time to data. In this issue also part of 

Wireless Sensor Networks WSNs networks that have a wide 

application. 

A WSN can be defined as a group of independent nodes, 

communicating wirelessly over limited frequency and 

bandwidth [1]. Execution of the tasks by the WSNs 

compared to typical sensor networks depends on dense 

deployment and coordination of sensors. Only the level 

of technology and human imagination are a limitation in 

applying of WSNs in any field of life. In a certain 

implementations of WSNs (e.g. in military areas) an 

ensuring of adequate level of security is required. In various 

implementations of WSNs confidentiality and reliability 

play an important role. A suitable level of confidentiality 

and reliability of data as well as security level against attacks 

can be achieved by applying a data encryption and an 

authentication of the nodes. 

An attempt to design a secure WSN requires that 

the security components should be included into each node 

in the system. Any component of a network implemented 

without any security could easily become a point of attack. 

This means that security must permeate every aspect 

of design applications of wireless sensor networks that 

collect or disseminate sensitive information. Such solutions 

require a high level of safety. 

Considering the military, police, emergency services 

or others, secrecy is part of their nature, so the data 

(sensed/disseminated/stored) are required to remain 

confidential. This is critical to the successful operation 

of a military, police, emergency applications. Enemy/threat 

tracking and targeting are among the most useful 

applications of wireless sensor networking. 

Usually, the wireless sensor networks (WSNs) consist 

of large number of ultra-small, low-power and inexpensive 

wireless sensor nodes with sensing, computing and 

communication capabilities [2], [3]. It is assumed that such 

sensors must operate unattended for long periods of time 

such as several months or even years. In military 

applications, where the most important element is the safety, 

the times of maintenance-free operation are not most 

important, more that, often the life of the sensor will 

be limited to, for example, a few hours or days. 

In consequence, the power consumption may not be 

a critical parameter. 

Security mechanisms deployed in WSNs should involve 

collaborations among the nodes due to the decentralized 

nature of the networks and absence of any infrastructure. 

The situation becomes critical when the nodes are equipped 

with cryptographic materials such as keys and other 

important data in the sensor nodes. Moreover, enemies/ 

adversaries can introduce fake nodes similar to the nodes 

available in the network which further leave the sensor 

nodes as un-trusted entities. 

A characteristic property of WSN are limited resources 

of nodes creating the network. Attempting to implement 

an additional functions in such network is always a big 

challenge for designers of such a network. Introduction to 

WSN of any security mechanism is also the subject to this 

rule. Therefore, scientists have tried to offer various network 

security solutions tailored to the limited resources WSN. 

These proposals includes: secure and efficient routing 

protocols [1], [4], secure data aggregation protocols [5], [6], 
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[7], [8] and additional security mechanisms supported 

by Trusted Platform Module (TPM) [9], [10], [11], [12], 

[13], [14], [15] 

A characteristic property of WSN are limited resources of 

nodes creating the network. Attempting to implement an 

additional functions in such network is always a big 

challenge for designers of such a network. Introduction to 

WSN of any security mechanism is also the subject to this 

rule. Therefore, scientists have tried to offer various network 

security solutions tailored to the limited resources WSN. 

These proposals includes: secure and efficient routing 

protocols [4], [1], secure data aggregation protocols [5], [6], 

[7], [8] and additional security mechanisms supported by 

Trusted Platform Module (TPM) [9], [10], [11], [12], [13], 

[14], [15].  

Usually, the sensors used in military applications should 

be capable of being used for a relatively short period of time 

(e.g. several hours or days rather than months or years).The 

time is limited to the execution of a single task. In such 

situations typically, there is no restriction on energy 

consumption by sensor. Examples of such applications are 

shown in Fig. 1. 

 

Fig. 1 WSN in military applications 

Considering the above, the secure method of transmitting 

and storing data in WSNs is proposed in the paper. 

The Trusted Platform Module (TPM) is the basis 

of the presented method. A TPM is used for secure storing 

the necessary data to authenticate the nodes, and generate 

symmetric keys, and asymmetric keys (private/public). 

The solution presented in the paper uses the concept 

of authentication in WSNs using TPM developed by 

the authors of the paper and described in detail in [13]. 

In the second section proposed architecture of WSNs, and 

basic definitions are presented. The basic data of each node 

are stored in every nodes (type and scope of stored data 

depends on the role they played in the network e.g. domain 

master (node M), and slave (node S)). In the section 

the basic data structures used in the nodes are also defined. 

The third section shortly describes procedures to ensure 

proper authentication of sensors in domain and correct data 

transfer between sensors and in detail describes a certain 

operations in sensors’ domain. In the fourth section a few 

experiments with selected operations in sensors domain and 

obtained results are presented. Finally, a few concluding 

remarks are presented. 

II. THE MODEL OF WIRELESS SENSOR NETWORK WITH 

AUTHENTICATION
1
 

In the domain of sensors there are two authorities. 

The first is the node (Data Collector) which is the recipient 

of the data emitted by the domain sensors. The node which 

manages the Root of trust is the second authority. The Root 

of trust is to be used to authenticate all sensors involved 

in the exchange of data between elements of the domain 

of sensors. The second authority is to act as a master 

of domain and will be called the node M. The presented 

concept assumes that both the role of the recipient of data 

from the sensors (i.e. Data Collector) and the role 

of the master of domain plays the same node. 

In the sensors' domain is exactly the one node that acts as 

the domain master (node M). To this domain belong sensors 

of type slave (nodes S), which are registered by the node M. 

Nodes S are the source of data. Node S is initiated and 

authenticated by node M of domain. Node M stores the root  

trust of sensors' domain. The sensors' domain structure 

is shown in Fig. 2. 

 
Fig. 2 The structure of sensors’ domain 

In the domain may be designated nodes acting as backups 

masters (replicas of master - rM). Such a node may 

be a S node after the establishment the role rM for him, 

on condition that its hardware and software resources 

provide this capability. In the domain may be no node type 

rM (this is not recommended), but there may be a few such 

nodes. The task of node rM is to store a copy of the root 

of trust from the node M of domain.  

From the viewpoint of authentication procedures nodes M 

and rM for nodes S are the same. Node rM can become 

a new node M of domain after changing its role, 

due to proven inactivity of old node M. In this case the node, 

which has so far acted as a node M, becomes a node rM, 

or node S, or is removed. 

When the sensor does not function, is turned off 

or damaged, it is assumed that this node is in a non-active 

state, and when the sensor is functioning, then the node 

is in the active state.  

Sensor, which acts as a node M receives data 

from S nodes.  

                                                           
1 The model of WSN with authentication and concept of authentication 

in such WSN was presented on Federated Conference on Computer 

Science and Information Systems, 2014 [13]. 
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Minimum requirements for a sensor type S are as follows: 

 sensor must be equipped with a TPM (see the next 

section); 

 sensor must have an interface that allows direct 

connection to the node M (e.g. via USB or Serial) 

in the registration procedure of the node in the domain; 

 the ability to send sensor data (i.e. measurement data) 

to M node using only wireless connection.  

In order to enable automatic authentication procedure 

of the node and regeneration procedure for S node 

credentials, S node should be able to receive data transmitted 

by node M via a wireless connection. Otherwise, the node 

authentication procedure is not possible and change 

of credentials of this node will be possible only after 

the re-registration of the node. Nodes that are designed 

to play the role of M or rM must be able to bi-directional 

communication with other nodes, and should also have 

adequate resources in terms of power, processing capability 

and storage capacity. 

A. Trusted Platform Module 

In the presented model for authentication sensors are used 

mechanisms offered by the Trusted Platform Module (TPM). 

It is assumed that each element of the domain of sensors 

is equipped with TPM. 

TPM is an implementation of a standard developed by 

the Trusted Computing Group [16]. This module is designed 

to support the cryptographic procedures and protocols that 

can be used for securing data [17]. Trusted Platform Module 

provides the following functions:  

 generating an asymmetric key pair, 

 secure storage of keys, 

 generating an electronic signatures, 

 encryption and decryption, 

 implementation of an operation defined by the standard 

PKCS #11. 

 I/O
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HMAC Engine

SHA-1 Engine

Opt-In

Non-Volatile 

Memory

Random Numbers 

Generator

Power Detection

Execution Engine

Volatile Memory

Key Generator
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Fig. 3 TPM Component Architecture (based on [16]) 

The following algorithms are typically implemented 

in TPM [18]: RSA, SHA-1, HMAC and AES
2
 [19]. 

                                                           
2 TPM uses a symmetric algorithm AES to protect the confidentiality 

of the session in which it participates. However, symmetric encryption 

functions are not normally accessible outside the TPM. 

In addition, each TPM chip stores a unique serial number 

and its RSA private key that is never available to read. TPM 

components are shown in Fig. 3. In laboratory stand was 

used TPM (AT97SC3205) developed by Atmel, which was 

designed in accordance with the security requirements 

for cryptographic modules (FIPS 140-2) Level 1 [20]. Used 

module additionally meets the requirements described 

in Security Policy for Atmel TPM [21], which says that 

authentication mechanisms meet the strength requirements 

of FIPS 140-2, Level 2. 

B. Resources of sensors 

Each sensor is equipped with a TPM. The necessary data 

to authenticate the node in domain are stored in non-volatile 

memory of TPM. Access to the memory is protected 

by Endorsment Key of the module. The data structure 

of the node acting as the S is shown on Fig. 4
3
. Sensors, 

which are to play the role of M or rM must be equipped with 

additional memory, which is intended to store 

the description of the domain and descriptions of remaining 

domain nodes. 

public keyprivate key symmetric key

T
P

M
 N

o
n

-v
o

la
ti

le
 

M
e

m
o

ry

DK

EK N_ID

NSK
SRK

IV

SQ
NK

 
Fig. 4 The data stored on S node 

Content of credentials stored in non-volatile memory 

of the TPM, which are used by a node S (Slave data): 

 EK (Endorsment Key) - key pair (private/public) 

generated in the development phase of the TPM – 

the private part of the key never leaves the module and 

it is not possible to read this part of the key; 

 SRK (Storage Root Key) - key pair (private/public) 

generated during the process of initiating the TPM 

in the procedure for registering a S node in the domain 

of sensors; private part of the key is wrapped by public 

part of EK, and access to the key is protected by secret 

of module owner; 

 NK (Node Key) - key pair (private/public) of node; 

generated during the procedure for registering a S node 

in the domain of sensors; private part of the key 

is bound by public part of SRK; 

 N_ID (Node ID) – ID of the sensor; 

 NSK (Node Symmetric Key) – symmetric key 

to encrypt the data sent from this node to M node and 

to decrypt the data received from M node; obtained 

during the procedure for registering the node 

                                                           
3 The data shown on Fig. 5,  Fig. 6 and further have been partially modified 

during the implementation of the method to those described in [13]. 

JANUSZ FURTAK, JAN CHUDZIKIEWICZ: SECURING TRANSMISSIONS BETWEEN NODES 1061



 

 

 

in the domain and renovated in the regeneration 

procedure of S node credentials; 

 IV – initiating vector for encryption using NSK key 

in Cipher Block Chaining mode; 

 SQ - the sequence number of the last sent frame 

(modified after each message); 

 DK (Domain Key) – public part of the key of sensors' 

domain to which the node belongs; obtained during 

the procedure for registering the node in the domain. 

Access to keys stored in non-volatile RAM is protected 

by the secret of the TPM module owner. 

Credentials stored by the node M (the structure of the data 

is shown on Fig. 5) consist of three resources: Node 

description, Domain description and Description of domain 

nodes. The content of these resources is as the following: 

o Node description - it is similar to the description 

of the node S but, instead the public part of the key 

DK, are stored both parts (i.e. public and private) 

of the DK key in Root of trust of M node and 

additionally the DK key is bound by NK key of M 

node;  

DK (Domain Key) – key pair (private/public) 

of sensors’ domain; generated in the process of creating 

the domain of sensors and establishing the role 

of the “master” in the domain for the first node; 
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masterN_ID „M” Stat Time SQ
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domain 
description
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replica kN_ID „rM” Stat Time SQIV
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Fig. 5 The data stored on M node or rM node  

 

DN PR PNR TDVRN

„M” or „rM”

 

Fig. 6 The data structure describing a domain 

o Domain description (the structure of the data 

is showed on Fig. 6): 

 DN (Domain Name) – the name of domain 

(up to 20 chars length); 

 RN (Role of Node) – determine whether below data 

are the resource of master node or the resource 

of replica of master; it is synonymous with the role 

it plays in the domain; may have one of values: 

M or rM; 

 PR (Period of Replication) – the time (in msec) 

after which the rM node is required to establish 

communication with the node M and refresh 

the domain data; 

 PNR (Period of Non-success Replication) - the time 

(in msec) after which the node rM is obliged 

to repeat the attempt to establish communication 

with the M node if the previous attempt refreshing 

the domain data was not successful; 

 TDV (Time of data validity) – after this time 

(in msec) and the inability to refresh, the domain 

data are invalid and node becomes a node S. 

All the data of domain description are encrypted using 

the NSK key and IV vector of M node. 

N_ID SlvK NSK

{M,rM,S}

RN Stat Time SQIV
 

Fig. 7 The data structure describing a node 

o Description of domain nodes. Description of each 

node contains the following data (the structure 

of the data is showed on Fig. 7): 

 N_ID (Node ID) – ID of the node (4 bytes length); 

 RN (Role of Node) – the role filled by the node 

in the domain; it can take values from the set 

{M, rM, S}; 

 SlvK - public part of an asymmetric key N_ID node 

of sensors' domain; 

 NSK - symmetric key to encrypt the data sent from 

this node to M node and to decrypt the data 

received from M node; obtained during 

the procedure for registering the node in the domain 

and renovated in the procedure for the regeneration 

of S node credentials; 

 IV – initiating vector for encryption using NSK key 

in Cipher Block Chaining mode; 

 Stat - status of the node; it can take one 

of the values: non-active(-1), active(0), active 

non-confirmed (n), where n is the number 

of consecutive unsuccessful attempts to establish 

communication with the node  

 Time (in msec) - moment of the last and the 

effective transmission 
4
; 

                                                           
4 It was assumed that Time field is modified each time the field SQ 

is modified. In order not to complicate the understanding 

of the procedures outlined in the following sections, this field has not 

been included in these procedures. 

1062 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

 SQ - the sequence number of the last sent frame 

(modified after each message). 

All node description data except N_ID field are 

encrypted using the NSK key and IV vector of M node. 

Key EK, SRK, NK and DK form a root of trust node M. 

Access to keys from a root of trust and access to other data 

in the non-volatile memory is protected by the secret 

of the TPM module owner. 

Because the description of the domain and descriptions 

of nodes are encrypted, they can be stored outside the TPM 

module non-volatile memory, for example in SD memory. 

III. OPERATIONS IN THE WIRELESS SENSOR NETWORK WITH 

AUTHENTICATION  

In [19] was presented the concept of authentication 

in WSNs using TPM. Ensuring proper authentication 

of sensors in domain and correct data transfer between 

sensors were taken into account in the concept. The concept 

consist the following procedures: 

1. Procedure for initiating M node. 

2. Procedure for registering the S node in the domain 

of sensors. 

3. Procedure for removing rM or S node from 

the sensors' domain. 

4. Authentication procedure of the node. 

5. Integration test of nodes in sensors' domain. 

6. Procedure for the regeneration of S node credentials. 

7. Procedure of sending data from S node to M node. 

8. Procedure of reading data on M node which were 

received from S node.  

9. Procedure for giving role rM in the domain 

for S node. 

10. Procedure for updating resources of rM node based 

on resources of M node. 

11. Procedure for changing the node role from rM role 

to role M; 

12. Procedure for determining the "new" node M after 

the failure of the "old" node M. 

13. Integration test of resources of M and rM nodes. 

In this study in the following sections the procedures 

listed in paragraphs 1, 2, 7 and 8 are comprehensively 

described. The procedures implementation details 

are described in the next section.  

A. The procedure for initiating M node 

This procedure is intended to create the domain of sensors 

and to initiate the node that will play the master 

of the domain role. 

Input data: 

 M node owner secret; 

 NK usage secret; 

 DN - sensors' domain name; 

 N_ID - node identifier; 

 time periods (i.e. PR, PNR and TDV) associated with 

the operation of nodes rM.. 

The procedure for initiating M node comprises 

the following steps: 

1. Take ownership of the TPM and SRK key generation. 

2. Generate asymmetric key NK (NK attributes: Binding, 

Non-Migratable, Authority_always), SRK is a parent 

of NK); 

3. Put NK into the root of trust stored in the TPM 

of “M” node. 

4. Generate the data for M node: 

 generate asymmetric key DK for sensors' domain 

and put it into the root of trust stored in the TPM 

of “M” node  (DK attributes: Storage, Migratable, 

Authority_always), SRK is a parent of DK; later 

public part of DK will be used by “S” node 
to bind the data which will be sent from “S” node 

to “M” node); 

 generate symmetric key (NSK – size 32 bytes) 

and initialization vector (IV – size 16 bytes) 

for AES cryptography; 

 generate sequential number SQ for M node; 

 put M node data into non-volatile memory 

of the TPM of S node. 

5. Prepare of the domain description, which includes 

the fields DN, RN, PR, PNR, TDV and then encrypt 

this description using the NSK key and IV vector. 

The RN field should have a content of "M". 

6. Prepare of the M node description and then encrypt this 

description using the NSK key, and IV. The fields 

of the description should have the following values: 

 N_ID = input data N_ID (the field 

is not encrypted); 

 RN = „M”; 

 SlvK = public part of the node NK key; 

 NSK = the node NSK key; 

 IV = initiating vector for NSK key; 

 Stat = 0; 

 Time = current time; 

 SQ = random number from the range <0; 65535>.  

7. Save the M node description in M node resources.  

B. The procedure for registering the S node in the domain 

of sensors 

In the procedure of registration S node in the domain 

is assumed that during this procedure S node is connected 

to the node M via the Serial interface
5
. 

Input data: 

 N_ID - node identifier; 

 public part of the DK key. 

After installing S node in serial port of M node 

the procedure for registering S node in the domain comprises 

the following steps: 

1. On S node take ownership of the TPM and SRK key 

generation. 

                                                           
5  If it was not possible to use the USB interface, in order to ensure the 

safety of the registration procedure, is required to develop additional 

ways of mutual authentication of both parties involved in the registration. 
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2. Generate asymmetric key NK of S node (NK attributes: 

Binding, Non-Migratable, Authority_always); SRK is 

a parent of NK). 

3. Put NK to TPM resources of S node. 

4. Generate the data for S node: 

 obtain the public part of the DK key from non-

volatile memory of the TPM of M node; send 

a dom_pub_key_req packet from S node to M 

node through the serial line: 
dom_pub_key_req

code
 

where: 

code = 101 for dom_pub_key_req packet; 

and get from M node a dom_pub_key_ans packet: 
dom_pub_key_ans

code DK
 

where: 

code = 102 for dom_pub_key_ans packet; 

DK  public part of Domain Key of sensors’ 
domain; 

 generate symmetric key (NSK – size 32 bytes), 

initialization vector (IV – size 16 bytes) for AES 

cryptography; 

 put S node data into TPM non-volatile memory 

of S node. 

5. Prepare S node_description_req packet 
node_description_req

code N_ID NSK IV NK
 

where: 

code = 103 for node_description_req packet; 

N_ID, NSK, IV and public part of NK key 

(the first three fields are bound using public part 

of DK key). 

6. Transfer the blob to M node and then unbind it using 

the private part of DK key. 

7. On M node prepare the S node description and then 

encrypt this description using NSK key and IV vector 

of M node. The fields of the S node description should 

have the following values: 

 N_ID = input data N_ID (the field is not encrypted) 

 RN = „S”; 

 SlvK = public part of the S node NK key which 

be registered; 

 NSK = the NSK key of node which be registered; 

 IV = initiating vector for NSK key; 

 Stat = 0; 

 Time = current time; 

 SQ = random number from the range <0; 65535>. 

Save the S node description in M node resources.  

8. Send a confirmation of registration to the node S. 

The confirmation should contain N_ID, Time and SQ 

and be encrypted using NSK key and IV vector 

of node S. 

node_description_ans

code N_ID Time SQ
 

where: 

code = 104 for node_description_ans packet; 

N_ID, Time and SQ (the fields are encrypted using 

NSK key of S node). 

9. Put SQ into TPM non-volatile memory of S node. 

10. Uninstall the S node from serial port of M node 

C. The procedure of sending data from S node to M node 

Input data: 

 N_ID – identifier of node; 

 SD – sensor’s data; 

 NSK – symmetric key of S node; 

 IV = initiating vector for NSK key; 

 DK – public part of domain key. 

N_ID SD SQ Hashcode

sensor packet

 

The structure of the frame containing the sensor data 

is showed above. It includes the following fields: 

 code = 7 for sensor packet; 

 N_ID = input data N_ID; 

 SD = Sensor's Data encrypted using the NSK key and 

IV vector; 

 SQ = current SQ incremented by 1; 

 Hash = the value of the hash function determined 

on the basis of fields N_ID, SD and SQ. 

The procedure of sending data from S node to M node 

comprises the following steps: 

1. Preparing sensor packet containing the sensor data, 

as shown above 

2. Binding the frame using the public part of DK. 

3. Sending the frame to M node by XBee link. 

4. Incrementing SQ field in resources of S node. 

D. The procedure of reading data on M node which were 

received from S node. 

Input data: 

 Received frame from S node; 

 Resources of M node. 

The procedure of receiving data on M node from S node 

comprises the following steps: 

1. Receiving of the frame, as shown on Fig. 8. 

2. Unbinding of the frame using the private part of DK. 

3. Searching the description of N_ID node in description 

of domain nodes stored in protected resources of M 

node. If not a success, the N_ID node is unrecognized. 

4. Comparing SQ field from received frame and SQ field 

from node description. If not equal, the SQ is incorrect. 

5. Updating the description of N_ID node: 

 stat  = 0; 

 Time = current time; 

 SQ  = SQ+1. 
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6. Decrypting of the SD field using the NSK and IV 

acquired from description of domain nodes of “slave 1” 
node. 

N_ID „S” stat time SQ

descriptioŶ of „slave 1" from 

resources of „ŵaster” Ŷode

master slave 1sensor packet 
(wrapped)

RSA

eq

Y

”node unrecognized”

eq

N

”incorrect SQ”N

Y

 AES

sensor data

update description 
of „slave 1" node:

N_ID SD SQ Hash„7"

N_ID SD SQ Hash„7"

 

„Master” 
node 

Root of 

trust

EK

SRK

NK

DK

IV

 
Fig. 8 The procedure of reading data on “master” node which 

were received from “slave 1” node 

 

IV. THE TESTBED TO EXAMINE AUTHENTICATION 

PROCEDURES IN WSN 

The laboratory stand to examine the authentication 

procedures in WSN utilizing TPM was developed. 

The laboratory stand includes a few sensors equipped with 

TPM and several workstations to perform research. Block 

diagram of the sensor is showed on Fig. 9 and view 

of an exemplary sensor used in the experiments is showed 

on Fig. 10. 

XBee

Arduino

TPM

Sensor

Communication interface 
in WSN domain

Serial 0I
2
C

Analog /

Digital
Serial 2

Interface for node 
registering in WSN domain

 
Fig. 9 Block diagram of the sensor 

Fig. 10 View of an exemplary sensor 

Sensor (showed in Fig. 10) used in the experiments was 

built with the following components: 

 Arduino Mega2560R3 (in Fig. 10, indicated by 1) – 

based on microcontroller ATmega2560 (clock speed 

16 MHz, 256 KB of flash memory for storing code 

(of which 8 KB is used for the bootloader), 8 KB 

of SRAM and 4 KB of EEPROM). The board has: 

54 digital input/output pins (of which 15 can be used 

as PWM outputs), 16 analog inputs, 4 UARTs 

(hardware serial ports). 

 XBee 1mW Wire Antenna Series 1 (indicated by 2) – 

wireless communication module with other wireless 

modules (compatible with the 802.15.4 standard). 

The module is connected to the Arduino Mega 

by adapter XBee Shield (indicated by 3) and 

communicates with Arduino by Serial 0. 

 Ultrasonic distance sensor (indicated by 6) includes 

ultrasonic transmitters, receiver and control circuit. 

Provides 2cm - 400cm non-contact measurement 

function, the ranging accuracy can reach to 3mm. 

 TPM (indicated by 5) – detachable part of hardware 

component of Atmel I
2
C/SPI Demonstration Kit 

connected to Arduino through the I
2
C Interface. 

 Power bank (indicated by 4) – 9V power supply. 

 

 

Fig. 11 Atmel I2C/SPI Demonstration Kit 

In this laboratory stand was realized an experiment 

consisting of the following stages: 

1. Initiating M node. 

2. Registering the S node in the domain of sensors. 

3. Transferring data from S node to M node: 

Part used in experiment 

- TPM module 

5 4 

6 

2 
1 

3 
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a) sending a first frame (its structure is shown 

in subsection III.C) from node S to M as a plain 

text i.e. without encryption field SD and without 

binding frame with the public part of DK. 

b) sending a second frame (its structure is the same) 

from S to M node containing encrypted SD field 

with NSK, but without binding the frame with 

the public part of DK; 

c) sending a third bound frame with the public part 

of DK from S to M node containing encrypted 

SD field with NSK. 

STAGE 1. The entire first stage is initiated and 

implemented autonomously on the node that will act as the 

Master. After this step this step the TPM is initiated and 

node ownership is acquired. The description of M node 

is written in non-volatile memory of TPM. Moreover, 

encrypted
6
 description of sensors domain, in which 

is registered one node (i.e. Master), is created. Exemplary, 

encrypted description of sensors domain which was created 

as a result of this step for M node (node ID is 0xCC CC CC 

CC) is shown in Fig. 12. 
 

Fig. 12 Description of sensors domain after M node 

initiating procedure 

                                                           
6 In description of sensors domain all fields are encrypted with the 

exception of node IDs 

STAGE 2.  

Before the start of the second stage S node should be 

connected to the node M over a Serial. The data shown have 

been partially modified during the implementation of the 

method to those described in [13], as shown in Fig. 13. 

XBee

Arduino

TPM

S node

Serial 0I
2
C

Serial 2

Sensor

Analog / 

Digital

XBee

Arduino

TPM

Sensor

M node

Serial 0I
2
C

Analog / 

Digital
Serial 2

Interface for node 
registering in WSN domain

 

Fig. 13 Block diagram of M node and S node during the 

procedure of S node registering  

 

Fig. 14 Description of sensors domain after S node 

registering procedure 

In the first three steps of the stage TPM of S node 

is initiated, node ownership is acquired and the root of trust 

on S node is created. Then direct connection to M by Serial 

interface node is needed to transfer public part of the DK. 

DK is transferred as a plain text. In next step NSK and IV 

is randomly generated and put into non-volatile memory 

of S node. Then N_ID, NSK, IV and public part of NK key 

are bound using public part of DK key and transferred to M 

node through the Serial interface. On the basis of these data 

M node prepares a description of the node S and attach it 

--- Domain description 

60 1C 38 44 45 82 63 85 51 5D 54 B4 1F 53 32 AC  

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 D6 90  

FD 69 21 98 B8 3B 2A CD 4D 48 AC FB 14 55 DD 5C  

 

--- Descriptions of nodes - type: MASTER 

--- Node ID  CC CC CC CC  

--- Node description: 

41 84 F7 D4 1A 69 FF 4B 0C 42 ED 0E 13 3D F7 76  

72 4C 7C 8A 23 B2 52 F4 7E 4F AF D5 8A C9 9A 90  

14 E0 2F DD 0E B1 70 9D F5 F3 4C 7F 9D F3 15 0C  

AA D9 77 0D 64 7F 6C 23 F4 D6 3F F5 34 B5 1E 9D  

6B 67 BB A7 33 C9 D8 7C 6C 27 5D 96 A7 06 83 F9  

23 15 49 B5 A1 86 08 6C 06 ED 46 8A 73 5B B6 1B  

11 BC 18 D8 FA E1 EF 21 6A A1 64 93 B4 08 03 DE  

FC 9E 85 88 DF 71 56 52 B8 27 65 D3 89 44 DD 9E  

D8 D5 96 3B 91 BE 52 B7 DB EE 40 F8 F4 19 55 A8  

0E 6A 99 81 9A AB 2A 41 E0 07 A7 89 2C E6 01 C8  

CA C2 3B 25 63 48 9A 97 6E 6F 46 88 E6 A9 54 F6  

98 88 7F F3 4A A4 68 C0 E1 C3 05 F4 01 38 A7 5E  

B5 4E 25 DF A5 8B 61 45 A1 1F 0B 3F B9 36 E2 67  

07 17 2A EB F3 3A C3 2E D5 F5 38 B6 A5 E2 D7 00  

52 0C 47 6A 5B 69 D6 E2 14 FC 55 DB 53 1A 1E 1D  

9E 0C 18 2E 4D FE 69 BD 08 B2 7F E6 20 96 A9 0E  

EC 66 C5 67 30 8F AD E3 71 B9 93 91 67 53 B8 83  

91 09 2B 12 4E DD F6 4F FD 93 6C C8 A6 9B 2C 9F  

D2 42 FA 4A C0 95 98 BB C8 F6 55 4D A2 B9 E2 61  

58 58 FB F9 89 C8 51 DF 76 59 EF 6C F9 27 49 39  

ED C6 92 B8 76 81 BF 6F F6 DA 16 0C 22 AB A0 D7  

54 00 CD F6 5E A8 83 75 09 F3 AB 76 DC 37 C2 C6  

 

--- Descriptions of nodes - type: REPL. of MASTER 
 

    No nodes  
 

--- Descriptions of nodes - type: SLAVE 
 

    No nodes  
 

--- Domain description 

60 1C 38 44 45 82 63 85 51 5D 54 B4 1F 53 32 AC  

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 D6 90  

FD 69 21 98 B8 3B 2A CD 4D 48 AC FB 14 55 DD 5C  

 

--- Descriptions of nodes - type: MASTER 

--- Node ID  CC CC CC CC  

--- Node description: 

41 84 F7 D4 1A 69 FF 4B 0C 42 ED 0E 13 3D F7 76  

72 4C 7C 8A 23 B2 52 F4 7E 4F AF D5 8A C9 9A 90  

|      |      |  

|      |      |  

|      |      |  

ED C6 92 B8 76 81 BF 6F F6 DA 16 0C 22 AB A0 D7  

54 00 CD F6 5E A8 83 75 09 F3 AB 76 DC 37 C2 C6  

 

--- Descriptions of nodes - type: REPL. of MASTER 

 

    No nodes  

 

--- Descriptions of nodes - type: SLAVE 

--- Node ID  01 01 01 01  

--- Node description: 

14 CE E3 D8 D1 E7 C0 6B 5B 19 D0 D6 20 87 57 88  

CD DC EB 97 17 08 E8 BF 0F 00 4B D1 E7 6E 27 0D 

|      |      |  

|      |      |  

|      |      |  

13 36 1F E6 9A 56 0B B6 3F EF A1 D9 89 98 13 9B  

E2 5C 7E 9E 46 0B 37 C0 C2 2D AB 9C 25 C3 69 D9 
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to the sensors' domain description. Now domain description. 

After it the domain description might look like on the Fig. 14. 

In the last step confirmation of S node registering 

(encrypted using NSK key of S node) is sent to S node. 

In this moment S node is registered and should 

be disconnected from Serial interface connecting it with 

M node. 

 

STAGE 3. 

The S node is ready to transfer its sensor data by XBee 

interface – Serial line used in stage 2 is disconnected. 

In experiment takes part, in addition to S and M node, 

Observer station equipped with Xbee interface as shown 

on Fig. 15 and Fig. 16.This node is designed to interception 

the data transmission between nodes S and M.  

 

Observer

Arduino

TPM

S node

Serial 0I
2
C

Serial 2

X

XBee

Sensor

Analog / 

Digital

XBee

Arduino

TPM

M node

Serial 0I
2
C

Serial 2

Interface for node 
registering in WSN domain

Sensor

Analog / 

Digital

 
Fig. 15 Block diagram of M node, S node and observer during 

transferring data between S node and M node 

 

 

Fig. 16 View of the testbed during transferring data between S node 

and M node 

Data received in step a) by nodes M and Observer should 

be the same - an example is shown in Fig. 17. 

Fig. 17 Data received on M node and on Observer node in 

step a)  

Data received in step b) by nodes M and Observer are also 

the same, but for M node NSK key of S node is known 

and it can decrypt the SD field from received frame. The 

result is showed on Fig. 18. 

 

Fig. 18 Data after step b) 

Data received in step c) by nodes M and Observer are also 

the same, but M node knows NSK key of S node and private 

part of DK and M node can first unbind received frame and 

then decrypt the SD field from the frame. The result 

is showed on Fig. 19. 

Fig. 19 Data after step c). 

The experiment shows that the data transferred between 

nodes S and M are secured. Unauthorized nodes that are not 

registered in the domain of sensors, even if they are able 

to receive the data, they are not able to use them. 

V. CONCLUSION 

This paper presents the model, concept of authentication 

in sensors' domain and implementation of securing 

transmissions between nodes of WSN. For this purpose, 

TPM 

M node 

S node 

observer 
TPM 

distans 

sensor 

Observer node 

60 1C 38 44 45 82 63 85 51 5D 54 B4 1F 53 32 AC  

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 D6 90  

 

 

M node 

--- Sensor packet 

00 07 01 01 01 01 01 77 03 03 63 B4 1F 53 32 AC  

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 00 00  

received data are 

decrypted using NSK key 

Observer node 

E8 BF 0F 00 4B D1 E7 6E 27 AB 76 DC 37 C2 DC 64  

ED C5 C5 07 D2 42 FA 4A C0 95 98 BB C8 F6 A2 B9  

23 15 49 B5 A1 86 08 6C 06 ED 46 8A 73 5B B6 1B  

|      |      |  

|      |      |  

11 BC 18 D8 FA E1 EF 21 6A A1 64 93 B4 08 03 DE  

FC 9E 85 88 DF 71 56 52 B8 27 65 D3 89 44 DD 9E  

D8 D5 96 3B 91 BE 52 B7 DB EE 40 F8 F4 19 55 A8  

 

 

 

M node 

--- Sensor packet 

00 07 01 01 01 01 01 77 03 03 63 B4 1F 53 32 AC  

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 00 00  

received data are 
unbound and decrypted 

using NSK key 

Observer node 

00 07 01 01 01 01 01 77 03 03 63 B4 1F 53 32 AC  

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 00 00  

 

M node 

--- Sensor packet 

00 07 01 01 01 01 01 77 03 03 63 B4 1F 53 32 AC   

0D 0E 20 DC 64 ED C5 C5 07 75 56 C9 27 62 00 00  

 

 code SD SQ N_ID pad Hash 
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the mechanisms provided by the TPM are used. In paper was

presented only the most important operations in sensors do-

main: nodes initiating and transfer data between the nodes.

Particular attention was paid to secure the transmission and

to secure the nodes of network. In all procedures hardware

support provided by the TPM was used. If you apply all the

requirements specified in the security Requirements for cryp-

tographic modules (FIPS 140-2),  the securing data is very

strong. The effect is, however, come at a price relatively high

power  consumption  and  requires  the  use  of  modules  that

have more computing power and more resources of RAM.

The  biggest  problem  during  the  implementation  was  the

shortage of sufficient RAM in used Arduino modules.  For

this reason, in further  work we anticipate to use the EEP-

ROM and/or SDRAM memory.
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Abstract—The widespread use of the HTTP and hypertext 

makes it possible to freely publish new information and expose 

it in the context of its description. Unfortunately, this is 

a human-centric environment that cannot easily be adapted to 

an application-centric approach, which is required to provide 

distributed enterprise management and real-time process 

control. In this article new architecture is presented that can 

provide a generic solution for publishing and updating 

information in the context that can be used to describe and 

discover it. It is proposed to distribute the publisher (server) 

tasks to three classes: (a) information context management 

using the object oriented programming paradigm, (b) 

a predefined fixed set of services to access data and meta-data, 

and (c) a pluggable custom process data binding mechanism. It 

is also proposed to implement this architecture using the OPC 

Unified Architecture - a new emerging industrial integration 

standard. 

I. INTRODUCTION 

EFORE commencing discussion about how to use the 

Internet the question “What is it?” must be addressed. 
Usually we can hear a definition like that: “the public 
worldwide computer network system that carries a vast array 

of information resources and services”. It seems to be too 

broad for further discussion. From the definition, it is 

networking technology providing access to information 

resources and services. “To get access”, the information 
transfer must be carried out between the Internet users, i.e. a 

resource or service provider and its consumers. To enable 

this, the following assertions must be made: 

 Communicating parties must use the Internet protocol 

(IP) [1]; 

  All access points to the Internet communication 

infrastructure must have globally unique addresses; 

 Users must be attached to those access points. 

As long as the above rules are obeyed the communicating 

parties use Internet communication – colloquially, they are 

connected to the Internet. Reversing this sentence, we can 

say that the Internet is an infrastructure connecting any 

entities following the above principles. From the user point 

of view that is all, but to traverse information over the 

network the Internet infrastructure must be smart enough to 

locate the access points. 

From any ICT solution we would expect information 

processing rather than having only interconnection between 

the Internet access points. To meet this requirement the 

Internet users must be processing engines rather than hosting 

applications responsible for this work. Application to 

application connectivity is, therefore, required that can be 

provided by an additional transport protocol. Examples of 

such protocols are TCP (connection oriented) and UDP 

(connectionless). It is worth stressing that we can use a 

variety of protocols as the transport protocol and the above 

assertions still hold true.  

On the other hand, any user expecting information 

processing from the communicating party is interested in 

selecting appropriate functionality, but not a particular 

application instance. Therefore, we can distinguish three 

meanings of the transport protocol address, called a port: 

 Functionality selector – for a consumer interested in 

utilizing a particulate information resource or service; 

 Functionality publication end point – for servers 

offering resources or services; 

 Address to identify sending and receiving application 

end-points – for the protocol stack.  

The TCP and UDP protocols share the same address space 

with a capacity of 64k end points. Even today, having so 

many applications hosted on any network node is impractical 

and hard to manage. Unfortunately, mapping between 

functionalities and their identifiers is static, which means that 

the majority of available port numbers are globally unique 

functionality identifiers governed by the Internet Assigned 

Numbers Authority (IANA). The others called 

dynamic/private ones are not assigned and used to identify 

sending and receiving application end-points only.  

Using a global dictionary instead of a description, 

discovery and integration mechanism results in a fully 

exhaustion of transport protocol address space and the 

registration of new functionality becomes very difficult. 

Therefore, to communicate over the Internet, users need to 

select one from the 49152 existing options. 

The selection should be based on well-defined 

requirements, but how to define the requirements having 

only the general assumption that we expect access to the 
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information resources or services. Many aspects may be 

taken into consideration. For the above assumptions 

a solution that allows server to freely publish new resources 

and services is needed. A globally acceptable discovery and 

integration mechanism is a possible option. Alternatively, 

another protocol must be selected on the following 

assumptions: 

 The publishing server is responsible for managing the 

address space; 

 The protocol provides an infinite address space 

capacity;  

 The protocol is transparent for the payload transported.  

The above assumption make the Internet a publication 

platform containing countless resources, but, to be useful, 

consumers must be allowed to find the appropriate ones 

using a description and discovery mechanism. It requires that 

publisher must provide additional information (meta-data), 

which describes the resources to allow the selection. 

Additionally, the descriptions must be coupled with 

addresses to selectively access them. For human-centric 

solutions a graphical interface is an appropriate mechanism. 

HTTP [1] as a protocol and HTML [2] (more general a 

hypertext) as a description language are the big winners 

selected by millions of people and they have led to the 

establishment of the World Wide Web.  

Unfortunately, for application to application connectivity 

a programming interface (API) is required. Because 

community acceptance and reuse of the existing solutions is 

so important for the Internet evolution, a new solution – 

called web services - atop HTTP has been developed by the 

World Wide Web Consortium (W3C) [2]. This 

specifications suit is commonly referred to as WS-* and 

contains: 

 Simple Object Access Protocol (SOAP) to use the 

services; 

 Web Services Description Language (WSDL) to 

describe the services; 

 Universal Description, Discovery and Integration 

(UDDI) to get access to the services description.  

To obtain applications interoperability all clients 

consuming services provided by a server offering them must 

conform to a WSDL specification prepared in advance that 

defines a contract between them. Hence, this process 

requires software development and, because WSDL cannot 

provide complete semantics of the service, the process is 

usually manual and requires conformance testing. There are 

no good global scope solutions of this issue. Today solution 

is for the server publisher organization to provide 

complimentary compliant client applications. In this 

approach, typical problems like operating system 

dependence, software updating and versioning must be 

solved. Finally, it leads to a static solution where 

functionality is exposed as a fixed set of services. 

It seems that the next level of abstraction is needed to 

meet the above mentioned goal and allow the server to freely 

publish resources and services. Generally speaking, all ICT 

systems are expected to provide information processing 

capabilities. Information is an abstract knowledge; it cannot, 

therefore, be directly processed by physical machines. To 

make information capable of being processed, it must be 

represented as computer-centric binary data. To propose 

a solution that meets those requirements two questions 

should be addressed: 

 How to get access to (transport) the process data? 

 How to represent (model) the information? 

To answer the first question we need a globally accepted, 

platform-neutral (assuring that the above stated assertions 

hold true) communication standard that allows also 

addressing the second question, i.e. designing of an 

appropriate Information Model. 

 

Fig. 1 OPC Unified Architecture archetype 

The OPC Unified Architecture (UA) (Fig. 1) technology 

[3], [4], [5], [6] meets all the requirements, because: 

 It is Internet based technology; 

 It is a platform neutral standard allowing easy 

implementation on any system including embedded 

systems; 

 It is designed to support complex data types and object 

models; 

 It is designed to achieve high speed data transfers using 

efficient binary protocols; 

 It is scalable from embedded applications up to the 

process control and enterprise management/operation 

systems; 

 It has broad industry support and is being used in 

support of other industry standards such as ISA S95, 

ISA S88, EDDL, MIMOSA, OAGiS, etc. [7]. 

It is a broad class of application domains where business 

IT and control systems are converged in a global scope to 

make a large whole with the aim to improve performance as 

the result of the macro optimization and synergy effect. One 

of the main requirements of the Industrial ICT is to provide 

a consistent mechanism for the integration of the vast 

varieties of systems. This requirement can be met as the 

result of employing the OPC Unified Architecture (UA) as 

the mechanism for the integration. It is assumed that it 
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should be robust and the implementation should be platform 

independent. Fig. 1 illustrates the architecture of the 

proposed solution. In this approach three elements are 

distinguishable from the typical client server archetype: 

 OPC UA: an interface representing invariable Service 

Model [8] responsible for providing client/server 

connectivity; 

 Information Model: application domain unique 

description of a context the process data is made 

accessible in to the clients. 

 Processes: source of exposed information resources and 

services hereinafter referred to as process data. 

To make systems interoperable, the data transfer 

mechanism must be associated with a consistent information 

representation model. OPC UA uses an object as 

a fundamental notion to represent data and activity of 

underlying processes (see Sec. II.B). The objects are 

placeholders of variables, properties, events and methods 

and are interconnected by references. This concept is similar 

to well-known object oriented programming (OOP) that is 

a programming paradigm using "objects" – data structures 

consisting of fields, events and methods – and their 

interactions to design computer programs [9]. The OPC UA 

Information Model [10], [11] provides features such as data 

abstraction, encapsulation, polymorphism, and inheritance. 

The OPC UA object model allows servers to provide type 

definitions for objects and their components. Having defined 

types in advance, clients may provide dedicated 

functionality, for example: displaying the information in the 

context of specific graphics. 

The OPC UA information modeling concept (Sect. III) is 

based on layers, which step by step expand the basic model 

provided by the OPC UA Specification [19]. The 

Information Model is abstract and hence, in a real 

environment, it must be implemented in terms of bit streams 

(to make information transferable) and addresses (to make 

the data selectively available). To meet this requirement, 

OPC UA introduces a node notion as an atomic addressable 

entity that consists of attributes (value-holders) and 

references (address-holders of coupled nodes).  The set of 

nodes that an OPC UA server makes available to clients is 

referred to as its Address Space [4], [5], [12], which enables 

representation of both underlying processes environment and 

its behavior. The Address Space exposed by the server 

makes up a context the process data is made available in to 

the clients (Fig. 1). Creation of this context (Sec. IV) 

depends on an application domain unique Information 

Model. 

Processes in Fig. 1 represents a class of functions 

responsible for getting access to business or industrial 

processes source of exposed information resources and 

services hereinafter referred to as process data.  

Basing on the defined typical enterprise systems structure 

and requirements [25], a new architecture is proposed (Sect. 

IV) where an intermediate component called Process 

Observer is proposed. The model allows for significant 

reduction of the solution complexity, but the implementation 

of this model proves that the architecture additionally could 

increase robustness by adding redundancy. The example 

(sect. V.B), where the presented model has been used, shows 

that the approach can be a platform for multi-enterprise 

collaboration to benefit from synergy effect and macro 

optimization. 

Sect. III, III.C and IV describe novel architectural 

proposal and corresponding communication algorithms 

allowing building robust real time distributed systems. A 

case study where the presented solutions have successfully 

been implemented is in Sect. V. 

II. OPC UNIFIED ARCHITECTURE KEY FEATURES 

A. Service Oriented Architecture 

At the very beginning of a new solution development the 

question about its fundamental paradigms and architecture 

must be addressed. Observing continuous evolution of the 

ICT domain, it seems that finding a solution that will 

guarantee an unlimited lifetime is a real challenge. However, 

decoupling the solution from any base technology increases 

the chance of its surviving the disappearance of the base 

technology from the market. Fortunately, as mentioned 

above, there are many options on how to get applications 

interconnected over the Internet. Developing services and 

deploying them using Service Oriented Architecture (SOA) 

is the best way to utilize ICT systems to meet this challenge. 

A service differs from an object or a procedure because it is 

defined by messages that it exchanges with other services. 

SOA defines the way in which services are deployed and 

managed. Adopting of the SOA approach increases reuse, 

lowers overall cost, and improves the ability to rapidly 

change and evolve systems, whether old or new. 

To make systems interoperable, any even brilliant idea is 

not enough - a data transfer technology is needed, however – 

when defining data exchange in context of messages – we do 

not need to bother about different technologies used by the 

participants as long as they can absorb the messages. 

Today, an ideal platform for the SOA concept 

implementation is Web Service technologies. Web Services 

are a set of standards based on XML (eXtensible Markup 

Language) and developed by W3C (World Wide Web 

Consortium) [2] marked with a WS-* symbol. Because the 

WS-* standards are developed without any initial assumption 

concerning the underlying system platform they are 

implemented on, they therefore must precisely define what 

must be on the "wire".  

The WS-* standards are the basic foundation for OPC UA 

but, using them alone, would not be enough to reach the 

expected data throughput performance in industrial 

applications. To promote scalability, the OPC UA suite of 

protocols, therefore, expands the WS-* standards by defining 

a few proprietary ones that can be used alternatively. OPC 
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UA messages may be encoded as an XML text or in binary 

format for efficiency purposes. 

B. Object Oriented Information Model 

OPC UA uses an object as a fundamental notion to 

represent data and activity of an underlying processes 

system. The objects are placeholders of variables, events and 

methods and are interconnected by references. This concept 

is similar to well-known object oriented programming (OOP) 

paradigm [9]. The OPC UA Information Model [4], [5], 

[10], [11] provides features such as data abstraction, 

encapsulation, polymorphism, and inheritance.  

The OPC UA object model allows servers to provide type 

definitions for objects and their components. Type 

definitions may be abstract, and may be inherited by new 

types to reflect polymorphism. They may also be common or 

they may be system-specific. Object types may be defined by 

standardization organizations, vendors or end users. Each 

type must have a globally unique identifier that can be used 

to provide description of the information meaning, i.e. 

semantics from the defining body or organization. Using the 

type definitions to describe the information exposed by the 

server allows: 

 Development against type definition; 

 Unambiguous assignment of the semantics to the data 

expected by the client. 

C. Abstraction and Mapping 

Interoperability of applications can be achieved if 

communicating parties are able to interchange streams of bits 

and assign to these streams the same meaning without any 

ambiguity. Unfortunately, the representation of information 

on the wire, and communication protocols are subject to 

continuous evolution, if not revolution nowadays. This could 

be dangerous for any long term initiatives. Because it is 

impossible to stop the progress of technology changes, some 

other precautions must be taken to keep the specification 

alive within a long term horizon. It is achieved by clear 

separation of definitions provided by the specification from 

their actual implementation. It makes OPC UA seamlessly 

portable from one technology to another.  Mappings defined 

in the specification [13] set forth how to implement an OPC 

UA feature using a specific technology.  

D. Security 

Security is the fundamental aspect of computer systems, in 

particular those dedicated to enterprise and process 

management. Especially in this kind of applications, security 

must be robust and effective. Security infrastructure should 

also be flexible enough to support a variety of security 

policies required by different organizations. OPC UA may 

be deployed in diverse environments; from clients and 

servers residing on the same hosts, throughout hosts located 

on the same operation network protected by the security 

boundary protections that separate the operation network 

from external connections, up to applications running in 

global environments using public network infrastructure. 

Depending on the environment and application requirements, 

the communication services must provide different 

protections to make the solution secure [14]. 

OPC UA Security is concerned with the authentication of 

clients and servers, the authorization of users, the integrity 

and confidentiality of their communications and the auditing 

of client server interactions.  To meet this goal, security is 

integrated into all aspects of the design and implementation 

of OPC UA servers and clients.  

OPC UA relies upon the site cyber security management 

system to protect confidentiality on the network and system 

infrastructure, and utilizes the public key infrastructure to 

manage keys used for symmetric and asymmetric encryption 

[15]. OPC UA uses symmetric and asymmetric encryption to 

protect confidentiality as a security objective, as well 

symmetric and asymmetric signatures to address integrity as 

a security objective. 

E. Profiles 

OPC UA is designed to support integration of wide range 

of servers, from plant-floor control devices to enterprise 

management and operation systems. All of them are 

characterized by a variety of performances, execution 

platforms and functional capabilities. Therefore, OPC UA 

defines a comprehensive set of capabilities servers may 

implement a subset of.  These subsets are referred to as 

Profiles, and servers may claim conformance to them. 

F. Robustness 

Because it is to be used in the production environment 

including real-time process control applications, OPC UA is 

designed especially to provide robustness of the remote 

access to the underlying process data. OPC UA provides 

mechanisms for clients to quickly detect and recover from 

communication failures associated with transfers without 

having to wait for long timeouts provided by the underlying 

protocols [16]. 

III. INFORMATION MODEL 

A. Concept 

The primary objective of the OPC UA server is to expose 

information resources and services, which then can be used 

by clients to manage an underlying real-time process or the 

entire enterprise as a large whole with the main challenge of 

integrating systems and management resources into one 

homogenous environment. Information describes the state 

and behavior of the processes and the server must be able to 

transfer it in both directions. The main challenge of the OPC 

UA Information Model is to support this transfer by a unique 

and transparent means in spite of the process complexity and 

roles of clients in the enterprise management hierarchy. 

Information is an abstract knowledge; therefore it cannot 

be directly processed by physical machines. To make 

information capable of being processed, it must be 
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represented as the binary data. To define the relationship 

between information and binary data on the one-to-one basis, 

syntax and semantics are needed. Syntax defines rules of the 

vocabulary usage, and semantics maps valid bits pattern to 

the associated piece of information. 

An Information Model for OPC Unified Architecture is 

such a collection of vocabulary, syntax and semantics. This 

collection plays a role similar to high level programming 

languages that describe data structures and an algorithm to 

be executed by the processor.  

Information exposed by the OPC UA server may be 

complex. Clients may, therefore, want to obtain the 

information definition. Generally speaking, to select 

a particular target piece of information we have two options: 

random access or browsing. Random access requires that the 

target entity must have been assigned a globally unique 

address and the clients must know it in advance. We call 

them well-known addresses. The browsing approach means 

that the clients walk down available paths that build up the 

structure of information. For example hypertext document 

containing URL’s locating recursively hypertext documents 
and other resources. 

It seems that, in spite of the access method, we have to 

assign an address to all of the accessible items in the 

representation of the information structure. Therefore we call 

the collection of these items the Address Space [4], [5], [12]. 

This atomic addressable item is called a node. Each node is 

a collection of predefined set of attributes that have values 

accessible locally in context of the node. To represent 

information about the internal structure, nodes are 

interconnected by references. 

Accessing information by clients is the first aspect of 

controlling the data stream between the clients and the 

underlying process environment of the server. Another one is 

creating and maintaining the Address Space in real-time. 

To create the Address Space, we need to instantiate nodes 

and interconnect them by references. Instantiating nodes 

operation requires assigning appropriate values to attributes 

and adding references. To make information internally 

consistent as a large whole, we need rules governing the 

creation and modification processes. The Information Model 

implies these rules using the following two concepts: 

 NodeClass – as a formal description of the node 

defining the allowed attributes and references; 

 Type – as a formal description of the node defining the 

allowed attributes and references values. 

For the client to understand the Information Model, it 

must be predefined or exposed.  

Available NodeClasses are predefined, i.e. the 

specification provides a strictly defined non-extensible set of 

NodeClasses. Each one is assigned a dedicated function, e.g. 

Variable NodeClass defines nodes that provide a value, and 

Method NodeClass represents a function. 

Like the NodeClass concept, the specification provides a 

set of predefined types, which is extensible. According to the 

above rule, all not predefined types must be exposed in the 

Address Space. To expose predefined and proprietary type 

definitions in the Address Space, there are dedicated 

NodeClasses, namely ObjectType, VariableType and 

ReferenceType. For example, nodes of the VariableType 

NodeClass provide clients with definitions of types derived 

from the BaseVariableType that is a base type for all 

variables. The main role of the types represented by the 

above NodeClasses is to provide a description of the 

Address Space structure and to allow clients to use this 

knowledge to navigate to desired information resources 

(represented by the Variable nodes) and services 

(represented by the Method nodes) in the Address Space 

exposed by the OPC UA server. 

DataType NodeClass is also dedicated to describe types. 

In this case, the represented types have a special mission, 

because they describe underlying process data that client has 

access to using a connection to the OPC UA server. For 

example, a node of the DataType can provide information to 

clients that the data has a numeric value and the clients 

reading it can use this knowledge to interpret and process the 

obtained value. 

Types are called metadata since they describe the data 

structure (context) not the actual data values.  

Even though the OPC UA specification contains a rich set 

of predefined types, the type concept allows designers to 

freely define types according to the application needs. New 

types are derived from the existing ones. The derived types 

inherit all features of the base types but can include 

modifications to make the new types more appropriate for 

information that is to be represented. 

The Address Space concept based on types can be 

a foundation for exposing any information that is required. 

Clients understand the Address Space concept and have 

a browse service to navigate through the Address Space. 

Since browsing is based on the incremental and relative 

passage among nodes it is apparent that each path must have 

a defined entry point, so the question as to “where to start" 
must be addressed. To meet this requirement, the Address 

Space must have a predefined template containing well 

defined nodes that can be used as anchors from which 

a client can start browsing the Address Space content.  Thus 

to design an Address Space and define new types, they must 

be derived from the existing ones. At the very beginning the 

only existing types are the standard ones defined by the 

specification. The available standard types are briefly 

described in the Section III.B. 

B. Standard Information Model 

The primary objective of the OPC UA Address Space is to 

provide a standard way for servers to represent objects to the 

clients.  The Object NodeClass is used to define objects.  

Each object in the Address Space has an assigned 

ObjectType. The specification has provided a 

MARIUSZ POSTOL: OBJECT ORIENTED INTERNET 1073



 

 

 

BaseObjectType from which all other ObjectTypes shall 

either directly or indirectly inherit.  

Variable NodeClass is dedicated to provide a value to the 

clients. To define a Variable two types must be provided: 

• VariableType:  describes the type of a variable.  Each 

Variable node has the HasTypeDefinition reference to its 

type definition. 

• DataType: describes the type of the value of the 

variable. It is assigned to the DataType attribute. 

The type of data provided by the Variable Value attribute 

is defined by the associated DataType. DataType is pointed 

out by the DataType attribute of the Variable and 

VariableType nodes. In many cases, the value of the 

DataType attribute will be well-known to clients and servers. 

Well-known data types allow clients to use random 

addressing and interpret values without having to read the 

type description from the server.  

To some standard data types – called built-in types - 

special rules apply. Built-in data types are a fixed set that 

should be known to all OPC UA products. Examples of 

built-in data types are Int32 and Double. Most of the built-in 

data types are similar to those in programming languages.  

Process data could be complex. Structure is an abstract 

data type defined as the base for all structured types. All 

complex data, if not defined in the specification explicitly as 

primitive, are created by defining of new types derived from 

the Structure. 

Reference types are used to create interconnections 

between nodes. They are not instantiated, i.e. a NodeClass 

representing a reference is not defined. Instead of 

instantiating the references, they are added to a collection 

associated with each node. NodeClass of the node and its 

type decide what references are allowed to be added to this 

collection. 

The base of all references is an abstract References type. 

There is no semantics associated with it. There are two 

disjoint sets of standard references: 

• HierarchicalReferences 

• NonHierarchicalReferences 

This distinction reflects two fundamental relationship 

categories that can be generally distinguished: the 

association and the dependency. Associations are used to 

build information architecture – nodes hierarchy - that can be 

discovered by the clients using the browsing mechanism. An 

example of the association is the “parent/child” relationship. 

In this case it can be said that the target belongs to the 

source. A dependency of a source element (called the client) 

on a target element (called the supplier) indicates that the 

source element uses or depends on the target element. An 

example of dependency is the variable and the variable type 

relationship. In this case the target describes the source. 

C. Extending OPC UA Information Model 

The standard OPC UA Information Model is expandable. 

For example, in 2008 the OPC Foundation announced 

support for Analyzer Devices Integration into the OPC 

Unified Architecture and created a working group composed 

of end users and vendors with its main goal to develop a 

common method for data exchange and an analyzer data 

model for process and laboratory analyzers. In 2009 the OPC 

Unified Architecture Companion Specification for Analyzer 

Devices was released [17]. To prove the concept a reference 

implementation has been developed containing ADI 

compliant server and simple client using the Software 

Development Kid released by the OPC Foundation [17].  

It is an example of how OPC UA standard Information 

Model can be expanded by a selected domain application. 

Standardized expandability of the metadata used to provide 

a context of underling process data is key requirements of 

the presented Object Oriented Internet concept. 

In this example, the model described in the specification is 

intended to provide a unified view of analyzers irrespective 

of the underlying device. This Information Model is also 

referred to as the ADI Information Model. As it was 

mentioned, analyzers can be further refined into various 

groups, but the specification defines an Information Model 

that can be applied to all the groups of analyzers. 

The ADI Information Model is located above the DI 

Information Model [18] [19]. It means that the ADI model 

refers to definitions provided by the DI model, but the 

reverse is not true. To expand the ADI Information Model, 

the additional layers shall be provided. 

IV. INFORMATION MODEL DEPLOYMENT 

The OPC UA is a standard that allows clients to get access 

to the server underling processes. To meet this objective, 

each server instantiates and maintains an Address Space that 

is a collection of data to be exposed to clients. The OPC UA 

Address Space consists of nodes and references. The main 

role of the nodes is to expose the underlying processes state 

and behavior as a selectable, well-defined piece of 

information.  

To create the Address Space the OPC UA servers must 

instantiate all nodes and interconnect them by means of 

references.  

As it was stated previously, typical implementation 

architecture consists of OPC UA Clients, which are 

connected to an OPC UA server (Fig. 1). To get access to 

underlying Processes data a generic client does not need to 

have any awareness of the Information Model used to create 

the Address Space exposed by the sever in advance. 

However, in the production environment, the Information 

Model (types) knowledge may be useful to offer additional 

functions, like dedicated data processing, customized control 

panels or predefined structure of the database tables. Types 

knowledge also simplifies configuration of the clients, 

because all of the items composing the complex process 

information can be accessed simultaneously – they can have 

one single address – identifier.  
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To implement the Address Space two questions must be 

addressed [20]: 

 How to couple the nodes bi-directionally with the 

underling process data sources? 

 How to create and maintain it? 

Using the instantiated nodes by means of a well-defined 

set of services [8] (OPC UA interface), clients get access to 

data representing a selected part of the underlying processes 

environment. Nodes are divided into classes. The Variable 

class is used to represent the values – has the Value attribute. 

To be used as the process state representation, the value of 

the Value attribute must be bound with a real data source, 

e.g. an analog signal or a database item. The Method class 

represents a function that can be called by the clients 

connected to the server. In this case the real-time process 

bindings are responsible for conveying the parameter values, 

invoking the represented series of operations and returning 

the execution result. In Fig. 1 both classes are the main 

building blocks of the architecture that allow the server to 

couple the exposed Address Space with the current state and 

behavior of the underlying Processes. 

 

Fig. 2 Process Observer archetype diagram 

The technique of binding the nodes with process data is 

vendor specific, but it must be transparent to the Clients. 

Nodes management functionality on the Client part is 

standardized by the OPC UA Service Model [8] (OPC UA 

interface - as a set of services depicted in Fig. 2). Access to 

the values representing the current process state is provided 

by the Read/Write functions. The client can also be informed 

about changes of the process state using "data change" 

notifications. Invoke and event notification functionalities 

allow clients to use the Methods. 

In Fig. 2 the proposed internal diagram of the OPC UA 

Server package is shown. To implement the functionality 

presented above, three coupled function classes shall be 

distinguished: 

 Services 

 Nodes Management 

 Data Access 

The diagram in Figure 2 shows the associations between 

the above function classes. In this architecture the Data 

Access is responsible for transferring process data up and 

down. The Nodes Management function class couples the 

Processes data with appropriate nodes instances representing 

underling process metadata and provides a homogenous 

picture to Services that finally exposes it to all connected 

clients. 

Real-time process data can be obtained from any 

underling process, i.e. file system, database, device or even 

large scale highly distributed automation system. For 

embedded applications it may directly use internal controller 

registers of the device. The Data Access function class is 

able to obtain data using the random access or underlying 

communication infrastructure and vendor-specific protocols. 

To create the Address Space - i.e. to instantiate all nodes 

and interconnect them by means of references - the Nodes 

Management function class uses a predesigned static 

Information Context  (dependent on the Information Model – 

not shown in  Fig. 2) providing a detailed description of all 

the nodes, including their attributes and references. Static 

means that the model is predefined for the selected 

environment, but it does not mean that the exposed Address 

Space is static. In this approach, nodes can be instantiated 

and linked dynamically, however this operations must 

conform to the model definition.  Dynamic behavior of the 

Address Space can be controlled by the connected clients 

using services or by the current state of the process. 

Before nodes making up the Address Space can be 

instantiated by the server, this Address Space must be 

designed first. Model designing is a process aimed at 

designing Information Model as a set of nodes and their 

associations and, next, creating the Information Context as 

its representation in a format appropriate for the 

implementation of the Nodes Management function class. 

Depending on the OPC UA server implementation, the 

Information Model representation and support for the 

modeling process varies. The main challenge that must be 

faced up is how to prepare Information Context seamlessly 

without programming. The designing process can be 

supported by the Address Space Model Designer tool [19], 

[21], [22]  that is intended to help architects, engineers and 

developers accomplish Information Context preparation. 

Using the tool it could be similar to preparation of 

a hypertext document. 

The tool developed by a team leaded by the author is very 

useful to make the publication of the process data in the 

context of metadata straightforward and without 

programming, but it is only proof of the solution concept. To 

promote the Object Oriented Internet concept in a wider 

scope more research is required with the goal to define 

a formal, widely accepted representation of Information 

Model, semantic validation methods, generation of the 

Address Space and custom complex data serialization to 

leverage the deliverables to the designers, developers, end 

user, etc. and to integrate them into other applications. It is 

proposed to carry on this research work as a common effort 
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using an open source project [23] as the research workspace, 

which offers basic work framework and very convenient 

project management utilities available on the well-known 

GitHub platform. In other words, applications 

interoperability is yet granted by the OPC UA standard, the 

next step is to work out unification of the 

designing/deploying methods and supporting tools to make 

people cooperation possible and finally the Object Oriented 

Internet a real option. 

V. ACCESSING INFORMATION RESOURCES  

A. Architecture 

According to the definition the Internet is expected to 

provide access to information resources and services 

hereinafter referred to as data sources. For the architecture 

proposed in Fig. 2 the Data Access functional class is 

responsible for fulfilling this job. Because the underling 

information resources and services are to be exposed in the 

context of the Address Space the functional class Nodes 

Management is responsible for binding the underlining data 

sources with appropriate variable and method nodes 

embedded in the Address Space. These variables and 

methods are accessible by the remote clients using the 

standard OPC UA interface provided by the Services 

functional class 

In the proposed approach there are no limits regarding 

possible data sources that can be coupled by the Data Access 

with Nodes Management. Generally, three classes of data 

sources can be distinguished: 

 Data representing the current state and behavior of the 

underling real-time industrial processes; 

 Archival data representing the behavior of the underling 

processes in time; 

 Current processed data obtained from business 

supporting applications and other connectivity 

standards. 

A typical example of the real-time physical processes is 

the industrial automation process control system. The 

process control contains digital plant floor devices 

responsible for measurements, controlling and condition 

monitoring of the real-time process locally. Usually, the 

predominant function in this case is accomplished using PLC 

(Programmable Logic Controller) or DCS (Distributed 

Control System) class products. In a distributed process, one 

can distinguish autonomous islands of automation, whose 

cooperation has to be harmonized by a supervisory system 

that is responsible for controlling the process as a larger 

whole. 

To get access to the plant floor devices and couple them to 

the Nodes Management functional class underlying 

proprietary communication links must be instantiated.  

Although from the design point of view this communication 

can be considered transparent, its availability and reliability 

is crucial for the final result. Assuming transparency, it 

simplifies the problem to a great extent, provided that the 

assumption is valid. 

To instantiate a link we need a medium. To transfer data 

over the medium, we have to use selected protocols 

controlling access to the medium and responsible for robust 

data transfer. Additionally, the protocol and medium often 

limit the bandwidth and medium access. Any of these 

requirements can cause that the above assumption and, in 

consequence, this approach becomes unreal. Therefore, we 

need to look for a compromise between an unacceptable 

complexity and unreal assumption. 

To make the plant floor device interoperable with the 

Data Access functional class, both have to use the same 

vendor-specific or standard-compliant protocol. Relying on 

vendor-specific solutions limits future solution 

expandability. Generally, it is, therefore, not recommended 

and vendors usually offer a standard protocol for plant floor 

devices. Unfortunately, there are hundreds of “open 
standards” defined in the automation marketplace. 

For the highly distributed process control systems (like 

smart grid, smart heat distribution networks, etc.) assuming 

that the whole system uses one common communication 

medium is not feasible [24].  

Lack of common medium coverage of the whole area that 

the controlled process is dispersed over requires engaging 

simultaneously many communication infrastructures, and 

dealing with a multidimensional communication network. 

The main advantage of using many infrastructures is the 

possibility of improving robustness of the system by 

providing communication redundancy [24] in overlapping 

areas provided that it is possible to utilize them alternatively. 

To transfer the data, we need a medium, but to use the 

medium, we need to engage an infrastructure: a technology 

(Internet, GSM, satellite, ISDN, etc.) governed by technical 

standards and an organization governed by regulations, 

procedures, practice, etc. A platform optimal today may be 

useless for future because technology is progressing rapidly 

and economical standing of organizations may fluctuate. 

To address all issues described above the Data Access 

functional class has to be expanded to employ appropriate 

communication functionality. It is proposed to implement 

Process Observer architecture presented in next section as an 

extension to manage the underling communication 

infrastructure and transfer process data in real-time in a 

systematic manner. 

The next example of the underlying data source is a 

repository containing manufacturing process information, 

like data base or even a data warehouse. Data warehouses 

are designed to facilitate reporting and analysis. This kind of 

application focuses on data retrieving and analysis, to 

extract, transform and load data. 

To interconnect with an archival processes data repository 

the Data Warehouse extension of the Data Access functional 

class has been added to the proposed architecture in Fig. 2.  
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Data without context has no meaning, hence metadata is 

critical to a data strategy. Designing a data binding 

mechanism both data and metadata must be considered. The 

Data Warehouse extension is responsible for providing an 

appropriate translation (according to the OPC UA 

Information Model) between metadata of the underling 

process data and the context of the server Address Space 

where the data is made available to the clients. Simplicity of 

this relationship is crucial to the business, because metadata 

exposed by the OPC UA server and metadata describing the 

underling repository content must be designed on the basis of 

the same semantics rules. In the design process, where the 

metadata originates and how to synchronize it should be 

addressed first. 

Usually, apart from the historical data access mechanism 

OPC UA clients use real-time data access subscribing to 

current data changes. Therefore, the Data Warehouse must 

be smart enough to provide updates by following the 

repository modifications. 

Business Intelligent (BI) applications are a keystone for 

macro optimization at the enterprise level because they 

provide an insight into data, which allows analysts and 

executives to easily uncover patterns and abnormalities in 

the business [26]. In the late 90s organizations also 

implemented enterprise resource planning (ERP) and 

customer relationship management (CRM) software that can 

be candidates for the next data source. There are many other 

business level applications (BLA) processing information 

and providing results that can be published by the OPC UA 

server in the Internet using the Object Oriented approach. 

Usually a data warehouse (DW) is a central part of today's 

BLA and real-time process control deployment and hence 

the archival data may be available also indirectly via the 

Business Management or Process Observer data bindings. 

The cornerstone of a successful BI application is its 

capability to provide business users fast and easy access to 

data for analysis. Online analytical processing (OLAP) tools 

are a foundation of BI application. In the discussed 

architecture, another option is to distribute BI application 

over the Internet and couple the OPC server exposing OLAP 

functionality to the remote applications. 

The implementation of the above described functional 

classes requires a dedicated link used to manage data 

transfer. Data transfer for the most popular database 

management systems are governed using Structured Query 

Language [27]. It is a language rather than connectivity, but 

can be used together with widely used vendor services to 

standardize the data access and simplify the Data Warehouse 

implementation. 

To make the enterprise more and more beneficial, the 

applications supporting automation and business processes 

have to be integrated. From integration, we should expect 

additional performance improvement as a result of synergy 

and real-time macro optimization effects. Enterprise Service 

Bus (ESB) [28] is a standard-based concept and hence it is 

well suited for integration projects. The ESB provides a 

highly distributed, event-driven Service Oriented 

Architecture (SOA) that combines Message Oriented 

Middleware (MOM), web services, XML data 

transformation and intelligent routing based on content. 

Using ESB as a foundation for the applications integration 

allows for implementation of the OPC UA server data 

bindings by interconnecting of the Data Access with this bus. 

In the architecture presented in Figure 2 this role is fulfilled 

by the ESB extension of the Data Access. 

B. Process Observer Architecture 

The Process Observer architecture described in [24], [25] 

is proposed to be used as a consistent sole representation of a 

distributed real-time process (Fig. 3). It is an extension of the 

Data Access class (Fig. 2). 

In the presented architecture the following classes are 

distinguished: 

 Cache is a collection of the latest values of the process 

data.  

 Controller holds the plant-floor device data description.  

 Channel is used to represent independent 

communication threads conducted simultaneously to 

each other. 

 Segment represents a single communication path and is 

responsible for managing communication resources and 

data transfer from a group of devices that is to be 

accessed using the same transport connection. 

 DataProvider is responsible for providing a stream of 

data to the Segment. 

 The Pipe is a collection of Ports, where only one of 

them is active at any time. 

 The Port represents a bidirectional device data 

streaming functionality. 

The description represented by the Controller is used to 

schedule in time all read operations to update the data in the 

Cache. 

Usually, lower layer communication requires 

multidimensional networks. The Channel class allows 

creation as many simultaneous communication paths as it is 

necessary. To assure mutually exclusive access to common 

resources, the Channel activates only one Segment at any 

time. 

To provide a consistent process data from 

multidimensional network environment and using custom 

protocols the proposed solution enables to create many 

DataProviders instances by a Channel and use them by 

a data transfer algorithm realized by the Segment. Each 

Segment can use only one DataProvider, but one 

DataProvider can be used by many Segments associated 

with the same channel. 

To provide polymorphism for the environment specific 

needs, the DataProvider is located outside the main software 

package and inherits an interface ensuring flexible 

management of the communication medium and transfer of 

the process data. This solution makes it possible to keep the 
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core software unchanged and adapt a Software Development 

Kit to the specific needs. In this scenario, the late binding 

approach is supported. Late binding is useful if it is required 

to replace a part of software package without recompiling of 

the code base. In this case, a variety of protocols might be 

supported with a separate module for each protocol 

specification. A declarative configuration can be used to tell 

the application to use a specific module at runtime. Another 

scenario where late binding can be useful is to enable users 

of the system to provide their own customization through a 

plug-in. Again, the system can be instructed to use a specific 

customization by using a configuration setting. 

 

Fig. 3 Process Observer Architecture 

In a real environment, apart from accessing underlying 

process data, monitoring and management of the recourses 

and communication infrastructure are often of the same 

importance. Monitor class (Fig. 4) represent this 

functionality. To commence factory tests or provide a state 

observer a simulation environment is required. Simulator 

class is responsible to provide the simulated data and can be 

used in place of the Protocol class for testing purpose. This 

concept makes it possible to publish all of the mentioned 

types of information in the same way using the defined 

interface and late binding approach. 

 

Fig. 4 DataProvider functions 

In the proposed model (Fig. 3), the Pipe concept is used to 

assure redundancy. After detecting a failure of the active 

path, another Port belonging to the same pipe is activated 

immediately. Segment uses only active Ports and, therefore, 

the data is transferred over the network once only. The Pipe 

checks availability of non-active paths periodically. Using 

paths redundancy additional spare plant-floor devices can be 

used seamlessly as the next level of redundancy. 

The main job of the communication software is to make 

`best effort' to keep the process data fresh and allow clients 

to access the data randomly. From the communication point 

of view, two independent communication environments can 

be distinguished (Fig. 1): 

 Processes connecting plant-floor devices to an 

intermediate component (server); 

 OPC UA Interface connecting the intermediate 

component (server) to OPC UA Clients. 

Because both are used to transfer the process data, it is 

vital how these data transfer processes are related to one 

another. To finally design an appropriate sampling 

scheduling mechanism on the process side, we need to take 

into consideration: 

 Needs of the OPC UA Clients. 

 Current real-time process state; 

 Current communication path load and its throughput; 

All of them can change in time and, therefore, it is 

proposed to implement the following two unique closely 

coupled costs saving algorithms providing process data just 

in time and preserving communication bottlenecks: 

 Adaptive Sampling Algorithm (ASA): responsible for 

adjusting the plant-floor devices sampling rate 

according to the current process state. 

 Optimal Transfer Algorithm (OTA): responsible for 

minimizing the difference between requirements of 

client individual process data update rate and current 

sampling rate of a process control devices;  

To minimize the data transfer costs, the sampling rate is 

adapted to the current process needs.  

The Process Observer architecture is widely used as 

a communication engine in highly distributed systems. The 

supervisory control of a metropolitan heating system located 

in the city of Lodz – Poland [24],[25] is an example. The 

heat distribution network of Lodz (750k citizens) is supplied 

from heat and power plants with total thermal output of 

2.5GW. It consists of: 

 3 heat and power plants,  

 2 backbone pumping stations,  

 Hundreds of backbone heat chambers  

 Thousands of local distribution points.  

Their optimal utilization requires a control system to allow 

working on common supplying areas. As the system is 

distributed geographically (about 800km of pipes), safe 

communication between nodes (automation islands) is very 

important. An implementation [25] of Process Observer 
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Architecture proves the concept in highly distributed 

application. 

The architecture presented in this section has been already 

integrated with the OPC UA services, but further research is 

required to integrate it with Information Model designing 

methodology consistently. The main challenge is how to 

support custom complex data. The complex data must: 

 be factored using components gathered from the 

underling process,   

 follow the DataType declarations in the Information 

Model, 

 be transparently serialized over the wire. 

VI. CONCLUSION 

Nowadays, in such a fiercely competitive environment, 

modern manufacturing and transportation automation 

systems have to be involved. Such systems usually consist of 

numerous different ICT systems located at business and 

process management levels. They are frequently dispersed 

geographically in multi-division organizations. 

The Internet is a globally available communication 

infrastructure that makes it the first and practically the only 

candidate to be used as a platform to build a universal 

solution for the above objectives and even to integrate 

systems belonging to cooperating organization groups to 

benefit from the synergy effect and global optimization.  

The freely expandable Object Oriented archetype and its 

practical implementation presented in the article prove that 

the above goal can be achieved and the final solution offers 

the following features: 

  It provides application to application robust 

interoperability over the Internet; 

 On the server side, it makes it possible to freely publish 

and update information and services in a contextual 

(semantics aware) environment; 

 On the client side, it makes it possible to get a 

description, discover and finally get access to the 

requested information and services; 

 Information resources and services exposed by the 

server that represent the state and behavior of the 

underlying processes allow clients to manage and 

control them over the Internet/Intranet; 

 Client and server software can be offered by 

independent vendors as generic off-the-shelf products; 

 The products can be tested for interoperability 

independently of each other. 

To accomplish this it is proposed to distribute publisher 

(server) main tasks to three functional classes: 

 A predefined fixed set of services based on the SOA 

concept conforming to the OPC Unified Architecture 

specification;  

 Information context management using the object 

oriented programming paradigm; 

 A pluggable proprietary data binding mechanism.  

Development of generic communication software that can 

be interoperable requires specification compliance testing.  It 

is proposed that OPC Unified Architecture, a new emerging 

industrial standard that fulfils requirements derived from this 

architecture should be used because it provides a definition 

of an appropriate: set of services and Information Model 

concept dedicated to formally describe the Address Space – 

context for the exposed information resources and services. 

It has wide industrial support and a well defined compliance 

test procedure governed by the OPC Foundation.  

Available reference applications and commercial products 

pointed out in the article prove that the data binding concept 

can be successfully implemented as dedicated application-

dependent pluggable components. The components must be 

able to couple the proprietary underling data access 

mechanism with the server mechanism managing the context 

where the data is embedded and made available to connected 

clients.  

The approach to represent the underlying data processing 

environment as presented in the paper can be used for 

countless applications, from exposing the representation of 

measurement devices to building multi-enterprise 

management and remote process control systems. Smart 

networks, i.e. smart grid, smart district heat distribution 

networks, utility distribution, oil distribution, railways, etc. 

are an example of applications like that. 

It is worth nothing that to promote the Object Oriented 

Internet concept in a wider scope more research is required 

with the goal to define a formal, widely accepted 

representation of Information Model, semantic validation 

methods, generation of the Address Space and custom 

complex data serialization to leverage the deliverables to the 

designers, developers, end user, etc. and to integrate them 

into other applications. In other words, applications 

interoperability is yet granted by the OPC UA standard, the 

next step is to work out unification of the 

designing/deploying methods and supporting tools to make 

people cooperation in this respect possible and finally the 

Object Oriented Interned a real option. 

It is proposed to carry on this research work as 

a community effort using the open source project [23] as 

the research workspace on the well-known GitHub platform. 
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Abstract—In this paper, we describe the RobinHeart surgery
robot development related project in which entire robot opera-
tion is supposedly done remotely, using wide area network con-
nection. In such environment, any vision and telemanipulation
data packets are subject to delay, limitations, issues and failures,
as any network connections do. It has become necessary to cre-
ate an internetwork emulation for the purposes of robot-related
trials. The INSeRT platform has been developed to fulfill that
role.  INSeRT platform design is  presented and discussed and
first results of validation with real-life example are shown. Net-
work channel manipulation techniques can be implemented at
data-link OSI layer level, or it may be induced at network layer
level – this approach relies on network layer packet manipula-
tion  and poses  a promising  start,  as  well  as  raises  questions
about whether implementing different distributions for delay or
reordering is going to have significant impact on channel emula-
tion and traffic parameters.

Index  Terms—Network performance,  simulation,  emulator,
WAN, internetwork, telemanipulation, remote operation

I. INTRODUCTION

HE research and development presented in this paper is

driven by the development of a surgical robot for long

distance operation. The family of Robin Heart [1] tele-ma-

nipulators was founded in the Foundation for Development

of  Cardiac  Surgery  of  Prof.  Zbigniew  Religa  (FRK)  in

Zabrze,  in  collaboration with specialists from several  aca-

demic centres (Lodz, Gliwice and Warsaw Technical Univer-

sities). According to project preliminary assumptions, the ro-

bot would have a segment-like structure allowing different

configurations set up for various types of soft-tissue surgery.

In particular, it should have an independent arm of the endo-

scopic  video  track  with a  wide  range  of  application.  The

project has evolved together with the increase of experience

gathered by the construction team.

T

In the first phase of the Polish Robin Heart Project, three

robot  models:  Robin Heart  0,  1  & Robin Heart  2  (Fig.1)

were created [2], differing from one another by the concept

of control  system and mounting. Between 2007 and 2008,

the  Robin  Heart  Vision,  a  robot  for  tracking video  endo-

scopic channel,  was constructed and tested.  In  2010,  after

only one year of work, a new model, the Robin Heart mc2

appeared in the laboratory and in the Animal Experimental

Medicine Centre for in vitro and in vivo tests. The robot ful-

fils the role of three operators: the first & second surgeon as

well as the assistant holding the vision channel. In the same

year,  after  completing a 2-year  project,  novel  mechatronic

tools, the Robin Heart Uni System were created. These inno-

vative tools allowed to put into practice the idea of using the

same surgery tools both on the robotic arm, tele-controlled

by the operator, and in given cases in the other way: similar

to  traditional  laparoscopic  tools  -  manually but  driven  by

means of a special handle with micro-motors mechanisms.

At the same time, effective systems of Man-Machine inter-

face  including  ergonomic  Surgeon  (Master)  environment

with  comfortable  operating  position  of  the  Surgeon,  high

quality vision system and intuitive contact with Master tool

of tele-manipulator (including force feedback, which is  still

optional, in research phase) are being developed [3].

In this paper, we describe the part of the project in which

entire  robot  operation  is  supposedly done  remotely,  using

wide area network connection. In such environment, any vi-

sion and telemanipulation data packets are subject to delay,

limitations, issues and failures, as any network connections

do. It has become necessary to create an emulation of inter-

network for the purposes of robot-related trials. The INSeRT

platform has been developed to fulfill that role.

This  paper  is  organized  as  follows:  the  questions  and

problems  with  remote  long  distance  operations  in  Robin-

Heart are presented, then the short review on network chan-

nel  simulation state-of  the-art  and  related  issues  are  men-

tioned. INSeRT platform design is presented and discussed

and  first  results  of  validation  with  real-life  example  are

shown. Conclusions are drawn and the most important fields

of further study are pointed out and summary is described at

the end.

II. TELEMANIPULATION CONTROL SYSTEM FOR LONG DISTANCE

OPERATION BY MEANS OF ROBIN HEART FAMILY OF SURGERY

ROBOTIC MANIPULATORS

Telemanipulator invented for less, minimally invasive 
cardiac surgery is a computer-controlled device, located 
between surgeon’s hands and the tip of a surgical instrument 
or endoscopic vision channel. Basic requirements for this 
device are stable operative field of view, direct surgeon 
control and high level of precision. Main advantages, 
motivating the introduction of tele-manipulators  to minimal 
invasive surgery field are also:

• Scaling of movement between Master console 

and Slave arm

• Filtering and tremor removing
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• Comfort of surgeon work improvement with 

high quality HD (stereoscopic) imaging from 
operation field with zooming and filtering

General  structure of Master-Slave (Operator-Robot arm)

teleoperation system with video and manipulation data chan-

nel is presented on Fig. 2. Optional force-feedback track is

presented,  that is used to transfer tool-tissue interaction to

Surgeon/Operator.

In this type of robotic arm navigation the slave manipula-

tor mimics movements of master controller, driven by Sur-

geon/Operator (Fig. 3). A brushless DC motors working in

connection with the robust  local  CAN bus with dedicated

low level controllers were used as a driven units for every

arm with four degree of freedom. Control system exchange

data between master and slave part of control system, which

process and transfer data by means of  network shared vari-

ables. Both video transmission as well as manipulation trans-

mission  channels  performances  are  closely related  to  out-

come performance of an operator. In case of setting up any

of these channels (and practically that would mean both of

them) using internetwork, the network channel performance

characteristic becomes critical to the system.

III. SELECTED ISSUES OF THE NETWORK CHANNEL EMULATION

The need for analysis and simulation of network traffic is

constantly increasing. A large number of studies in this field

derives  from the  need  to  improve  the  quality  of  services

(QoS), complete the  service level agreement (SLA) or en-

sure proper network security level. As a first example, au-

thors in [4] discuss the characteristics of actual Internet traf-

fic in the context of flows and investigates the cause for the

high fluctuation in the number of flows. They defined and

analyze measurement metrics (such as link utilization, packet

arrival rate, and the number of flows) and also test it by the

use  of  university  network  with  over  6000  end  hosts  and

servers.

It  is  worth mentioning that  types and patterns  of  actual

network traffic flows changed dramatically.  As the authors

show in [5] the proportion of traditional traffic (determined

by well-known port based flows) is decreasing for p2p (peer-

to-peer) traffic or other media as streaming or network gam-

ing therefore a better method is to classify the traffic accord-

ing to application layer programs. The authors indicates that

it has become difficult to detect newly developed Internet ap-

plications which use random port numbers rather than static

and registered ports.

Fig 1.  Progress in RobinHeart project development. - The Robin Heart
family robots.: Robin Heart 0 (A), Robin Heart 1(B), Robin Heart Vi-

sion (C), Robin Heart Junior (D), Robin Heart mc2(E)

Fig 2.  General structure of Operator-Robotic_Arm bidirectional data
transfer: video and manipulation channel

Fig 3.  Bilateral, Master-Slave control system structure of Robin Heart
Robot

1082 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



Many aspects of traffic characterization and the dynamics

and patterns of network usage was discussed by the authors

in [6].  Authors  proposed  characterization of  the traffic  by

linking the flow measurement architecture with the estima-

tion algorithm. Developed framework was used to estimate

the distribution and sample space of the underlying traffic by

the use of nonparametric Parzen window (which is an infor-

mation theory technique,  possible  to  use for  classification

with  various types of data sets [7]). Köandgel in [8] shows

how important  is  characteristic  of  networks by the use of

one-way delay measured, or taken, between any two points

in the network. At his work author highlights that precision

of one-way delay calculation for flow data depends on the

capturing devices, especially on theirs timestamp resolution.

Also, [9] presents distributions of flow length, packet size,

throughput, for the popular and bandwidth consuming appli-

cations as stochastic phenomenon. Flow duration, flow bytes,

packet size for popular network applications in the probabil-

ity density function was presented for the flows collected at

several locations on a corporate Intranet.

The classification of network traffic may be performed us-

ing machine learning approaches [10]. Network traffic classi-

fication  can  be  used  for  network  management  (automated

problems  detection)  or  automated  intrusion  detection  sys-

tems. The authors compare the research in this area. Very in-

teresting subject is the collation of features, used by various

researchers, to describe the Internet traffic dataset.

IV. SYSTEM DESIGN AND TECHNICAL IMPLEMENTATION

Taking into account presented works, the most important

distinguished features included:

• the necessity of control over the basic parameters of 
the network connection, in compliance with [11] and 
just like previously discussed in [12] and [13]: delay 
(latency), data transmission rate (throughput), lost 
packets ratio (packet loss) and delay variation (jitter) 
- this requirements form and review phases were 
conducted with methods described by one of authors 
in [14];

• as the requirements elicitation process has proven, 
specific system functionality has been necessary, 
which are pre-defined sets of network parameters and
their variability trends over time (more on this 
subject below);

• the system should be able to gather information about 
the network parameters induced into channel in 
specific moment in time – the availability of such 
data will help to identify the correlation between the 
parameters of telemanipulation channel and assumed 
measure factors of remote controller operation. 

Due to specific project stakeholders demands, the 
requirement of solution simplicity and capability of 
operation on available common hardware and software 
infrastructure has also been considered a ‘must-have’ (entire 
system had to be mobile and easily transferred, as well as we
want to maintain the positive effect on system integration 
with other components). 

The research and business enquiries allowed to distinguish

two groups of solutions. Network channel manipulation tech-

niques can be implemented at data-link OSI layer level,  or it

may be induced at network layer level, with most important

examples of:

• Linux operating system kernel providing couple of 
built-in and patched capabilities, such as tc and 
netem package, Iptables statistics and/or random 
module, Iproute2 packet capabilities exploiting mark 
in iptables software;

• FreeBSD operating system’s packet dummynet, 
providing similar capabilities;

Both  concepts  –  bridge  (Layer  2)  or  router  (Layer  3)

based,  provide  desired  functionality  in  different  manners,

which will be the subject  of another authors’ study. Taken

into account the requirement of easy implementation in virtu-

alized environment and the API functionality, the layer 3 ap-

proach has been chosen. There are a couple of entire similar

systems as well, such as NIST’s project NISTNet (no longer

maintained),  or  Tata’s  Performance  Engineering  Research

Centre  WANem (The Wide Area Network emulator)  which

was actively taken into consideration, but the decision was

made to create own solution, with API dedicated for Robin

surgical robot environment and capable of data collection for

channel testing purposes.  Due to Linux popularity and for

stability, CentOS OS 6.6 has been recommended for imple-

mentation.

The  logical  network  infrastructure  is  presented  on  Fig-

ure 4. 

Fig 4. . INsERT system topology

Due to the need for the reduce of the interaction of the

transmission line emulator with additional services such as

HTTP graphical configuration module or database for con-

nection parameters collection, they have been implemented

on a separate server. Communication between a web applica-

tion that  offers  GUI functions and module responsible for

traffic  manipulation  takes  place  on  a  separate,  dedicated

channel.  Commands  are  transferred  with  SSH2  protocol,

which allows the use of a wide range of solutions, including

certificates,  so  storing  passwords  in  configuration  files  is

avoided completely. Remote connection using SSH2 library
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enables standards console stream input and thus the introduc-

tion of any previously prepared user commands responses to

an event related to changes in network parameters.

V. VALIDATION OF NETWORK CHANNEL EMULATION WITH INSERT

Two network interfaces are used to manipulate outgoing

traffic, thus enabling asymmetrical network connection emu-

lation (by varying parameters for both directions). Example

of basic manipulation is presented in Table 1.

TABLE 1.
BASIC TESTBED SET EXAMPLE

Parameter Values set Values 
measured 

Latency 100.0ms  104.120ms

Packet loss 10%  9%

Jitter 50ms 46.541ms

Currently, after  test  trials,  three basic sets,  or  link cate-

gories,  were defined,  illustrating typical  internetwork con-

nections that might be used for telemanipulation and/or vi-

sion channels:

• Good quality connection – corresponding to leased 
WAN line;

• Limited quality connection – corresponding to channel 
realized using Internet;

• Problematic connection – corresponding to ‘challenged
links’, for example cellular or even satellite 
connection.

Those three categories were implemented as a presets of

parameters, using simple statistical models of network traf-

fic.  Statistical  characteristics are  based  on traffic  recorded

during experiments with every channel type, but those simple

models do not take into the account the non-standard delay

distribution,  or  correlation  for  packets  delay, jitter  or  loss

(which in turn do not emulate burst losses, for example) yet.

The example of limited quality connection emulation with

real-life case study as a comparison is shown on Fig. 5 (TCP

time/sequence graph) and Fig.6 (throughput). The simplicity

of a model is visible on throughput graph comparison in par-

ticular – there is much more variation in real-life scenario,

however the transmission characteristic is similar.

VI. CONCLUSIONS AND SUMMARY

In  presented  article,  the  design  and  implementation

process of internetwork channel emulation for surgical robot

telemanipulation experiment was presented,  as  well as  the

discussion  on  various  methods,  issues  and  future  possible

work. The system is functional and provides means for emu-

lating real-life scenarios when using internetwork links for

remote operation of equipment using video and telemanipu-

lation channels. System provides functionality for traffic ma-

nipulation, allowing to simulate different kinds of network

links and situations. Open research question, to be pursued in

further work, is whether implementing different distributions

for delay, reordering, and/or packet loss is going to have sig-

nificant impact on channel emulation and traffic parameters.

The INsERT system concept  assumes that  beside traffic

characteristics manipulation, the system is designed for col-

lecting the data on network parameters set when working re-

motely with surgical robot.  The maintenance of ergonomic

conditions of surgeon’s work is essential  to surgical  robot

system and proper assessment of the network channel condi-

tions impact on any activity is crucial to any experiments on

that  matter. The determination of  the minimum acceptable

channel parameters is necessary to anticipate problems with

the telemanipulation track, based on changing network traffic

characteristics.  Thanks to  implemented system, it  becomes

Fig 5.  General structure of Operator-Robotic_Arm bidirectional data transfer: video and manipulation channel
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possible to designate parameters values in an empirical man-

ner with exercises with real surgeons in controlled training

environment. Obtained data will allow for network link vali-

dation  for  surgical  robot  vision  and  telemanipulation  pur-

poses in real-time. Trial  studies with control  group of sur-

geon students were already conducted and will be covered in

extensive manner in the future. Current research connected

with the studies of influence of network parameters values on

telemanipulation performance are tested on new RH Tele ™

arm (Fig. 7).

Fig 7. . RH Tele ™ arm, made from  carbon base, light materials (final
arm and project)
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Abstract—Mobile self-organizing ad hoc networks (MANETs)
can significantly enhance the capability to coordinate the emer-
gency actions as well as monitor contaminated areas, explore
unmanned space, inspect and control working environments.
The management of networks that can dynamically and freely
organize into temporary topologies raises interesting problems,
that are particularly challenging for networks formed by mobile
devices. Due to the inherent complexity of these systems, the
development of applications relying on mobile network nodes
and wireless communication protocols would be greatly simplified
by the use of specific tools for supporting testing and perfor-
mance evaluation. Modeling and simulation are widely used in
the design and development of wireless ad hoc networks. In
this paper we model mobile ad hoc network (MANET) using
discrete event systems methodology (DEVS) and describe the
functionality and performance of the Java-based simulation tool
for the performance evaluation of self-organizing and cooperative
networks for emergency situation awareness. The simulator can
provide a useful support for the verification of the design of a
network system, employed communication protocols, control and
coordination algorithms, allowing the user to display a step-by-
step evolution of the network in a suitable graphical interface.
The practical case studies are provided to illustrate the operation
and performance of the presented software.

I. INTRODUCTION

THE AD hoc networking is a relatively new area of
research that has become extremely popular over the last

decade and is rapidly increasing its advance into different
areas of technology. A mobile, wireless, and ad hoc network
(MANET) is formed of wireless mobile devices (network
nodes) that can dynamically and freely self-organize into
temporary network topologies. The topology of MANET may
change rapidly and unpredictably. Moreover, in many appli-
cation scenarios there is no prearrangement assumption about
specific role a given node should perform. Each device makes
its decision independently, based on the situation in the domain
and its knowledge about the network. Nodes communicate
wirelessly and share the same radio channel. The devices
located within their transmission range can communicate di-
rectly without the need for an established infrastructure and
centralized administration. For communicating with devices
located beyond the transmission range, the node needs to use
intermediate nodes to relay messages hop by hop. Thus, in

general, routes between mobile nodes may include multiple
hops.

Currently research effort is directed toward the specifics and
constraints in ad hoc networks, such as: limited transmission
range, limited link bandwidth and quality of transmission,
constrained resources, mobility nature of the network and
transmission security [1], [2], [6].

To design a self-organizing MANET that can support the
monitoring in emergency situations and/or support coordina-
tion of emergency actions the following problems have to be
solved: (i) how to determine a minimum number of devices to
monitor an area, explore an unmanned space or control work-
ing environment; (ii) how to determine the optimal positions
for all devices and how to manage internode communication
to imply connectivity among the working set of devices and
a base station, and how to coordinate and control all devices;
(iii) how to schedule devices to reach the destination positions,
etc.

Design, development and evaluation of MANET is a non-
trivial task, especially as it is envisioned to be deployed in a
large scale. It is obvious that the complexity and scale of mod-
ern ad hoc networks limit the applicability of purely analytic
analysis. Therefore, investigation of MANETs is achievable by
resorting either to software simulators or to testbed networks.
In most applications the lack of flexibility of testbeds and high
costs of their development make simulation unavoidable.

In this paper, we model a MANET system using discrete
event systems methodology. We describe a flexible inter-
active simulation environment for the development of self-
organizing, cooperative wireless networks formed of static
and mobile devices that can be used to monitor contaminated
area, inspect a harsh environment, create a communication
infrastructure to collect measurements and transmit them to the
base station, and support coordination of emergency actions.

II. WIRELESS NETWORKS SIMULATORS

Due to the complex nature of MANET, its simulation is
a challenging task. It needs models of hardware, wireless
propagation, mobility, energy usage, decision making, etc.
Hence, simulators are inherently complex and they generally
require huge computational resources to execute. In general,
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they rely on various techniques for improving their accuracy,
usability, scalability, speed, etc.

A variety of software environments simulating wireless
networks are available today. Simulators rely on various meth-
ods and technologies for improving their accuracy, usability,
efficiency and scalability. An overview of state of the art ad
hoc network modeling and simulation tools available com-
mercially and from open source is presented in [16], [40] and
[14]. Researchers and engineers can choose among publicly
available products or alternatively, can develop their own sim-
ulator. The commonly used network simulators like Riverbed
Modeler (OPNET) [36], ns2 [20], ns3 [21], OMNeT++ [30]
or GloMoSim [11], and its commercial version QualNet [31]
can simulate ad hoc networks. Moreover, several software
tools for mobile robots simulation, like v-rep [39] can be
used. These tools provide the facility to simulate the protocols
in different layers (MAC protocols, routing protocols, etc.),
and some of them simulate movement of nodes (wireless
devices). There are a number of possible sets of criteria
that could be used for network simulators comparisons, e.g.
time of execution, memory requirements, scalability, available
functionality, programming interface, etc. Different tools are
optimized for different purposes.

Most of available ad hoc networks simulators require costly
shared-memory supercomputers to run even medium size
network simulation. We are involved to large scale mobile
network systems simulation and their practical applications,
and our goal was to develop scalable simulator operating in
real time. Hence, to provide high performance and scalability
we utilized the paradigm of federating disparate simulators [7]
and asynchronous distributed simulation technology [22], [40].
This is the main difference between our software and the other
tools. Moreover, most existing ad hoc networks simulators
focus on the MAC protocols implementation with the lack of
the radio management and mobility modeling. Usually only
simplified wireless transmission models and obstacles free
simple mobility models are provided (ns-2, Castalia project
in OMNeT++, v-rep). The other reason for developing a
new simulator was the complicated architecture of available
tools and limitations in results visualization and user-system
interaction. In case of OPNET, OMNeT++ or ns-2 and ns-3
systems a user must read a large number of manuals to learn
how to use the tool. The source coding is usually specialized
for a given simulator and it is not easy to implement a
given example and add modules developed by the user. Many
network simulators do not support both the user interactions
during the experiments and animation.

The current version of our simulator called MobASim
provides implementations of radio propagation models, mo-
bility models handling obstacles and tools for an environment
(simulation scene) modeling. All these models are described
in the next section. The open design of the architecture of
MobASim, and its extensibility to include other open source
modules or modules developed by the user, which are specific
to a given application, was chosen in the hope that the
system will be a useful platform for research and education

in ad hoc networks. The federated approach to simulation of
networks and provided functionality make different our tool
from mentioned popular software systems for simulation.

III. AD HOC WIRELESS NETWORK MODELING

A. Network Modelling

The aim is to model an ad hoc network formed by N static
and mobile, self-organizing and cooperating wireless devices
D (network nodes) equipped with sensors. All nodes can move
with the speed v ∈ [vmin, vmax] in the workspace W avoiding
the existing obstacles and communicate through radio.

In our research we use the discrete event systems method-
ology (DEVS) to model a mobile network, i.e., the network
operation being modeled is understood to advance through
events. The considered DEVS system is composed of several
components responsible for different functionalities. We dis-
tinguish three types of such components: node – a mobile
or static device that executes the assigned task, mobility
manager that is responsible for tracking the nodes on the
map and collision avoidance and communication manager that
models the wireless communication between all nodes. Hence,
each MANET simulator consists of three groups of logical
processes LPs, responsibly Ns, MMs and CMs. The wireless
communication and mobility models that are implemented in
our simulation software are described below.

B. Mobile Network Node Modelling

A high quality mobility modeling is a critical aspect that
has great influence on the performance characteristics of each
network node and the whole ad hoc system simulation. In
literature we can find several less and more realistic mod-
els, such as a random mobility model with Brownian-like
motion, a random waypoint model (RWP) with randomly
generated target point and velocity, a random direction model
with randomly generated direction of movement. Map-based
mobility models are used for applications in which nodes
are constrained to move within defined paths. The surveys of
mobility models and main directions to mobility modeling of
moving wireless devices one can find in [2], [8], [19], [37].

Widely used approach to mobility modeling, is to apply a
concept of an artificial potential field that can be viewed as a
landscape where the mobile device moves from a high-value
state to a low-value state, [5], [37]. The artificial potential
function V is a differentiable real valued function, which
value can be viewed as energy. The gradient of V results in a
force F , which points in the direction that locally maximally
increases V . The potential function can be constructed as a
sum of repulsive V− and attractive V+ potentials. The obstacle
repels the mobile device while the goal attracts it. The sum
of V− and V+ draws a device to the target while deflecting
it from obstacles. The concept of a potential function is used
in particle-based mobility schemes [37], where network node
considered as a self-driven moving particle is characterized by
a sum of forces, describing its desire to move to the target and
avoiding collisions with other nodes and obstacles.
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Fig. 1: Convoy formed by the team of mobile devices.

In our research we investigate a group mobility model for
calculating of collision-free motion trajectories for N wireless
devices that form a cooperative network. Our computing
scheme adopts two techniques, the concept of an artificial
potential field and the concept of a particle-based mobility.
This model can be used to cooperative and fully connected
networks design. The detailed description of our model is
provided in [24], therefore in this paper we present the
summary.

We model each mobile device Di by a polygon in the
workspace. We define its reference point ci = [xi, yi], which is
the location of its antena and a target location – the destination
point cig = [xi

g, y
i
g]. It is obvious that to maintain a constant

communication with the base station at least one another
device has to be within the transmission range of each Di.
Therefore, the motion trajectory of each Di depends on the
potential U i

g between Di and its target and the potentials U i
k

between Di and other devices Dk, k = 1, . . . , N , k 6= i.
Hence, a simple artificial potential function U i for ith device
can been calculated

U i(ci) = U i
g +

N∑

k=1,k 6=i

U i
k(c

i), (1)

where

U i
g(c

i) = ǫig

(dig
dig

− 1
)2

, dig = ||ci − cig||, (2)

U i
k(c

i) = ǫik

(
d
i

k

dik
− 1

)2

, dik = ||ci − cik||. (3)

ǫig ≥ 0 and ǫik ≥ 0 in (2) and (3) denote weighting factors
determining the importance of the target point g and the
device Dk respectively. dig and dik are real Euclidean distances
between ci and cig and cik after a network transformation, d

i

g

and d
i

k the reference distances calculated due to the current
signal strength measurements.

Taking into account the potential function defined in (1) we
can formulate the optimization problem (4) and calculate the
expected position of the reference point ci of Di after moving

the device:
min
ci

U i(ci). (4)

The Tangent Bug algorithm described in [5] is applied to avoid
obstacles in the workspace while moving the devices.

In summary, the following algorithm is used to motion trace
calculation of ith device at time instants t0, t1, . . . , ti, . . .:

1) Calculate the reference distance d
i

g to the target point
g and the reference distances d

i

k to all neighbour nodes
due to the current maximal radio range and environment
characteristics.

2) Calculate the displacement for the device Di for results
of step 1.

3) Move Di to the new position in W .
4) Rotate Di (if necessary).
5) Calculate and broadcast to the network the new position

of the device Di.
6) Return to step 1.

We assume that each network device can calculate its localiza-
tion in the workspace based on the measurements from GPS or
other localization systems ([15], [17], [29], [38]. The algorithm
terminates when the minimal the potential function (1) reaches
the minimum value, and all the devices don’t change their
positions. The example results of application of our model to
calculate the motion patterns for a group of devices forming
a convoy are presented in Fig. 1

C. Internode Communication and Reference Distance Calcu-
lation

A signal strength measurement using the RSSI (Received
Signal Strength Indicator) are often used to estimate the
reference distances dig and dik in real networks. For purposes
of the simulation we applied the long-distance path loss model
to radio transmission modelling, [35]. It indicates that received
signal power decreases with a distance, both in outdoor and
indoor environments. We assumed that the radio coverage
region of the transceiver of Dith device is a disc centered
at ci. Hence, the signal degradation PL(d) (”path loss”)
with distance d can be defined as follows PL(d)[dB] =
Pt(d)[dBm] − Pr[dBm], where Pt denotes power used by
a sender to transmit the signal and Pr power of the signal
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received by a receiver. In the long-distance path loss model
PL(d) is modeled as a random variable with log-normal
distribution ([2], [9], [32]).

PL(d)[dB] = PL(d0)[dB] + 10nlog

(
d

d0

)
+Xσ, (5)

where d0 denotes a reference distance (d0=1 m for IEEE
802.15.4) and Xσ a zero-mean Gaussian distributed random
variable with standard deviation σ (all in dB).

To enable the communication the signal strength received
by neighboring nodes should exceed a receiver sensitivity Ps.
The Q-function may be used to determine the probability that
the received signal level will exceed Ps. It is defined as follows

Q(z) =
1√
2π

∫ x

z

exp (−x2

2
)dx, Q(z) = 1−Q(−z). (6)

The probability that the received signal level Pr in distance d
will exceed a value Ps can be calculated from the cumulative
density function as

P [Pr(d) > Ps] = Q

(
Ps − Pr(d)

σ

)
. (7)

A tabulation of the Q-function for various values of z is given
by Rapaport in [35]. The received signal exceeds the receiver
sensitivity with probability of 99% for

Ps − Pr(d)

σ
= −2.3, Pr(d) = Pt − PL(d). (8)

From (8) we can calculate PL(d)

PL(d) = −2.3σ − Ps + Pt. (9)

Using (9) and definition of PL, (5) we can estimate the
reference distance d̂ik between i-th and k-th mobile nodes

d̂ik = d010
−2.3σ−Pk

s +Pi
t−PL(d0)

10n , (10)

where P i
t denotes a transmission power of a node i and P k

s

the sensitivity of a node k.
The value of Xσ and n in (10) depend on the workspace

conditions, and can be calculated using linear regression such
that the difference between the measured and estimated path
losses PL is minimized over a wide range of measurement
locations. The values of n estimated for various environments
are provided in [35].

D. Environment Modeling

To create a workspace of a network to be simulated a user
can define simple objects in the domain as polygons. For more
detailed description of a terrain to be considered the MobASim
simulator provides the interface to the GeoTools toolkit. The
GeoTools [10] is the open source Java coded library containing
standard methods for the manipulation of geospatial data, for
example to implement GIS (Geographic Information System).

Wireless devices are widely use to establish sensing systems
for contaminated areas monitoring. To perform simulations
with the MANET system for environmental monitoring it is

necessary to model propagation of a pollution. Very dangerous
for human beings are clouds created by heavy gases – gases
with density greater than that of air. They can move close to the
ground for significant time at high level of gas concentration
[33].

The models of heavy gas dispersion are divided into
categories based on different criteria. Three main groups:
empirical, research and engineering models are distinguished
[18]. Empirical models are developed based on environmental
measurements and laboratory experiments. Research models –
formulated by sets of partial differential equations dependent
on time and three space coordinates – provide complete and
detailed description of the physical process of the heavy gas
dispersion. The trade off are engineering models that are
widely used in practical applications.

The current version of the MobASim system provides the
box model for instantaneous releases to simulate heavy gas
dispersion. It belongs to the group of engineering models.
It is a simple model that assumes that a gas cloud forms a
uniform cylinder. The detailed description is in [23]. Hence,
in this section we present the summary of the box model.
In general, it is formed by a set of three linear ordinary
differential equations:

dcc
dt

= vc, (11)

dr

dt
= vf , (12)

dma

dt
= ρair(πr

2)vt + ρair(2πrh)ve, (13)

where cc = [xc, yc] denotes the position of the centre of a
cloud, vc, vf , ve, vt denote following velocities: transport,
gravitational and entrainment for edge and top of a cloud. r
is the radius of a cloud, h its height and ma is the entrained
mass. ρair denotes the air density.

Equation (11) describes the spreading of the centre of a
cloud, (12) the puff horizontal spreading influencing the cloud
radius. Mass conservation is described by formula (13).

The gravitational velocity vf can be calculated for a given
standard gravity g, the height of a cloud h, a cloud ρc and an
air ρair densities according to following formula:

vf = CF

√
g(ρc − ρair)h

ρair
, (14)

where CF denotes the Froude number of the front. In case of
the dense gas models typically assumed CF = 1.1 [23].

The relationship between the edge entrainment velocity ve
and the gravitational velocity is as follows:

ve = αvf , (15)

where α ∈ [0.6, 0.9] [18].
Finally, the entrainment velocity for a cloud can be calcu-

lated due to the following equation
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vt = u∗


 κ

1 + β g(ρc+ρair)h
ρairu2

∗


 , (16)

where κ = 0, 4 denotes the von Karman constant [18], u∗ is
the friction velocity [13], β denotes the parameter (suggested
value β = 0.125 [3]).

To solve above equations the current cloud density ρc and
its height h have to be determined. They depend on the
concentration c of gas in a cloud. The value of c dynamically
changes due to cloud mixing with an ambient air. It can be
calculated due to the following formula

c =
m0

M
m0

M + Ma

Mair

, (17)

where m0 denotes a mass of contaminant gas, M and Mair

the molar weights of the gas and air respectively.
The relation between the gas concentration and its density

notable influences a cloud dynamics. This relation is affected
by many factors. In our work we assume that mixing of
gas with ambient air is the only source of density change.
We neglect chemical reactions and occurrence of any aerosol
formations in the cloud. Based on these assumptions we can
calculate the density of gas

ρc = ρair


 1 + cM−Mair

Mair

1 + c∆H0

((1−c)Maircair
p +cMcp)Tair


 , (18)

where ∆H0 denotes the enthalpy difference between the
release material at the source and ambient conditions, cp and
cairp are specific heat capacities of gas and air respectively.
Tair is the temperature of an ambient air.

Then, the height of a cloud h can be computed

h =
V

πr2
, V =

m

ρc
, (19)

where V is the volume of a cloud.
The Euler method is used to solve the model (11)–(13). It

should be pointed that the presented model can be employed
to simulate a gas dispersion in a flat area without obstacles.
In general, the model is valid until the occurrence of one of
two conditions [18]:

• the difference between the density of cloud and air is less
than a small assumed value,

• the growth of a cloud radius in single step is small
enough.

IV. MOBILE AD HOC NETWORKS SIMULATION PLATFORM

MobASim (Mobile Ad hoc network Simulation) [25] is a
general purpose software framework for wireless, mobile ad
hoc networks simulation and a library of Java classes that
can be used to build a MANET simulator. Each simulator is
designed as federation of disparate simulators of subnetworks
that compose the considered MANET or a federation of
simulators of independent, geographically dispersed MANETs
or WSNs (wireless sensor networks) that cooperate from time

Fig. 2: The MobASim application.

to time. The components of such simulators can be easily
reused in many computations. MobASim can run on a single
or parallel machine or a computer cluster.

The MobASim system is completely based on Java. At the
heart of the MobASim technology is the ASimJava library de-
veloped by the authors, and described in [26], [28]. MobASim
is composed of four main components presented below.

A. MobASim Modeler

The model of the network considered can be generated using
MobASim GUI or can be loaded from the disc file in the XML
format. The configuration of the system is saved into the disc
file for reuse in other experiments. The following attributes and
parameters have to be provided by the user: number of wire-
less devices that compose a network, wireless transmission
model, MAC protocol, radio communication range, type of the
mobility model, minimal and maximal velocity, destination,
simulation time horizon.

Three libraries are provided to implement a simulator:
wireless transmission modeling library (WTML), Mobility
Models Library (MML) and Environment Modeling Library
(EML). WMTL contains a collection of classes implementing
models of wireless transmission and wireless communica-
tion standards. The currently available version of MobASim
provides the implementation of the long-distance path loss
model described in section III-C and three classes of MAC
protocols based on the method that they handle the hidden and
the exposed terminal problems. Class 1 – protocol assuming
random access to the wireless channel (the hidden and exposed
node problem is unsolved), class 2 – the protocol solves the
hidden node problem but leaves the exposed node problem
unsolved, class 3 – the protocol solves both the hidden node
and the exposed node problems, but requires the deployment
of an additional signaling channel.

MML contains classes implementing three types of mobility
models: random mobility model, waypoint model and group
mobility model described in section III-B. All models utilize

ANDRZEJ SIKORA ET AL.: SIMULATION OF MOBILE WIRELESS AD HOC NETWORKS 1091



discrete event systems methodology. The state of each mobile
node is described by three variables: location within the
deployment region, orientation (an angle between X axis and
the direction of a node movement) and velocity.

EML contains a collection of classes that allow to model
a simulation scene. They provide interfaces to tools used to
create a workspace. This library is under development. We
plan to implement models for spread of contaminations and
various types of gases dispersion. Nowadays, EML provides
the heavy gas dispersion model described in section III-D.

a) MobASim Simulator: responsible for the simulator
implementation and performance. It provides three libraries:
basic library – a collection of classes implementing basic
elements of a simulator (logical processes, events, etc.), syn-
chronization protocols library – a collection of classes imple-
menting synchronization algorithms and runtime infrastructure
(RTI) for parallel and distributed simulation. The functions
from these libraries are basic components of a given simulator.

b) MobASim Database: stores all geographical informa-
tion – a map of a workspace, and all network nodes’ positions.

c) MobASim User Interface: – an integrated GUI that
can help a user to define a simulation scenario, create a
network topology and provide all attributes of all devices
that form a network to be considered. The GUI is organized
in a set of nested setting and presentation windows. The
setting windows are used to facilitate the configuration phase.
The presentation windows are used to display the calculation
results – network animation, statistics, etc.

V. CASE STUDIES

In this paper we demonstrate some of the main capabili-
ties of the MobASim platform by studying the performance
of various ad hoc networks application scenarios concerned
with an environmental monitoring and coordination of an
emergency action. The results of experiments performed on
single machine (AMD Sempron 1.67 GHz, 512 MB RAM)
were compared with those obtained on parallel machine (Intel
Core2 Duo 2.2 GHz, 2038 MB RAM), and computer cluster
consisting of three machines (AMD Sempron, Intel Core2 Duo
and AMD Athlon-M 1.2 GHz, 512 MB RAM). In parallel
and distributed implementations the networks considered were
divided into subnetworks simulated in parallel by three pro-
cessors.

A. Rescue Action Coordination

The MobASim software can be used to support the design
of mobile ad hoc network for the rescue actions – monitoring
of the situation after various disasters: earthquake, fire, flood
or explosion, etc. In this paper we present the results of
hypothetical usage of MANET to support the rescue action in
case of real life explosions, which occurred at Buncefield Oil
Storage Depot, Hemel Hempstead, Hertfordshire in December
2005. The damages were significant, a large area around the
site was evacuated, forty people were injured. The fire burned
for several days, destroying most of the site and emitting large
clouds of smoke into the atmosphere.

It is obvious that usually the most of the communication
infrastructure, i.e., wired phone lines, base stations for cable
networks, etc. are devastated after explosions. Hence, mobile,
self-configuring and cooperative wireless network can be used
to support the rescue action. Let us consider that we plan
to send several rescue teams to work on the disaster scene.
A coordination action can be achieved only if rescuers are
able to communicate, both within their team, the members
of the other teams and an emergency action coordination
center. Thus, one of the priorities in the disaster management
is to reinstall the communication infrastructure as quickly as
possible and monitor the situation. It can be done by deploying
temporary communication equipment, e.q. vehicles or robots
equipped with radio transceivers and sensors, and form an
ad hoc network. Computer simulation can be used to support
the decision about the number of devices used to create the
given network, their destination positions, and finally number
of rescue teams [27].

A series of experiments for various network topologies
used for reestablishing the communication infrastructure and
monitoring were performed. Each network system was built
by three types of nodes:

A – mobile devices equipped with transceivers and a set of
sensors,

B – static devices equipped with transceivers and a set of
sensors; a few of them were mobile (backup devices),

C – base station (emergency action coordination center).
In this paper the results of tests performed for two network
configurations are presented:

• Net 1: 23 nodes A, 12 nodes B, 1 node C (36 LPs).
• Net 2: 81 nodes A, 46 nodes B, 1 node C (81 LPs).

In both cases the maximal velocity of all mobile nodes was
equal to 10 m/s. Three variants of implementation – sequential,
parallel and distributed on three hardware platforms depicted
in Table I were compared. The goal of all experiments was to
simulate 900 seconds of physical ad hoc network operation.
The execution times of each experiment are given in Table II.

TABLE I: Computer systems: sequential, parallel and dis-
tributed implementations.

Variant AMD Athlon-M AMD Sempron Intel Core2 Duo
1,2 GHz 1,67 GHz 2,2 GHz

512 MB RAM 512 MB RAM 2038 MB RAM
Sequential X

Parallel X
Distributed X X X

The last two columns collect the speedup for parallel and

TABLE II: Performance evaluation – comparison of execution
times.

Ex. Simulation time [s] s(2) s(4)
S P D P D

Net 1 64.2 49.2 49.9 1.31 1.29
Net 2 182.2 152.8 118.9 1.19 1.53

distributed calculations, defined as s(p) = T (1)/T (p), where
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T (1) denotes execution time in case when all calculations were
performed on a single processor and T (p) execution time in
case of p processors or machines.

During the experiments the animation of time varying
network topologies – all nodes moving from the source to
their destination, avoiding the obstacles – was presented in the
MobASim display window. The snapshots of initial, temporary
and final network topologies are depicted in Figures 3 and 4.
From the simulation results we see that by using multihop

Fig. 3: The snapshot of initial network topology.

Fig. 4: The snapshot of final network topology.

wireless communication and mobile nodes, the communication
between the base station and rescuers will be possible without
the need for reestablishing the fixed communication infrastruc-
ture. We can observe that federated, parallel and distributed
simulation developed based upon MobASim software can
speedup simulation of MANETs operation w.r.t. sequential im-
plementation. As expected, the calculation speedup depends on
the size of network model and assumed degree of parallelism
– the speedup factor increases with the problem dimension
and complexity. It can be observed that the sequential part
of execution concerned with MobASim internal servers and

database initializations depends on the size of problem to be
considered, and seriously influences the whole computation
time. As a final observation, we can point that we obtained
the speedup of calculations even in case of small dimension
and strongly interconnected network models. We expect much
better results for higher dimension networks operating in
inherently parallel environments, e.g. cooperating MANETs
or sensor networks.

B. Gas Cloud Detection and Exploring

A wireless network formed by mobile devices can reduce
lack of situation awareness in area prone to emergencies
such as environmental pollution. The MobASim platform was
used to simulate various scenarios of application of MANETs
for environmental monitoring. The goal of the first series
of experiments was to design and develop robot-assisted
wireless sensor networks for outdoor and indoor monitoring.
The simulation was used to determine the optimal number of
sensing devices, calculate collision and obstacle-free motion
trajectories for mobile robots carrying the sensor devices and
calculate the optimal positions for all sensors (network nodes).
Various deployment strategies were considered, i.e., regular
and pre-defined grid, self-configuring and hybrid deployments.
The results are described and discussed in [27]. The objective
of the second series of experiments was to design and develop
a MANET for detection, exploration and tracking of a heavy
gas cloud. Such cloud may be created as an effect of an
instantaneous release of gas heavier than air from a tank [4].

Let us assume that the emergency team has to find, surround
and suppress a chlorine gas cloud. The network formed
by mobile devices equipped with punctual gas sensors can
successfully support the team in detecting and surrounding the
cloud. Hence, the set of self-organized mobile devices were
deployed in a suspicious area, and formed a coherent network
to discover the cloud. After detecting the cloud the devices
were divided into two groups. The devices from the first group
were responsible for exploring and discovering the shape of
the cloud. The task of the remaining devices was to maintain
communication between the first group of sensors and the base
station.

The results of simulations performed with the example ad
hoc network are shown in Fig. 5. The values of all parameters
occurring in the equations (18)-(13) are given in Table III [12],
[34], [23].

VI. SUMMARY AND CONCLUSIONS

The evolution of wireless, mobile ad hoc networks and
improved designs will strongly depend on the ability to predict
their performance using simulation methods. In this paper we
described the application of our software platform MobASim
to design mobile ad hoc networks used to detect threats
and support decision makers in emergency situations. The
presented case studies confirm that the MobASim system
can support researches and engineers during the design and
implementation of MANETs applications and verification of
new MANET’s technologies. The tool is especially useful in
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(a) (b) (c) (d)

Fig. 5: MANET for gas cloud detection and tracking: (a) initial network topology, (b) cloud detection, (c) cloud was detected,
(d) exploring the cloud and discovering its shape (in green the detected cloud shape).

TABLE III: Values of parameters of the chlorine gas cloud
simulation model.

Symbol Value Units
cc [200, 200] [m,m]
vc [3, 1] [m

s
, m

s
]

r 10 m
m0 2000 kg
ma 0 kg
g 9.81 m

s2

ρair 1.20 kg
m3

M 71 g
mol

Mair 29 g
mol

cp 0.48 kJ
kg∗K

cairp 1.01 kJ
kg∗K

u∗ 0.15 m
s

∆H0 661 kJ
kg

Tair 293.15 K
α 0.9 -

large scale applications in which the speed of simulation is of
essence, such as real time ad hoc networks simulation.
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DMITTEDLY,information  security  works  as  a  back-
bone for protecting both user data and electronic trans-

actions.  Protecting the communication and data infrastruc-
ture of an increasingly inter-connected world has become vi-
tal nowadays. Security has emerged as an important scien-
tific  discipline  whose  many multifaceted  complexities  de-
serve the attention and synergy of the computer science, en-
gineering,  and  information  systems communities.  Informa-
tion security has some well-founded technical research direc-
tions which encompass access level (user authentication and
authorization), protocol security, software security, and data
cryptography. Moreover, some other emerging topics related
to organizational security aspects have appeared beyond the
long-standing research directions.

A

The Emerging Aspects in Information Security (EAIS’15)
workshop focuses on the diversity of the information security
developments and deployments in order to highlight the most
recent challenges and report the most recent researches. The
workshop is an umbrella for all information security techni-
cal aspects. In addition, it goes beyond the technicalities and
covers some emerging topics like social and organizational
security research directions. EAIS’15 is intended to attract
researchers  and  practitioners  from academia  and  industry,
and provides an international discussion forum in order  to
share their experiences and their ideas concerning emerging
aspects in information security met in different application
domains.  This  opens  doors  for  highlighting  unknown  re-
search directions and tackling modern research challenges.
The objectives of the EAIS’15 workshop can be summarized
as follows:

• To review and conclude researches in information
security and other security domains, focused on the
protection of different kinds of assets and processes,
and to identify approaches that may be useful in the
application domains of information security

• To find synergy between different approaches,  al-
lowing  to  elaborate  integrated  security  solutions,
e.g. integrate different risk-based management sys-
tems

• To exchange security-related knowledge and experi-
ence between experts to improve existing methods
and tools and adopt them to new application areas

• To present latest security challenges, especially with
respect to EC Horizon 2020

TOPICS

Topics of interest include but are not limited to:
•

• Biometric technologies
• Human factor in security
• Cryptography and cryptanalysis
• Critical infrastructure protection
• Hardware-oriented information security
• Social theories in information security

• Organization- related information security
• Pedagogical approaches for information security
• Individual identification and privacy protection
• Information security and business continuity man-

agement
• Decision support systems for information security
• Digital right management and data protection
• Cyber and physical security infrastructures
• Risk assessment and risk management in different

application domains
• Tools supporting security management and develop-

ment
• Emerging technologies and applications
• Digital forensics and crime science
• Misuse and intrusion detection
• Security knowledge management
• Data hide and watermarking
• Cloud and big data security
• Computer network security
• Security and safety
• Assurance methods
• Security statistics
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Abstract—The paper concerns a risk assessment and 

management methodology in critical infrastructures. The 

research objective is to adapt a ready-made risk manager, 

supporting information security- and business continuity 

management systems, to a new domain of application – critical 

infrastructure protection. First, a review of security issues in 

critical infrastructures was performed, with special focus on 

risk management. On this basis the assumptions were discussed 

how to adapt the OSCAD risk manager designed for the 

information security/business continuity applications. 

According to these assumptions, the OSCAD risk manager was 

adapted to its new domain of application, i.e. critical 

infrastructures. The aim of this work is to assess the usefulness 

of such a solution and to elaborate requirements for the 

advanced critical infrastructure risk manager to be developed 

from scratch. 

I. INTRODUCTION 

RITICAL infrastructures (CIs) consist of large scale 

infrastructures whose degradation, disruption or 

destruction would have a serious impact on health, safety, 

security or well-being of citizens or effective functioning of 

governments and/or economies. Typical examples of such 

infrastructures are energy-, oil-, gas-, finance-, transport-, 

telecommunications-, and health sectors. CIs provide 

products and services for the society. In order to function, 

CIs need many different assets. What is more, they are based 

on complex processes interrelated with other processes 

across different sectors. CIs are extremely important for 

effective functioning of today’s societies, especially those of 
well-developed countries. Critical infrastructures ensure 

proper relationships between citizens and governments. Each 

society is very sensitive to any disturbance of a CI. Security 

and safety issues are very important, but due to the CIs 

complexity, multi-dimensional interdependencies, large scale 

and heterogeneity, the problems emerging in these areas are 

often hard to solve. 

A CI can be disturbed by different kinds of threats and 

hazards. The most important are: natural disasters and 

catastrophes, technical disasters and failures, espionage, 

international crime, physical- and cyber terrorism. A new, 

                                                           
 This work was not supported by any organization 

holistic approach to CI protection is applied by programmes 

and activities which are understood as critical infrastructure 

protection (CIP). It is a common effort of the infrastructure 

owners and operators, manufacturers, users, R&D 

institutions, governments, international bodies and regulatory 

authorities. The aim of these efforts is to keep the 

performance of CIs in case of failures, attacks or accidents 

and minimize the recovery time and damages. 

Well developed countries, including the EU countries, pay 

more and more attention to the protection of their critical 

infrastructures. The European Council (EC) Directive [1] 

specifies the CIP related needs on the EU and member state 

levels. It precisely defines the rules of the CI identification 

based on casualties-, economic- and public criteria, risk 

analysis and management programmes. The EC Directive 

defines the term ECI (European critical infrastructure). ECI 

means a critical infrastructure located in member states, 

whose disruption or destruction would have a significant 

impact on at least two member states. There are two ECI 

sectors distinguished:  

 energy (electricity, oil, gas), 

 transport (road transport, rail transport, air transport, 

inland waterways transport, ocean and short-sea shipping 

and ports). 

The European Programme for Critical Infrastructure 

Protection (EPCIP), aimed at both European and national 

infrastructures, was launched in 2006. The revised and more 

practical implementation of EPCIP is presented in the EU 

document [2]. 

Risk assessment is the basis for critical infrastructures 

protection programmes. Dozens of EU or worldwide CIP 

R&D projects which focus on risk methodologies and tools 

have been completed or are running (FP6, FP7, Horizon 

2020, CIPS), which is a proof that the CIP issue is still a 

challenge. 

The researches presented in the paper can be considered 

preliminary activities of the Ciras
1
 project [3]. Ciras was 

                                                           
1 This project has been funded with support from the European 

Commission. This publication reflects the views only of the author, and the 

European Commission cannot be held responsible for any use which may 

be made of the information contained therein (Grant Agreement clause). 
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launched by the international consortium (ATOS, CESS, 

EMAG) including the author’s organization.  
The motivation for researches presented in the paper is to 

elaborate the experimental OSCAD-Ciras tool to get an input 

for the Ciras project. Particularly, the following aims are 

planned to be accomplished: 

 to implement the requirements [4] on the OSCAD 

software platform [5] elaborating the CI risk manager to 

be used as an experimental platform,  

 to assess, using near real data, if the basic requirements of 

the risk manager can be implemented on the OSCAD 

software, and  

 to summarize the whole experiment, acquiring 

indispensable knowledge about the usability of this risk 

manager and to identify directions of the future works. 

Apart from the requirements identified during the 

stakeholders’ workshop and the reviewed state of the art of 
the risk management methodology, the Ciras project will get 

input from the results of this OSCAD-Ciras feasibility study. 

This input will be used for the Ciras Toolset development.  

The paper includes an introduction to risk management in 

critical infrastructures (section II), summarizes the preferred 

features of the risk management tool discussed in the work 

[4] (section III), presents the functionality of the OSCAD 

software platform (section IV), gives the specifics of 

OSCAD’s adaptation to be a CI risk manager (section V), 

and finally draws some conclusions for future works. 

II. RISK MANAGEMENT IN CRITICAL INFRASTRUCTURES 

PROTECTION 

Critical infrastructure is a heterogeneous, distributed, 

adaptive, and, first and foremost, very complex socio-

technical system. Such a system encompasses hardware, 

software, liveware, environmental, management, and 

organizational elements. The main objective of a CI is to 

provide products and/or services for the society. This aim 

can be accomplished when this complex socio-technical 

system is well harmonized and the disturbances within the 

system are under control – the system processes its work 

smoothly and the assets needed to perform this job are well 

protected. The CI countermeasures, selected on the risk 

basis, should be properly managed and composed into CIP 

programmes. 

Collaborating critical infrastructures (systems), e.g. 

electricity, rail transport, gas, oil, telecommunications, 

constitute a more complex structure, called a system-of-

systems (SoS). 

Different mutual dependencies (i.e. interdependencies) 

between particular CIs exist within SoS too. An 

interdependency [6] is a bidirectional relationship between 

two infrastructures (systems) through which the state of each 

infrastructure influences or is correlated to the state of the 

other [7]. 

The CIs failures are usually causally linked – the impacts 

of incidents may pass across the CIs. Certain CI-specific 

effects are observed. A cascading effect is [8] a sequence of 

component failures: the first failure shifts its load to one or 

more nearby components – these components fail and, in 

turn, shift their loads to other components. This sequence is 

repeated. An escalating failure is when there is a disruption 

in one infrastructure which causes an independent disruption 

in another infrastructure [6]. The effects of hazardous events 

may escalate outside the area where they occur and 

exacerbate the consequences of a given event (generally in 

the form of increasing the severity or the time for recovery of 

the second failure). Different failures may have a common 

cause (failures implied by a single shared cause and coupling 

to other systems mechanisms) and may occur almost 

concurrently. An important issue is the CI resilience, which 

is understood as an ability of a system to react to and recover 

from unanticipated disturbances and events. 

The critical infrastructure protection concept comprises 

preparedness and response to serious incidents which occur 

within critical infrastructures. To ensure the preparedness 

and incident response ability, it is necessary to imply the risk 

source, character and value. In addition, the right 

countermeasure should be applied and embedded into the 

risk management framework, sometimes supported by tools.  

The comprehensive approach to risk management in 

critical infrastructures still remains a challenge, due to CIs 

complexity, interdependencies, specific effects (common 

cause failures, cascading, escalating effects), different 

abstract levels applied to manage CIs, and other factors.  

The risk management methodology and tools are a subject 

of current R&D on the national and international levels, 

including the EU level. Very comprehensive reviews of 

R&D results can be found in the following knowledge 

sources: 

 the report [9] of the Institute for the Protection and 

Security of the Citizen, an EC Joint Research Centre 

(JRC); the report assesses and summarizes 21 existing risk 

management methodologies/tools on the EU and global 

level; it identifies their gaps and prepares the ground for 

R&D in this field, like Ciras project [3]; 

 the EURACOM report [10]; it presents a study of 11 risk 

assessment methodologies related to the energy sector;  

 the book [7]; in its Appendix C there is a comparison of 

the features of about 22 commonly used risk analysis 

methods; 

 the ISO 31010 standard [11] characterizes about 30 risk 

assessment methods for different applications;  

 the ENISA website [12] includes an inventory of risk 

management/assessment methods, mostly ICT-focused. 

A very exhaustive review of the state of the art is reported 

in [13]. To select the most favourable methods/tools features 

for implementation during the Ciras project, the document 

summarizes the assessment of: 14 methods (from 46 

preselected), 22 tools (from 150 preselected) and considers 

19 projects and 8 frameworks.  
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Usually, methods/tools are focused on the confined 

domain and they do not address properly the holistic view 

and resilience. The problem is how to consider CIs 

interdependencies in the risk management process. This 

requires to distinguish the internal and external causes of 

hazardous events as well as the internal and external 

consequences implied by these events. 

The survey on the representative methodologies and tools 

for the CI risk management was made in [4]. Based on these 

researches, the most favourable features of the CI risk 

manager are specified in the next section. 

III. PREFERRED FEATURES OF RISK MANAGEMENT 

TOOLS FOR CRITICAL INFRASTRUCTURES 

The paper [4] discusses the basic requirements of the risk 

manager to be applied in critical infrastructure protection. 

This section gives a short overview of these issues. 

A. Conceptual model of the risk manager 

The implementation of the bow-tie risk concept in the tool 

is advantageous for CI risk management [4]. 

The bow-tie conceptual model [8] embraces both multiple 

and complex causes of the given hazardous event and its 

diversified and multidirectional consequences (Fig. 1). The 

triggered hazards or threats, which exploit certain 

vulnerabilities, can degrade proactive barriers 

(countermeasures) existing in the system. As a result, an 

event may occur which is hazardous for assets. The 

consequences of such an event are usually diversified and 

multidirectional. To mitigate them, reactive barriers are 

applied. These barriers can be weakened or even removed by 

vulnerabilities. Generally, barriers are identified with 

different kinds of countermeasures. The countermeasures are 

applied with respect to the risk value and are monitored and 

maintained – according to the risk management principles. 

The bow-tie model is focused on risk assessment and can be 

used to reassess the risk after new/updated barriers are 

applied. 

 

Fig.  1 Bow-tie model 

The bow-tie model encompasses the cause analysis and 

the consequences analysis. These risk analyses can be 

implemented in less or more complex ways [11], e.g. using 

FTA (Fault tree analysis) [14] and ETA (Event tree analysis) 

[15].  

There is no analysis of interdependencies in this model, 

therefore it is necessary to supplement the model in this 

respect. 

B. Risk register and risk related data 

The tool should support a CI owner in elaborating and 

maintaining a risk register as the managed inventory of 

hazardous events. The listed items (data records) should 

include at a minimum: related hazards/threats, a possible 

corresponding hazardous event, probability of the event and 

its consequences. The risk management process is performed 

during the CI life cycle, so the risk register can be 

continuously updated. It is used in CIP programmes. There 

are some data associated with each item of the risk register, 

like assets, societal critical functions (SCF) ensuring the 

basic needs of a society (e.g.: life and health, energy supply, 

law and order, national security), hazards, threats, 

vulnerabilities, countermeasures, etc. 

C. Risk measures and the assessment process 

Risk measures depend on the applied methodology. A 

common method is to assess the likelihood (probability, 

frequency) of a hazardous event, e.g.: fairly normal, 

occasional, possible, remote, improbable, and to assess the 

consequence severity in different dimensions using the 

enumerative scales, e.g.: negligible, minor, major, 

catastrophic damages. The risk is the function of both, 

usually expressed by a risk matrix, as presented in [4]. 

D. Interdependencies and critical infrastructure specific 

phenomena 

The risk assessment/management methods/tools (Section 

II) are focused on the given environment with protected 

assets and processes, and they do not consider 

interdependencies between other environments. The 

interdependencies ought to be considered in the risk 

management process because they are essential for the CI 

protection. The risk assessment methodology should be able 

to take into account the CI specific phenomena mentioned in 

Section II. 

IV. FUNCTIONALITY OF THE OSCAD SOFTWARE 

PLATFORM 

The identified requirements are experimentally 

implemented on the OSCAD
2
 platform [5]. The OSCAD 

software was originally elaborated to support business 

continuity management according to BS 25999 (ISO 22301) 

                                                           
2 developed at the Institute of Innovative Technologies EMAG within a 

project co-financed by the National Centre for Research and Development 

(NCBiR). 
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and information security management according to 

ISO/IEC 27001. It is used to control factors which disturb 

business processes or breach information assets in an 

institution (business, public) leading to negative 

consequences, to limit losses when an incident occurs, and to 

help in the recovery process.  

The solution is open and flexible and thus, after certain 

modifications, possible to implement in other application 

domains, e.g.: flood protection [16], railway safety 

management systems [17] and coal mining [18]. 

OSCAD offers the following functions: 

 general purpose functions: system management, document 

and tasks management, reporting, dictionaries, business 

continuity planning, auditing, etc.; 

 functions allowing to assess the system effectiveness: 

acquiring data, assessing effectiveness, permanent 

improvement actions;  

 external communications functions with ERP, SCADA, 

GSM.  

Additionally, OSCAD offers risk management and 

incident management functions, which are discussed here in 

the CI context.  

OSCAD is equipped with tools to analyze causes of 

hazardous events: 

 AORA – Asset Oriented Risk Analyzer, 

 PORA – Process Oriented Risk Analyzer,  

and tools analyzing their multidimensional consequences: 

 ABIA – Asset Oriented Business Impact Analyzer, 

 PBIA – Process Oriented Business Impact Analyzer. 

Countermeasures are selected based on the assessed risk 

value and their total investment/maintenance costs. Then the 

risk is reassessed with respect to the acceptance level.  

The incident management functions allow for events 

acquisition. They also enable to assess their severity 

according to the elaborated criteria. Serious events, which 

are incidents, are managed according to standards. The 

incident statistics and corrective actions are prepared too. 

V. IMPLEMENTATION OF RISK MANAGER 

REQUIREMENTS ON THE OSCAD SOFTWARE 

The section discusses the author’s proposals how to 
implement the above-listed requirements into the existing 

OSCAD software platform. 

A. Bow-tie model implementation in the OSCAD software 

platform  

The bow-tie model is not directly implemented in the 

OSCAD software but its existing risk analyzing tools can be 

used to compose it.  

The cause analysis part of the bow-tie model is 

implemented on the basis of AORA or PORA. AORA 

analyzes each threat-vulnerability pair which can breach the 

given asset, while PORA does the same with respect to the 

given process.  

The consequences analysis part of the bow-tie model is 

implemented on the basis of ABIA or PBIA. For a given 

asset (process), which is under a hazardous event, multi-

dimensional consequences can be assessed with the use of 

the loss matrix.  

Both parts of the bow-tie model are not coupled directly 

by the hazardous event, but by the threatened asset (or 

process) related to this event.  

Examples of analyses pairs composing the bow-tie model 

are shown in Fig. 2. The “1-1 RaT AORA (Node)” and “1-2 

RaT ABIA (Node)” create one of pairs related to the railway 
node belonging to the Railway transport (RaT) European 

critical infrastructure (ECI) [1]. 

 

Fig.  2 OSCAD risk analyses composing the bow-tie model 

The bow-tie model is rather asset-oriented, similarly to the 

risk analysis in CIs. For this reason AORA/ABIA may be 

more convenient for CIs. The given AORA analysis groups 

the threats related to the given asset. Threats and hazards 

have the same representation – they are simply the “OSCAD 
threats”. The PORA/PBIA pair represents the process 

approach. It allows to see a CI from a point of a view of 

processes, not only assets. Process-oriented risk analyses in 

CIs need further research. 

B. Risk register and risk related data – the OSCAD 

representation 

The basic risk-related data are assets belonging to the 

critical infrastructures which need protection.  

The general CIs taxonomy and assets are implemented in 

OSCAD. Two groups of CIs are distinguished: ECI 

(European CI), embraced by the EU Directive [1] and others 

(non-ECI). Currently only the ECI ones are implemented.  

In OSCAD the protected assets dictionary is a simple flat 

list. For this reason, the assets belonging to the given CI are 

preceded by a label standing for a CI name: Ele (Electricity), 

Oil (Oil), Gas (Gas), RoT (Road Transport), RaT (Rail 

Transport), AiT (Air Transport), IWT (Inland Waterways 

Transport), Sea (Ocean and short-sea shipping and ports). 

Figure 3 presents different assets, belonging to the ECI, 

distinguished according to their labels. Each protected asset 

can be the central point of any AORA or ABIA. They play a 
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role of primary assets. Please note three attributes CID (CI 

degradation), IE (Internal escalations), EE (external 

escalations) which express three types of consequences when 

the given asset is breached (this will be explained later, when 

ABIA/PBIA will be discussed). 

 

Fig.  3 Protected assets of ECIs in the OSCAD software 

It is possible to create a group of the related secondary 

assets (technical, personal, immaterial, playing role of 

countermeasures, etc.) around the given primary asset. This 

group of assets can be defined in the assets inventory module 

(Fig. 4). The Railway node asset is represented by a node 

located in the city of Tarnowskie Góry (Upper Silesia, 
Poland).  

For each of the protected assets, the AORA analysis can 

be performed. PORA can be done for the processes (not 

discussed here) in a similar way.  

 

Fig.  4 Different assets belonging to the given protected assets category 

To perform a risk analysis for different barriers, security 

zones, etc., which play the role of countermeasures, an 

auxiliary category is defined: A=C (Countermeasures 

considered as assets), for example A=C:Security zone can be 

added to the Railway node, and an additional risk analysis 

for it can be performed when internal escalation effects are 

analyzed (will be explained further).  

The general formula of the threats/hazards scenario is: 

[Threat agent] exploiting [vulnerability] causes [adverse 

action] to [asset] or [process].  

Assuming that a threat agent is identified as the hazard 

trigger, the common description of threats and hazards is 

possible in OSCAD. The threat specification includes key 

terms essential for the risk analysis. Threats specified during 

the AORA/PORA analyses are considered risk register items. 

OSCAD is equipped with the incident management 

functionality (registering, assessment, solving, lessons learnt, 

statistics). The incidents which have already occurred are 

assigned to the threat items too. For this reason, the 

predicted risk scenarios and occurred incidents (materialized 

risk scenarios) are consistent. OSCAD is able to build 

statistics of incidents (not discussed here). 

Summing up, the risk register is defined in OSCAD as a 

set of risk scenarios worked out during AORA or PORA, and 

compatible with the incident inventory. 

OSCAD has predefined lists of threats, vulnerabilities and 

countermeasures. They are flat, but a special grouping 

mechanism is applied as the hierarchical grouping 

dictionary. On the upper hierarchy level threats can be 

ordered according to critical infrastructures, next according 

to these threats character (Behavioural/Social, Natural/Force 

majeure, Organizational, Technological). For the given 

threat (T), relevant vulnerabilities (V) are given, and to the 

given pair threat-vulnerability, recommended counter-

measures (C) can be assigned. These predefined relations 

speed up the countermeasures selection. 

 

Fig.  5 Grouping dictionary with rail transport relevant data 

Figure 5 presents the hierarchical structure of the grouping 

dictionary and some examples concerning railway transport. 

C. Risk measures and assessment process in the OSCAD 

software 

For the AORA and PORA analyses two issues should be 

defined: likelihood of the event (Fig. 6) and its consequences 

(Fig. 7).  
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Event likelihood measures with their interpretation are 

direct implementation of the measures presented in Table 2 

included in [4]. 

 

Fig.  6 Event likelihood measures 

The consequences measures are implemented in the same 

way . They are based on Table 1 from [4]. 

 

Fig.  7 Event consequences measures 

The risk value (AORA/PORA) is calculated with the use of 

the simple formula: 

lev. impl. sureCountermea*class sureCountermea

esconsequencEvent likelihoodEvent 
Risk


  

The “Countermeasure class”, if used, i.e. when it is > 1, 

can express countermeasure assurance (basic, advanced). 

The “Countermeasure implementation level” expresses the 

stage of the implementation (not implemented, partially, 

fully implemented). These two additional parameters are 

used for more advanced applications. 

The measures of multidimensional consequences of the 

hazardous event (Fig. 8) are key issues for the ABIA/PBIA 

analyses. Three groups of consequences are distinguished. 

The basic one is the CID (CI degradation) category which 

expresses different kinds of damages within the given CI. To 

consider the CI specific effects analyses, two additional 

categories are introduced: 

 IE (Internal escalations), expressing new internally 

generated threats or new or increased vulnerabilities 

which influence the considered CI, caused by the 

hazardous event, 

 EE (External escalations), expressing generated threats 

which impact the external CIs or new or increased 

vulnerabilities in the external CIs, caused by the 

hazardous event. 

 

Fig.  8 Event impacts measures with CID, IE and EE categories 

The implementation of the bow-tie model is presented by 

the pair AORA-ABIA with respect to the given asset (here: 

railway node of the RaT infrastructure). The process 

approach (PORA-PBIA), though possible, is not discussed 

here.  

AORA is shown in Fig. 9. 

 

Fig.  9 Example of the AORA analysis for a railway node 

Please note three threats (Derailment – intentional, Power 

supply failure, Theft – equipment) and vulnerabilities 

associated with them. For each pair threat-vulnerability, 

which influences the asset, the risk value can be determined 

according to the above presented formula. Inherent risk 

(“risk before”) is in parentheses, while the current risk 
(“after measures applications”) – without parentheses. The 

same rule applies to the cost of countermeasures. Each pair 

threat-vulnerability is considered a risk register item.  

If the risk value is unaccepted, extra (other) 

countermeasures can be selected (Fig. 10). 

 

Fig.  10 CI risk management – countermeasures selection 
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The risk manager can consider up to five variants of 

decisions with respect to the possible risk reduction and the 

cost of this reduction.  

The next step is the consequences analysis of a given 

hazardous event embraced by ABIA. It is possible to apply 

ABIA in the case of each hazardous event, but in most cases 

it will be more convenient to perform ABIA according to 

assets.  

The basic ABIA tool is the loss matrix (Fig. 11). For each 

subcategory of CID, IR, EE, losses are assessed with the use 

of 5 levels. A number of subcategories and levels are 

configurable. As a result, the CI degradation is assessed.  

 

 

Fig.  11 Use of the loss matrix during BIA 

Additionally, we can identify new threats (or 

vulnerabilities) caused by a hazardous event. These breaches 

usually concern assets which are also countermeasures (C=A 

category). Here AORA-ABIA must be performed with 

respect to the given asset to identify internal escalation or 

cascading consequences. Similarly, threats/vulnerabilities 

which influenced external CIs are identified. This requires 

extra AORA-ABIA for external CIs with respect to the 

influenced asset. 

Fig. 12 presents an example of a risk assessment scenario 

driven by CIs phenomena: 

1. In CI#n an external event occurs and triggers the 

hazardous event HE(#n,#m) impacting the primary 

asset #m which belongs to this infrastructure. 

2. AORA(#m) identifies the risk related to this hazardous 

event, while ABIA(#m) – its multidimensional 

consequences. The internal degradation caused by the 

HE(#n,#m) is assessed (CID). ABIA identifies that this 

event breaches the security zone (#m->#k) which is a 

secondary asset of #m (IE) and influences the external 

infrastructure #p (EE).  

3. Due to the internal escalation (IE) an extra analysis of 

the secondary asset (#m->#k), playing the role of a 

countermeasure, is required: AORA(#m->#k)-

ABIA(#m->#k). The related ABIA identifies CI 

degradation caused by the security zone breaching but 

does not identify any further IE or EE impacts. 

4. Due to the external escalation (EE) an extra analysis of 

asset #s of the CI#p is performed: AORA(#s)-

ABIA(#s). The related ABIA identifies the CI 

degradation caused by an externally generated threat 

but does not identify any internal impacts (IE). 

Moreover, the backward external impacts to the 

infrastructure #n are identified.  

5. Due to the external threat generated by the CI #p for the 

CI#n on its primary asset #z, an extra pair of analyses is 

issued: AORA(#z)-ABIA(#z). The CI internal 

degradation is assessed, and no internal/ external 

escalations are detected. 

 

Fig.  12 Risk management in interdependent critical infrastructures 

This scenario shows a general plan of analyses driven by 

the situations occurring in the interdependent CIs. 

D. Interdependencies and critical infrastructure specific 

phenomena 

There is no specific tool in OSCAD to analyze 

interdependencies, especially the strength of coupling inside 

CIs. This task should be solved outside the system, e.g. by 

preparing a map of interdependent CIs. Using this map it is 

possible to further analyze risk within a set of interdependent 

infrastructures, which was shown in Section V, subsection C.  

There is a mechanism introduced that allows to explicitly 

distinguish CI internal and external causes of hazardous 

events, and to distinguish CI internal non-escalating 

consequences, consequences generating hazards/threats in 

the same infrastructure, and consequences generating 

external hazards/threats for other collaborating 

infrastructures. 

VI. CONCLUSIONS 

The short feasibility study provided in the paper confirms 

a possibility to adapt the ready-made OSCAD platform for 

CI risk management according to the previously [4] 

identified requirements.  
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The CI related data were prepared and implemented in the

system. Some OSCAD functions and system messages were

changed  to  better  express  the  CI  domain.  No  software

changes were needed. Most of the required functionalities of

the  CI risk  manager  were  successfully  implemented.  This

way  the  OSCAD-Ciras  tool  was  prepared  for  further  re-

searches. 

The key advantage of the presented method, which allows

to  consider  effects  implied  by  interdependencies  in  risk

management,  is  to  distinguish  the  direct  CI  degradation

(CID) and the internal (IE) and external (EE) escalation/cas-

cading effects. 

As  far  as  more  complicated  CIs  relationships  are  con-

cerned, more iterations of analyses are needed. Here it is re-

quired to introduce identifiers  of particular  analyses,  addi-

tional  managing  and  reporting.  The Ciras-OSCAD tool  is

currently used to elaborate use cases in the CIRAS project

and to design the Ciras Toolset. The OSCAD tool can be in-

tegrated into the toolset but should be supported in the range

of  analyses  and  interdependencies  management.  More  ex-

periments based on the elaborated use cases are planned.
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Abstract—This paper observes different methods for network
covert channels constructing and describes the scheme of the
packet length covert channel. The countermeasure based on
random traffic padding generating is proposed. The capacity
of the investigated covert channel is estimated and the relation
between parameter of covert channel and counteraction tool
is examined. Practical recommendation for using the obtained
results are given.

I. INTRODUCTION

THE IDEA of covert channel was introduced by Lampson
in 1973. The covert channel is a communication channel

that was not intended for information transfer at all, such
as the service program’s effect on the system load [1]. It is
obvious that covert channel may lead to information leakage
and it cannot be eliminated by techniques to detect network
anomalies [2], malware activities [3], etc. TCSEC postulates
that the covert channel is a communication channel which
allows the transfer of data and violation of security policy [4].

Presently, the most popular covert channels are built on
packet switching data networks because of some features avail-
able in the TCP/IP protocol suite [5]. Moreover, traditional
security measures based on traffic encryption also permit the
design of different types of covert channels.

Covert channels are divided by the data transfer technique
into two classes such as, timing and storage channels [4]. Sto-
rage channel allows the direct or indirect storage recording by
one process and the direct or indirect reading of it by another.
Timing channel allows one process to signal information to
another process by modulating of system resources (e. g. CPU
time) usage so that the change in response time observed by
the second process would provide information.

The first technique to design a storage channel in the IP
network is to modulate packet header fields, e. g. TTL [6],
IP ID [7], ToS [8]. The second technique is based on the
modification of the packet length. Different timing chan-
nels in the IP networks use alteration of the inter-packet
delays [9], [10], e. g. by JitterBug [11] and packet transfer
rate [12]. In addition, the packet reordering could be used
to build a timing channel [13]. Timing channel is a channel
with noise since a packet timing is a random variable whose
distribution depends on the network load [14].

A capacity of undetectable packet size covert channels can
be higher than a capacity of timing channels, therefore these

channels can lead to a serious security breach. The authors of
the paper research this type of covert channels and propose
the technique to estimate and limit their capacity which can
be useful in different types of information systems, e.g. in data
storage system in a cloud [15].

Our Contribution. Since a technique to choose the quan-
titative characteristics of countermeasures in order to keep
balance between capacity of covert and communication chan-
nels has not yet been proposed, we offer an approach to
gain it. This paper describes a technique to estimate and
limit the capacity of a packet size covert channel based on
random traffic padding generation. The investigation carried
out is significant because such type of covert channels could
be constructed even if data encryption is used. There are
complicated undetectable covert channels which have no noise
in contrast to timing channels.

This paper is organized as follows. It gives an analysis of
different types of packet size covert channels. The investigated
covert channel scheme and the counteracting technique are
shown. Then the capacity of the covert channel is estimated
and the technique to generate dummy packets is given. The
main results and further research guidelines are summed up
in the conclusion.

II. RELATED WORK

For the first time Padlipsky [16] and Girling [17] suggested
to modulate the length of data link layer frames in order to
accomplish the hidden data transfer. The main idea of the
technique is as follows: sender and receiver share the rule
used to compose a byte of the covert message depending on the
frame length. To describe any byte of the transmitted message,
one should use 256 different frame lengths.

Yao constructed a covert channel in which a sender and a
receiver shared the periodically updated matrix with elements
representing unique unsorted packet lengths in 2008 [18]. The
sender using the bits of hidden transmitted message determines
the matrix row and randomly chooses a packet length from the
row. The receiver finds the gained packet length in the matrix
and reconstructs bits of the message according to the row
number. Because packet length distribution given by covert
channel is not equal to packet length distribution of normal
traffic, this type of covert channel is detectable.
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Ji suggested a protocol-independent covert channel in
2009 [19]. Before the transmission starts, sender and receiver
form the dynamically updated reference of packet lengths by
fixing packets lengths in normal traffic. In order to transfer a
hidden message the sender transmits a special packet. The
length of the special packet is chosen from the reference
using the algorithm known to the sender and receiver. The
length of the next packet is a sum of lengths of the previous
packet and the number corresponding to the message bits. The
reference is updated by adding the length of the transmitted
packet. The receiver recovers the message bits by evaluating
the difference of the packets length gained. The disadvantage
of the covert channel is as follows: the lengths of hidden
messages are added to the reference, therefore the packet
length distribution with the covert channel is not equal to
packet length distribution of the normal traffic and this type of
covert channels is detectable in case of the large data volume.

Ji worked out another protocol-independent covert channel
in 2009 [20]. Before the transmission starts, sender and
receiver form a non-updating reference of packet lengths by
fixing packets lengths in the normal traffic. The main advan-
tage of the technique is a small space and time complexity of
the decoding, since the sender stores the whole reference and
receiver saves only the lower and upper bound of each basket.
To transmit the hidden data the sender randomly chooses
the packet length from the basket, the receiver determines
the number of the basket and restores the message bits. The
regularity in the distribution of the transmitted message bits
could cause a highly probable detection of the channel.

Hussain improved the technique and designed high capacity
covert channel based on the alteration of packets lengths
and information content in 2011 [20]. Sender and receiver
share periodically updated matrix with elements representing
unsorted packet lengths in normal traffic. The sender using bits
of hidden message determines the matrix row and randomly
chooses the packet length from the row. If the chosen length
belongs to the stego-column, then the data is transferred in
the information content of the packet, otherwise the data is
transferred in the number of matrix row. The receiver finds
the length of gained message in the matrix, detects the transfer
method using the matrix row and recovers bit of the message.
The disadvantage of the channel is that information content of
the packet has to be used as the hidden container and is more
complicated in comparison with the other techniques.

Edekar improved the method in 2013 [22] and realized it
using TCP. Packets lengths in the shared matrix are unique.
Each matrix element a is associated with the binary vector
(v, y), where v = 1 ⇔ a belongs to the stego-column and
y = 1 ⇔ a belongs to the stego-row. Then if (v, y) = (1, 1)
the packet is ignored; if (v, y) = (1, 0) data is transferred
in the packet information content; if (v, y) = (0, 0) data is
transmitted in the number of the matrix row; if (v, y) = (0, 1)
data is transferred in the number of the matrix row and the
packet information content.

The way to eliminate covert channels based on length of
transferred packets modulation is to equalize packets lengths

and send packets with maximum length. However, the tech-
nique essentially diminishes the capacity of a communication
channel. To limit a covert channel capacity, the random in-
crease of packet lengths and generation of dummy packets can
be used. Kiraly suggested the realization of the methods based
on IPsec in 2008 in order to make traffic nontraceable [23].

However, a technique to choose the quantitative characteris-
tic of the methods in order to keep balance between capacity of
covert and communication channels has not yet been proposed.
The authors of this paper offer an approach to gain it.

III. THE COVERT CHANNEL SCHEME

Let the lengths of transferred packets possess the values
from lfix to lfix + L. The disjoint sets L0 and L1 are given
and {

L0 ∪ L1 = NL+lfix
\Nlfix−1,

| L0 |=| L1 | (1)

where Na stands for the set of positive integers from 1 to a.
Further, we consider a method to build a binary covert

channel. In order to transfer «0» the sender communicates
a packet with length l ∈ L0, to transfer «1» the sender
communicates a packet with length l ∈ L1. It is obvious that
the capacity of such a channel without counteraction is equal
to 1 bit per packet. A large-scale site loses about 26 Gb of data
annually if there is a covert channel with such a capacity [24].

If the symbol distribution in a transmitted message sim-
ulates a uniformly distributed random sequence (e.g. cryp-
tographic keys sending), a random equiprobable choice of
packets lengths from L0 and L1 leads to equally probable
random distributed lengths of transmitted packets. Moreover,
L0 and L1 could be periodically changed multisets so that a
random choice of packets lengths from L0 and L1 induces the
distribution of packets lengths to be close to the empirically
obtained distribution of normal traffic.

To build such a covert channel, the sender must have one
of the following possibilities:

• to modify lengths of transmitted messages;
• to form packets with undefined lengths;
• to buffer packets to be sent and transfer them to a channel

at a specified moment.
The investigation proposes a technique to limit the capacity

of covert channel based on random traffic padding. After i
data packets have been sent, random length dummy packets
are created, the number of packets i between dummy packets
is the value of random variable that is uniformly distributed
at the Nk, k ∈ N where k is the parameter of a counteraction
tool. Let µ be the capacity of a communication channel, then a
counteraction tool decreases the capacity of a communication
channel and it equals

k + 1

k + 3
µ. (2)

The countermeasure using traffic padding generation after
equal number of packets passed is not resistant against the
attack of traffic padding tracing. If the violator detects traffic
padding ones, data transmitting via covert channel has no
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errors and can be processed without synchronization. The
investigated countermeasure is resistant to this type of attack.

After a dummy packet is received, the mismatch between
the hidden sender and hidden receiver takes place. To negotiate
this fact SOF packets [25] are utilized after transferring T −1
packets within a covert channel. A receiver fixes T−1 packets
gained after SOF packet and waits for the next SOF packet.
Thus, T is the parameter of a covert channel which estimates
the synchronization frequency.

IV. THE CAPACITY OF THE COVERT CHANNEL

In 1987 Millen was the first to suggest the use of in-
formation theory to estimate a capacity of covert channels
with noise [26]. The investigation was continued by Ventakra-
man [27]. The authors determine network covert channels and
analyze techniques to audit and limit a capacity of covert
channels utilizing indirect routing.

The capacity C of the investigated covert channel is

C = max
X

I(X,Y ) (3)

where I(X,Y ) is the mutual information of random variables
describing the input and output properties of the covert channel
properly, the dimensionality of covert channel capacity is one
bit per packet.

Let us consider the case when synchronization is done
more rarely than a dummy packet sending, i. e. T > k.
After a dummy packet is received, mismatch between sender
and receiver occurs, therefore identification of the following
received bits would be wrong until the next synchronization
happens. Consequently, in order to build a covert channel the
inequality T < k + 1 is required.

Let the synchronization be not less frequent than dummy
packet sending, i. e. T < k + 1. Corresponding choice of
parameters is explained in Fig. 1.

Fig. 1. The scheme of data transfer in the covert channel (T = 3, k = 5)

Since each T -th packet sent via a covert channel is not a data
packet but a synchronization packet, the mutual information
can be calculated using the following formula

I(X,Y ) =
T − 1

T
I∗(X,Y ) (4)

where I∗(X,Y ) is a mutual information of random variables
describing the input and output properties of a covert channel
without synchronization accordingly.

The mutual information I∗(X,Y ) is equal to the form of

I∗(X,Y ) = H(Y )−H(Y |X) (5)

where the entropy of random variable Y is

H(Y ) = −
∑

y∈{0,1}
p(y) log2 p(y), (6)

the conditional entropy of random variable Y comparatively
to random variable X is expressed as

H(Y |X) =

= −
∑

x∈{0,1}

(
p(x)

( ∑

y∈{0,1}
(p(y|x) log2 p(y|x))

))
. (7)

Since sizes of sets L0 and L1 are equal and lengths of
passing through the covert channel dummy packets are chosen
randomly and equiprobable, then

H(Y ) = 1. (8)

Whereas the values of conditional probabilities p(x|y),
x, y ∈ {0, 1} depend on the number of packets sent via a
covert channel between the moment of synchronization and the
moment of dummy packet receiving, the mutual information
I∗(X,Y ) can be found using the following formula

I∗(X,Y ) =

(
k−T+2

2

)
+

T−2∑
i=0

(
(k − i)(1−Hi(Y |X))

)

(
k+1
2

) (9)

where Hi(Y |X) is the conditional entropy of random variable
Y compared to random variable X and it is evaluated when
i packets received between a moment of synchronization and
the dummy packet’s arrival.

The mutual information I(X,Y ) could be estimated as

I(X,Y ) =
(T − 1)

((
k−T+2

2

)
+ kS1(T )− S2(T )

)

T
(
k+1
2

) (10)

where

S1(T ) =

T−2∑

i=0

(1−Hi(Y |X)), (11)

S2(T ) =
T−2∑

i=0

i(1−Hi(Y |X)). (12)

Since

Hi(Y |X) = −
(
T − 1− i

2(T − 1)
log2

T − 1− i

2(T − 1)
+

+
T − 1 + i

2(T − 1)
log2

T − 1 + i

2(T − 1)

) (13)

then
S1(T ) = −(T − 1) log2(T − 1)+

+
1

2(T − 1)

( T−2∑

i=0

f+(i) +
T−2∑

i=0

f−(i)
)
,

(14)
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S2(T ) =
1

2(T − 1)

( T−2∑

i=0

f2,+(i)−
T−2∑

i=0

f2,−(i)+

+(T − 1)
T−2∑

i=0

f+(i)− (T − 1)
T−2∑

i=0

f−(i)
)
,

(15)

where
f+(i) = (T + i− 1) log2(T + i− 1), (16)

f−(i) = (T − i− 1) log2(T − i− 1), (17)

f2,+(i) = (T + i− 1)2 log2(T + i− 1), (18)

f2,−(i) = (T − i− 1)2 log2(T − i− 1). (19)

In order to analyze functions f+(i), f−(i), f2,+(i), f2,−(i)
we will examine analogue variable ĩ, ĩ ∈ [0, T − 2] instead of
discrete variable i, in which case f+(̃i), f2,+(̃i) are strictly
increasing and f−(̃i), f2,−(̃i) are strictly decreasing defined
and continuous functions in the interval [0, T − 2]. Then the
values of the following forms

T−2∑

i=0

f+(i),
T−2∑

i=0

f−(i),
T−2∑

i=0

f2,+(i),
T−2∑

i=0

f2,−(i) (20)

could be approximated by means of functions f+(̃i), f−(̃i),
f2,+(̃i), f2,−(̃i) integrating in the interval [0, T − 2] accord-
ingly.

Now we explain how to gain the approximate value of the

sum
T−2∑
i=0

f2,+(i) and the other sum can be estimated in a

similar,

T−2∑

i=0

f2,+(i) ≈
T−2∫

0

f2,+(̃i)dĩ+ f2,+(T − 2)−

−
T−3∑

j=0

f2,+(j + 1)− f2,+(j)

2
=

T−2∫

0

f2,+(̃i)dĩ+

+
f2,+(0)− f2,+(T − 2)

2
.

(21)

Values of the integrals could be found using the variable
substitution and integration by parts

T−2∫

0

(T + ĩ− 1)2 log2(T + ĩ− 1)dĩ =

=| T + ĩ− 1 = p |=

=

2T−3∫

T−1

p2 log2 pdp =
1

3

2T−3∫

T−1

log2 pd(p
3) =

=
1

3
(p3 log2 p)

∣∣∣
2T−3

T−1
− 1

3

2T−3∫

T−1

p3d(log2 p) =

=
(1
3
p3 log2 p−

p3

9 ln 2

)∣∣∣
2T−3

T−1
.

(22)

It follows that

I(X,Y ) ≈
(T − 1)

((
k−T+2

2

)
+ kA(T ) +B(T )

)

T
(
k+1
2

) (23)

where
A(T ) =

2T − 3

2
log2

2T − 3

T − 1
− T − 2

2 ln 2
, (24)

B(T ) = −
(
T − 1

2

)
log2(T − 1)−

− (T − 1)2 log2(T − 1)

6
+

(T − 2)2

12 ln 2
−

− (2T − 3)(2T 2 − 6T + 3) log2(2T − 3)

12(T − 1)
.

(25)

Graphs of function I(X,Y ) from k where T ∈ {2, 3, 4} are
illustrated in Fig. 2.

Fig. 2. I(X,Y ) function as a function from k graph, T ∈ {2, 3, 4}

To build a covert channel the parameter T is chosen while
I(X,Y ) has a maximum value. Fig. 2 shows that when
k ∈ {2, ..., 6}, parameter T should be equal to 2, when
k ∈ {7, ..., 14}, parameter T should be equal to 3.

V. THE PRACTICAL USING OF THE OBTAINED RESULTS

Let functioning of a covert channel with capacity less than
vmax has no influence upon security (the dimensionality of
vmax is one bit per sec) and the capacity of communication
channel is µ bits per sec. Hence if the average length of
transmitted packets is l̄ bits, then the residual communication
channel capacity is

(k + 1)µ

(k + 3)l̄
(26)

packets per sec. In case of the full using of the communication
channel by the sender and the receiver the capacity of the
covert channel is

v =
(k + 1)µC

(k + 3)l̄
(27)

bits per sec, where C is the capacity of covert channel with the
dimensionality bits per packet. Therefore when the allowable
capacity of covert channel in limited, the following inequality
is true

v ≤ vmax. (28)
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For example, according to [4] the functioning of a covert
channel with capacity less than vmax = 100 bits per sec
can be acceptable in some cases. Let the capacity of the
communication channel be µ = 100 Mbits per sec (standard
100Base-T). The maximum length of IP packet is 65535 bytes,
from which 20 bytes is a header length (lfix = 20 bytes and
L = 65515 bytes). Then the average length of sending packets
is l̄ = 262220 bits in case of random equipropable choice of
packets lengths from equinumerous sets L0 and L1.

Table I presents the relation between parameters of the
covert channel and the counteraction tool (the symbol «*»
means that the value of v is round up to 2 digits).

TABLE I
RELATION BETWEEN PARAMETER OF COVERT CHANNEL, PARAMETER OF

COUNTERACTION TOOL AND CAPACITY OF COVERT CHANNEL

k T C v
2 2 0,17* 41
3 2 0,25 67
4 2 0,30 86
5 2 0,33* 100
6 2 0,36* 112
7 3 0,38* 122

Table I shows that in order to limit the capacity of covert
channel up to 100 bits per sec the parameter of counteraction
tool should be k = 5.

VI. CONCLUSION

In this work the capacity of a packet size covert channel
was examined using the information theory statements. The
counteraction tool based on random traffic padding generating
was designed. We proposed selecting the parameter of the
counteraction tool when an allowable covert channel capacity
is given.

The topic of the further work is to estimate the residual
capacity in multi-symbol covert channels with traffic padding
and to investigate the technique to limit covert channel capac-
ity by random increase of packets sizes.
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Abstract—In Europe, measuring instruments subject to legal
control are responsible for an annual turnover of 500 billion
Euros and need to pass a conformity assessment with respect
to European directives or national legislation before they can
be used. Today, measuring instruments are frequently integrated
into open networks and even branch into the areas of cloud
computing and Internet of Things. Since software is one of the
key components of such devices, Germany’s national metrology
institute, the Physikalisch-Technische Bundesantalt, is developing
a method to assess the risks and evaluate current threats
associated with software. The method uses the structure of and
combines elements from the international ISO/IEC standards
27005 and 15408. It could be helpful for conformity assessment
bodies and industry alike and supports the comparability of
risk assessment results. Despite its focus on legal metrology,
the method is applicable to other areas where software risk
assessment is required, too.

I. INTRODUCTION

CERTAIN types of measuring instruments, like gas meters,
taximeters, fuel pumps and grain moisture meters are

subject to legal control in the European Union. Before making
them available on the market, such measuring instruments have
to undergo a conformity assessment according to the Measure-
ment Instruments Directive (MID) 2014/32/EU [1]. The entire
area of measuring instruments even including individual mea-
surements regulated by either national or European legislation
is referred to as legal metrology. According to estimations,
about four to six percent of the gross national income in
European countries is accounted for by legal metrology. In
Germany alone, 130 million of such instruments are installed.
These are responsible for economic transactions worth roughly
157 billion Euros each year. For a more detailed description
of the role of legal metrology in general see [2].

In most cases, the conformity assessment is performed
by so-called Notified Bodies, which have proven that they
have at their disposal ”(a) personnel with technical knowl-
edge and sufficient and appropriate experience to perform the
conformity assessment tasks, (b) descriptions of procedures
in accordance with which conformity assessment is carried
out, ensuring the transparency and the ability of reproduction
of those procedures“ [1]. One such Notified Body that per-
forms conformity assessments is the Physikalisch-Technische
Bundesanstalt (PTB), Germany’s national metrology institute.
The assessment itself is conducted according to a combination
of modules (A to H1) which encompass different roles for

manufacturers and Notified Bodies [1]. For most of these
modules, a new general requirement has been introduced in
2014 concerning the submitted manufacturer’s documentation.
It states, ”The documentation shall make it possible to as-
sess the instrument’s conformity to the relevant requirements,
and shall include an adequate analysis and assessment of
the risk(s).“ Such a risk assessment does not only need to
cover the physical measuring instrument itself but also the
metrologically relevant software running on it. In this context,
harmonization between European Notified Bodies obviously
becomes necessary to ensure fair and comparable software risk
assessment within the common trade zone. In this paper, an
approach for software risk assessment is presented that

• makes use of established international standards as far as
possible and

• identifies risks with reproducible numeric values to better
ensure comparability between evaluation results.

The remainder of the paper is structured as follows: In
Section II, a literature overview covering other methods in
the field of software risk assessment is provided. In order
to obtain reproducible analysis results, a clear definition of
assets and threats to these assets is required. A derivation of
such assets from the requirements of the MID is, therefore,
provided in Section III. An algorithmic description of the
risk assessment approach proposed here, may be found in
Section IV. Afterwards, the new approach is compared with
other existing methods based on two real-world examples in
Section V. Section VI summarizes the paper and provides an
overview of planned future work.

II. OVERVIEW OF EXISTING METHODS

Before giving a list of reference approaches to software risk
assessment, it is necessary to clearly identify what kind of
risk assessment is required in the context of the MID. The
directive establishes a common baseline by listing a number
of essential requirements which all measuring instruments
have to fulfill. Since the most important target of the MID
is to ensure free and fair trade as well as to protect the
consumer, these essential requirements are mainly targeted at
protecting measuring results from accidental and intentional
manipulation and to make both correct measuring results and
detected manipulations traceable. Further details may be found
in Section III. In this context, the term risk can be seen as the
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product of the probability that the essential requirements are no
longer met and the legal impact resulting from such a breach
of the MID. It is important to note, that no financial loss needs
to be associated with the risk, instead, the sole basis for the
analysis are the essential requirements.

A. ISO/IEC 27005

Probably most important to mention is the ISO/IEC 27000
family of standards which covers all aspects of an information
security management system (ISMS). According to ISO/IEC
27005 [3], ”risk is a combination of the consequences that
would follow from the occurrence of an unwanted event and
the likelihood of the occurrence of the event.“ Thus, three
different components are needed to calculate risk, namely

• a list of unwanted events,
• consequences resultig from such events,
• and the likelihood of occurence of individual events.

In order to derive all three components [3] gives details on gen-
eralized procedures to conduct risk assessment. The standard
places risk assessment in a logical chain comprising context
establishment, risk assessment, and risk treatment, where risk
assessment consists of risk identification, risk estimation, and
risk evaluation.

During the risk identification phase, assets are to be iden-
tified first. These are derived from a ”list of constituents with
owners, location, function“, resulting in a list of assets to be
managed. Afterwards, for each possible asset, threats are col-
lected based on information from reviewed incidents, accounts
from asset owners, and possibly external threat catalogs. These
threats correspond to the ”unwanted events“ mentioned above.
The next step consists of identifying existing risk control
mechanisms which could, for instance, be determined from
the provided documentation. Risk identification is completed
by an identification of vulnerabilities which can be used to im-
plement certain threats. In this context, a vulnerability can only
cause harm if it can be used to realize a threat. Equivalently,
threats without a corresponding exploitable vulnerability do
not pose a risk.

The next part of ISO/IEC 27005, concerned with risk
estimation, is likely the most relevant in the context of this
paper. The standard considers both qualitative and quan-
titative approaches to calculate risk probability, where the
quantitative approach ”uses a scale with numerical values
for both consequences and likelihood, using data from a
variety of sources.“ Such numerical values are a prerequisite
for ensuring comparability among risk assessment results for
different products conducted by different examiners. To derive
at actual probabilities, ISO/IEC 27005 first assigns certain
impacts or consequences to incidents that could result from
realized threats by means of exploited vulnerabilities. Possible
examples of impacts include loss of confidentiality of certain
assets as well as a breach of asset integrity. In a final step,
the probability, with which a threat is realized, is estimated.
Important factors, in this context, are the frequency at which
certain threats occur in real life and the difficulty of exploiting
a vulnerability. For intentional exploitation of threats, ISO/IEC

27005 suggests a valuation of motivation and capabilities,
resources available to the attackers as well as the perception of
individual vulnerabilities. This approach will later be revisited
in Section IV where certain aspects of ISO/IEC 27005 are
reflected in the risk assessment approach presented here. Nev-
ertheless, the standard does not prescribe a reference model to
calculate individual numeric threat probabilities. The choice
of such a model is instead left up to the user of the standard.
One possible method to calculate risks quantitatively may, for
instance, be found in [4], where the author proposes to define
risks as probability functions that describe the likely gains or
losses obtained from security incidents. The final components
of risk assessment according to ISO/IEC 27005 are evaluation
of the risk level and risk evaluation. The aim of these steps is
to prioritize the identified risks according to the predetermined
evaluation criteria.

B. WELMEC Guide 5.3

In order to harmonize the work of Notified Bodies in
Europe, a number of non-mandatory guides have been es-
tablished within the European Legal Metrology Cooperation
(WELMEC). The guide 5.3 ”Risk Assessment Guide for
Market Surveillance: Weigh and Measuring Instruments“ deals
with risk assessment from a market surveillance perspective
and originates from Regulation 765/2008/EC [5]. Its main
goal ”is to understand the impact the instrument will have
on the end user/consumer“ [6]. The guide establishes a list of
evaluation criteria which should help ”the market surveillance
authority to define priorities and to determine the choice of
strategies to achieve their goals.“ Since the guide is solely
targeted at market surveillance authorities, the expected impact
is not clearly defined but rather encompasses everything from
”economic implications, public health, consumer confidence
[to] legal issues“ [6]. Even if only legal issues are considered,
the spectrum of the guide is still too broad to objectively
evaluate software in measuring instruments. Instead, the guide
provides a clear rule to eventually calculate the risk associated
with non-compliance but does not provide means for calculat-
ing individual threat probabilities.

C. Van Deursen et al. ”Source-Based Software Risk Assess-
ment“

One approach, that does not have this shortcoming, is the
one by van Deursen et al. in [7]. There, risk assessment is
defined as ”an independent assessment of the risks involved
in building, operating or maintaining a software system.“ The
method then calculates the risk based on so-called primary
and secondary facts, where primary facts are data acquired
through automatic source code analysis and secondary facts
are obtained using user questionnaires. The primary facts are
mainly needed to identify subsystems that show features not
usually found in software systems. After the primary facts
have been used to validate the secondary data, a final result
can be computed. This method could readily be adapted for
the use in legal metrology. However, source code is usually
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not a required part of the documentation for MID conformity
assessment.

D. Foo et al. ”Software Risk Assessment Model“

Another method to objectively evaluate and compare risks
associated with software was presented by Foo et al. in [8].
There the basic abstraction technique used by the authors is a
software risk assessment model (SRAM) which is constructed
based on an extensive questionnaire to be answered by the
risk assessor of a software product. Within [8] the term risk is
defined as ”factors that may cause late delivery, cost overrun or
low quality of a software product.“ Nevertheless, the authors
list the productive level of the staff, flexibility of the delivery
schedule and most importantly complexity of software as
having a significant impact on the risk evaluation. In the
context of a MID conformity assessment, the first two sources
of information are of no importance since the MID is not
concerned with business processes. The complexity of the
software can again not be used due to lack of available in-
formation. Moreover, the risk assessor required by the SRAM
approach needs to have access to resources such as source code
and error statistics that are not available to a MID evaluator.
For comparison, a description of a risk assessment approach
for measuring instruments with a similar scope covering the
entire life cycle of a device can be found in [9].

E. Sadiq et al. ”Software Risk Assessment and Evaluation
Process (SRAEP) using Model Based Approach“

In [10] a different software risk assessment method was
proposed that is also model-driven. Sadiq et al. therein describe
the Software risk assessment and evaluation process (SRAEP)
which is based on the software risk assessment and evaluation
model (SRAEM). Their approach is targeted at highlighting
threats to the success of a software project rather than threats to
a finished software product. Nevertheless, a number of useful
formalized steps are included in their method which shall be
reused later. For this reason, the basic steps of the SRAEP
will be revisited here.

According to the authors the motivation for using a model-
based assessment strategy is two-fold:

• With the help of a model, precise descriptions of the
target system, its context, and security features can be
formulated. These are prerequisites for performing risk
assessments.

• The modeling technology facilitates a more precise doc-
umentation of risk assessment results and of the assump-
tions on which their validity depends. This is expected to
reduce maintenance costs by increasing the possibilities
of reuse of the documentation.

The SRAEP itself can be divided into two steps: the identifica-
tion of a context for the analysis and the identification of risks
themselves. Sadiq et al. here split the context identification
into an identification of areas of concern, a description and
evaluation of assets, and, finally, an identification of security
requirements. These three steps will be used again during
asset derivation, see Section III, and in the risk assessment

method that is proposed here as described in Section and IV.
Before beginning with the risk analysis, the SRAEP requires
an evaluator to acquire detailed knowledge of the analysis
target. Based on this knowledge, all security issues related
to software should be discussed making reference to common
vulnerabilities or the results of tool-based vulnerability checks.

F. ISO/IEC 15408 (Common Criteria)

An international standard for software security that explic-
itly does not address risk assessment is ISO/IEC 15408 also
known as the ”Common Criteria“ (CC) [11]. In the CC, a set of
functional security requirements is defined, which can be used
to describe both product requirements in the form of Protection
Profiles and product specifications in the form of Security
Targets. An implemented Security Target, i.e. a product to
be tested, is referred to as a Target of Evaluation (TOE). The
standard also provides a list of assurance components, a chosen
subset of which is also included in said Protection Profiles and
Security Targets. These assurance components are then used to
validate the design, the development, and finally the completed
IT product itself. In which manner the assurance components
are to be checked is not described in the CC themselves but
rather in the Common Evaluation Methodology (CEM) [12]
which accompanies the CC. Two building blocks from the CC
with details provided in the CEM are of special interest here:
Firstly, each Security Target includes a Security Problem
Definition in which assets to be protected are identified.
The CC initially list primary assets that represent objects
or information of a given value whose authenticity, integrity
or availability are to be protected. Certain aspects of an IT
product can also become assets themselves when they play
an integral role in realizing security functionality. These are
referred to as secondary assets. Both types of assets are
examined and listed in the security problem definition. Af-
terwards, possible threat agents and adverse actions that could
be executed on the assets are investigated and described in a
semi-formal manner. The combination of threat agent, asset,
and adverse action is referred to as a threat. This construct
will here again be used since it facilitates the implementation
of reproducible risk assessment results.
Secondly, one part of validating a Security Target consists
of a so-called vulnerability analysis which is specified in the
CC’s AVA_VAN class. The assurance components associated
with this class allow an examiner to execute both white
box and black box tests on the Security Target based on
the knowledge acquired during the evaluation procedure. The
vulnerability analysis uses a point score, where each adverse
action to be executed on an asset is evaluated with respect
to five different aspects ranging from the time required to
the equipment needed to implement an attack, for details
see Section IV. In each category mentioned a point score is
determined. Based on the total sum of all points the TOE’s
resilience to an attack is checked. This is done with the aid of
matrix, details on which will also be provided in Section IV.
More information concerning the general mechanisms of the
vulnerability analysis will be given there as well.
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G. ETSI TS 102 165-1

The European Telecommunications Standards Institute
(ETSI) in an international non-profit organization that pub-
lishes industrial standards in the area of telecommunications
systems. These are targeted at manufacturers of communica-
tion equipment and network operators. One of these standards
is ETSI TS 102 165-1 ”Telecommunications and Internet
converged Services and Protocols for Advanced Networking“
[13] (TISPAN), where in part 1 ”Method and proforma
for Threat, Risk, Vulnerability Analysis“ are detailed. The
so-called technical specification describes a risk assessment
approach consisting of nine individual steps that comprise
everything from a definition of the device to be examined
(TOE) up to the establishment of risks and an identification
of countermeasures. The method starts by defining clearly
the boundaries of the TOE and by identifying its security
functionalities using terminology from the common criteria.
Afterwards, all assets are identified. In [13] these have to fall
into one of the following categories: equipment, human assets
or information stored. It will be shown in Section IV that this
definition is to narrow for most applications outside the area
of communication systems. Moreover, the standard does not
describe a way to derive abstract assets resulting, for instance,
from legal requirements. Next, possible ”attack interfaces“
are identified that a threat agent can use to implement a
threat. In order to assess the likelihood of occurrence for an
individual threat, elements from the CC’s AVA_VAN class
are used as described earlier. Details on the method may
be found in Section IV. According to [13], ”threats to a
telecommunications system are fairly restricted and fall into
a small set of easily identified operations.“ Consequentially,
[13] only lists a very small number of possible threats namely
interception, manipulation, repudiation, and denial of service.
While well suited to the area of telecommunication networks,
these are to limited for general-purpose IT devices. The same
is true for the definition of threat agents where [13] only allows
a very small number of different roles. Finally, impact in the
context of TISPAN is defined as a function of the intensity
of an attack. For measuring instruments, as discussed here, a
different definition is needed which will be given in Section
III. Nevertheless, the method has certain properties which are
of use to the scenario discussed here:

• calculation of the probability of an attack based on the
AVA_VAN class from the CC,

• evaluation of impact and attack likelihood based on
simple numeric scores (1 to 3 points),

• extension of the AVA_VAN class to account for multiple
attacks being executed simultaneously.

III. FORMAL DERIVATION OF SECURITY REQUIREMENTS
FROM THE DIRECTIVE 2014/32/EU

Before beginning with the algorithmic description of the
new risk assessment method for software itself, a specific set
of assets and associated security properties for measuring in-
struments will be derived here. These will later be reused in the

experimental evaluation. The derivation should be seen as an
example on how to formalize legal or contractual requirements
with respect to software. In application scenarios not related
to the conformity assessment of measuring instruments, other
assets such as human health or monetary values etc. would,
of course, be used. The latest version of the MID lists several
requirements relating to software as plain text, which will be
formalized here.

A. Exemplary Asset Derivation

The actual procedure of defining security requirements
based on legal specifications will be highlighted with an
example: Annex I of the MID lists so-called essential re-
quirements for measuring instruments that have to be fulfilled
before putting them on the European market. As an example
clause 8.4 will be used here. It reads, ”Measurement data,
software that is critical for measurement characteristics and
metrologically important parameters stored or transmitted shall
be adequately protected against accidental or intentional cor-
ruption.“ [1, L 96/173]
The requirement specifically mentions three asset candidates,
namely measurement data, software that is critical for mea-
surement characteristics, and metrologically important param-
eters stored or transmitted. All three assets are required to be
protected against accidental or intentional corruption. Firstly,
this can be interpreted as a requirement for guaranteeing
integrity of these assets. Secondly, however, an intentional
replacement of a parameter set also represents a viable way
to invalidate parameter integrity. Thus, authenticity of said
assets also appears to be required. This is not specifically
mentioned in the MID but is common understanding among
Notified Bodies [14]. Consequentially, the assets measurement
data, software critical for measurement characteristics, and
metrological parameters are associated with the security prop-
erties of integrity and authenticity. Availability of the software,
however, is not mandatory since an instrument with no running
measurement software cannot produce false measuring results.
Another requirement related to software can be found in
Annex I of the MID, clause 7.6. It states, ”When a measur-
ing instrument has associated software which provides other
functions besides the measuring function, the software that is
critical for the metrological characteristics shall be identifiable
and shall not be inadmissibly influenced by the associated
software.“[1, L 96/173] Again, two assets are specifically
mentioned. The first is the identification of the software. The
second one is an inadmissible influence by other software
which is not a physical object or an IT object itself but
rather is a property of the software. In the language of the
CC, prohibiting external influence on the software can be
expressed by stating, that the inadmissible influence shall be
unavailable. This again enables the use of a fixed scheme
to describe security functionality by identifying dedicated
security properties associated with an asset.
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B. Complete List of Assets

An overview of all MID requirements for software in
measuring instruments may be found in Table I. The two
examples discussed here are listed there for completeness as
well.

Apart from the measurement software itself, the assets to be
protected include an identifier for the software, measurement,
results and parameters that determine the behavior of the
instrument. In addition, the presentation of the measurement
result as well as the presentation of the identifier for the
software have to meet special requirements. Details on how
these requirements are usually fulfilled may be found in [14]
where the paragraphs from the MID are translated into imple-
mentation specific requirements and into so-called acceptable
(technical) solutions. Even though [14] is usually of great
value for both software developers and software examiners, it
will not be used here since the new risk assessment procedure
(see Section IV) aims to be generic and independent from a
limited number of established technical realizations.

IV. ALGORITHMIC DESCRIPTION OF THE RISK
ASSESSMENT PROCEDURE

The risk assessment method described in this paper follows
the structure defined in [3] and consists of three main parts,
namely identification of assets, identification of attack vectors,
and calculating the probability of occurrence for an individual
attack. Each of these will now in turn be described. A flowchart
that links all three parts and incorporates details for each step
may be found in Figure 1.

A. Identification of Assets

As has been detailed in Section III, assets to be protected
can be derived directly from the legal requirements for measur-
ing instruments as laid down in the MID. This is in accordance
with [3], which states that the risk evaluation process can take
”legal and regulatory requirements, and contractual obliga-
tions“ into account and should also consider the ”criticality
of the information assets involved“. In addition to the asset
definition, one or more attacker models are needed, see upper
right corner of Figure 1. In the simplest case, a Notified Body
will assume all market players to be untrustworthy with equal
motivation to manipulate measurement results and measuring
instruments. This includes manufacturers or distributors of
such devices, users or maintainers, and customers. These only
differ in their respective capabilities to implement an attack.
Subsequently, the risk assessment procedure can use the mar-
ket player with the most detailed knowledge and with the high-
est skills (normally manufacturer or user) as a representative
model. The basic structure for both the attacker model and the
formulation of adverse actions may be found in the Security
Problem Definition as described in [11]. When examining
an individual measuring instrument, it may make sense to
individually differentiate between attackers/authenticated users
with different levels of access. If the authentication data is
available to any of the market operators mentioned, then the
highest access rights granted to any of these will be allocated
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adverse action Y on asset Z."

"Threat agent X performs

definition (CC part 1 SPD)

definition + impactimpact

threat

(CC part 1 SPD)
threat agents assets to be protected

(CC part 1 SPD)
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(CC part 1 SPD)

secondary assets
(CC part 1 SPD)(CC part 1 SPD)

primary assets

Fig. 1. Flowchart of the proposed risk assessment procedure. The notes
on the right hand side indicate the division into the three main steps of the
method.

to the modeled attacker. The only entity to be considered
trustworthy in this context is the market surveillance which
may hold administrator level authentication data for certain
devices.

Yet another action to be performed during the asset iden-
tification phase is the collection of certain adverse actions
that can cause harm to the assets. Here again, a generic
approach from the CC [11] can be used: Each modeled attacker
may harm any of the identified assets by invalidating one or
more of their security properties, i.e. availability, integrity or
authenticity as applicable. Such an adverse action may then
read for example, ”An attacker with the access rights of a
local administrator manages to invalidate the availability of
the proof of an intervention.“ The formulation of a complete
threat may be found within the dashed box in Figure 1.
The complete set of possible adverse actions derived from
these basic combinatorics then only has to be checked for
consistency and for possible duplicates. In a final step, the
implemented attack, consisting of an adverse action and an
attack vector, will be assigned an individual impact score
between 1 and 5. Since all legal requirements are generally
assumed to be equally important, the highest score (5) will
usually be used. A smaller score will only be chosen if the
attack only applies to a single measurement or can later be
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TABLE I
REQUIREMENTS FROM THE MID [1] RELATING TO SOFTWARE AND THEIR FORMALIZATION AS ASSETS AND SECURITY PROPERTIES. THE NUMBERS IN

BRACKETS AFTER EACH ASSET (A1 TO A10) REPRESENT THERE UNIQUE IDENTIFIER.

Requirement in the MID [1] Annex I Asset Security Property
7.6 ”When a measuring instrument has associated software which provides other
functions besides the measuring function, the software that is critical for the
metrological characteristics shall be identifiable and shall not be inadmissibly
influenced by the associated software.“

identification of the soft-
ware (A9)

availability, integrity

inadmissible influence on
the software (A5)

unavailability

8.1 ”The metrological characteristics of a measuring instrument shall not be influenced
in any inadmissible way by the connection to it of another device, by any feature of the
connected device itself or by any remote device that communicates with the measuring
instrument.“

inadmissible influence on
the software (A5)

unavailability

8.3 ”Software identification shall be easily provided by the measuring instrument.“ presentation of the soft-
ware identification (A10)

availability

8.3 ”Evidence of an intervention shall be available for a reasonable period of time.“ evidence of an interven-
tion (A2)

availability, integrity

8.4 ”Measurement data, software that is critical for measurement characteristics and
metrologically important parameters stored or transmitted shall be adequately
protected against accidental or intentional corruption.“

measurement data (A3) integrity, authenticity
software critical
for metrological
characteristics (A1)

integrity, authenticity

metrologically important
parameters (A4)

integrity, authenticity

10.1 ”Indication of the result shall be by means of a display or hard copy.“ indication of the result
(A6)

availability, integrity

10.2 ”The indication of any result shall be clear and unambiguous and accompanied
by such marks and inscriptions necessary to inform the user of the significance of the
result.“

marks and inscriptions
(A7) accompanying the
indication of a result

availability, integrity

11.1 ”A measuring instrument other than a utility measuring instrument shall record
by a durable means the measurement result accompanied by information to identify
the particular transaction, when: the measurement is non-repeatable; and the measuring
instrument is normally intended for use in the absence of one of the trading parties.“

record of a measurement
result (A8)

availability, integrity, authenticity

detected by market surveillance.

B. Identification of Attack Vectors

The second stage of the risk assessment phase is certainly
the least formalized one. It begins with a careful study of
the submitted manufacturer’s documentation of the measuring
instrument to be examined. This process is shown in the
middle section of Figure 1. The evaluator then collects possible
attack vectors consisting of actions to be performed, that would
enable an attacker to realize any of the previously identified
threats. This represents a clear difference to the TISPAN
method detailed in Section II. Some of these attack vectors
may be as simple as trying a number of password combinations
on a keypad in order to gain a higher level of access. Others
may comprise complex cross-site-scripting (XSS) attacks in
conjunction with the preparation of a root kit to take over
a device in the field and subsequently install unapproved
software on the device. One relatively simple attack vector
from this category is the execution of a denial-of-service (DoS)
attack on a measuring instrument connected to the Internet. In
many cases, such an attack will lead to the generation of an
arbitrary number of error messages written to an audit log
which is subject to legal control. Should the log be restricted
in size, an earlier intervention may no longer be traceable
later if the log is flooded with a huge amount of automatically
generated errors. This would be a direct breach of the essential
requirements as laid down in Section III.

C. Calculating Probability Score and Risk Score

Once an adverse action with one or more associated attack
vectors has been identified, it remains to calculate the likeli-
hood with which the attack will actually be implemented, see
lower part of Figure 1. A similar activity is in detail described
in the vulnerability analysis (class AVA_VAN) in [12]. There,
an evaluator estimates the resistance of an IT product (TOE
in the language of the CC) to certain attacks. The evaluation
in [12] is done based on five different scores describing the
resources needed for the attack:

• Elapsed Time (0-19 points)
• Expertise (0-8 points)
• Knowledge of the TOE (0-11 points)
• Window of Opportunity (0-10 points)
• Equipment (0-9 points)

The score for elapsed time represents the amount of time
required by the selected attacker to implement the chosen
attack. A score of 0 usually signifies work of less than a day.
Required work of less than a week would give a point score of
1, whereas a score of 19 represents an estimated work period
of more than half a year. Further examples will be given in
Section V. A table with details on all five score criteria and
additional explanations for the choice of the criteria may be
found in [12, p. 429].

The logarithmic progression of the scores ensures that
with every additional point assigned to an attack, it becomes
significantly more complex to implement. This also means
that the score is more easily reproducible since evaluators
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TABLE II
CALCULATING THE RESISTANCE OF A TOE. THE THIRD COLUMN

MAPPING THE TOE RESISTANCE LEVEL TO THE APPROPRIATE
PROBABILITY SCORE IS NOT PART OF THE ORIGINAL TABLE AS GIVEN IN

[12].

Sum of Points TOE Resistance Probability Score
0-9 No rating 5
10-13 Basic 4
14-19 Enhanced Basic 3
20-24 Moderate 2
>24 High 1

will certainly come up with estimated attack times of the
same magnitude even if the actual times differ slightly. In
the second category (expertise), between 0 and 8 points can
be assigned, where 0 represents layman capabilities and 8
points are given when the attacker needs to be an expert in
more than one field. The third category refers to the required
knowledge concerning the attacked device. Again, a score of
0 is given if only publicly available knowledge is needed,
such as information easily available from the web. 3 points
represent restricted knowledge as might be found in the user
documentation. The maximum of 11 points would stand for
critical inside information only available to employees of
the manufacturer. One very important score criterion is the
window of opportunity available to the respective attacker. In
the case of unlimited access, as would be usual for devices
connected to the Internet, 0 points will be given, where 1 point
signifies easy access. Should access, however, be difficult to
obtain, 10 points can be assigned. In the ideal case, where
access is impossible, no rating is done and the respective attack
vector is removed from the list of candidates. At this point,
there exists a simple way to include the motivation of threat
agents into the score. Should an attacker lack the motivation
to implement a threat even though he is able to realize the
attack vector, the respective threat should be removed from
the list.

When the assignment of score points has been done ac-
cording to the five categories mentioned, the sum total of all
scores is calculated. During a CC evaluation the so-called TOE
resistance is then derived as indicated by Table II. A score
between 10 and 13 points would, for instance, demonstrate a
basic resistance to attacks, while a score above 24 indicates
high resilience. In the context of the CC, the resistance to
attacks would then be used to validate the selected evaluation
assurance level (EAL). Here, however, the resistance rating
is mapped to a probability score between 1 and 5, where 5
represents high probability of occurrence for an attack and 1
states that an attack is very unlikely to occur. The mapping of
TOE resistance to probability score is also shown in Table II.

Calculating the risk associated with a threat subsequently
consists of multiplying the impact score (between 1 and 5)
for the given threat with the probability score of the most
probable attack vector, that could realize the threat:

risk score =
impact score

5
· probability score (1)

touch screen

WINDOWS CE
computer
module

sensor

DC motor

controllerRF cell
RF board

temperature

coard

Fig. 2. High-level schematic for the grain moisture analyzer that was eval-
uated as an illustrative example. Parts lying physically inside the instrument
are surrounded by the dotted line.

Dividing the impact score by 5 simply ensures, that the risk
score is in the range between 1 and 5, too. As will be shown in
the experimental evaluation, the risk score thus calculated can
easily be used to rank risks associated with a single instrument
or even to compare different instruments and their risks with
one another.

V. EXPERIMENTAL EVALUATION AND COMPARISON WITH
OTHER METHODS

A. Grain Moisture Meter

The first measuring instrument that was examined during
evaluation of the proposed software risk assessment method
is a grain moisture analyzer. Such devices usually take a
small sample of grain and calculate the moisture level within
the sample by submitting it to infrared light and observing
the absorbed wavelength spectrum. The relative moisture is
economically important since it has a significant influence
on the price of the grain. In this example, the measuring
instrument is a stand-alone unit that is physically closed
except for a touch screen, the sample inlet, as well as a
serial and a USB port. As an operating system Windows
CE is used. Certain types of grain can be selected via the
touch screen, which is also used to start the measurement
process and to show the current and past measurement results.
In addition, the instrument contains a so-called audit log in
which changes to both software and relevant measurement
parameters are recorded. If an empty USB stick is plugged
into the unit, it will write all available measurement results
together with the respective date and time of the measurement
to the stick. The measuring process can also be started via the
serial port, which uses a proprietary protocol. Through this
protocol measurement results can be read out, too. Access to
the relevant system parameters and to the operating system are
protected by a 6-digit password. A high-level schematic of the
system may be found in Figure 2.
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Based on the described system architecture and the doc-
umentation supplied by the manufacturer, a list of possible
attack vectors can be compiled. The following list is just
a short extract from the complete one and is used here for
illustration purposes:

• A_PASSWORD: An attacker gains access to the admin-
istrator password by trying all 6-digit combinations.

• A_SW_REPLACE: An attacker retrieves the administra-
tor password and replaces the legally relevant software.

• A_INT_SERIAL: An attacker exploits a vulnerability of
the proprietary serial protocol and causes the instrument
to malfunction.

• A_INT_SERIAL_VALUE: An attacker exploits a vul-
nerability of the proprietary serial protocol and manipu-
lates a measurement value by interrupting the measure-
ment.

• A_INT_USB: An attacker manages to install malicious
code on the measuring instrument by disabling the USB-
port’s protection.

For each threat, as described above, an evaluator now has to go
through the list of attack vectors and select those vectors that
can realize the threat. In some cases, a combination of attack
vectors might be necessary. An excerpt from the complete
mapping between threat scenarios and attack vectors can be
found in Table III. Each threat can then be rated individually.
Both the point score for each aspect and its meaning are
supplied in the table as well. The first threat (T1) here is
a replacement of the legally relevant software by a local
attacker. Since the only individual with adequate access to
the measuring instrument is the operator of the device, he is
also assumed to be the most likely attacker. This, of course,
has an influence on the assigned point scores (see Table III).
To realize T1, the attacker first has to retrieve the password
for the operating system. In addition, a software needs to be
written that mimics the behaviour of the approved one without
raising suspicion from customers. The development of such a
software is deemed to be very complex, giving it a time rating
of more than half a year with an associated point score of 19.
In addition, the attacker needs to be an expert in the area of
software development or needs to have access to somebody
who has such skills. The expertise score is therefore set to 6.
Restricted knowledge of the device such as a description of the
system behavior and its components is also required. Finally,
the owner of the measuring instrument has unlimited access
to it and to write software no special equipment aside from an
off-the-shelf PC is required. The sum score for this scenario
is 29, which even in the context of the CC is so high, that
virtually no attack likelihood remains. Table II subsequently
assigns the lowest probability score for this threat.
Subsequently, threats T2 to T5 are rated in the same manner.
Threat T5 has a probability score of 2 which is identical
to those of threats T3 and T4. Nevertheless, the associated
risk score is only 1 since T5 will only affect one single
measurement result and thus has a fairly low impact. For
all other threats, there is no difference between risk and

service remote

POS−device

laptop service

piston
flowmeters

USB

client client

web server

(legally relevant)
application SW

Fig. 3. High-level schematic for the fuel pump calculator that was evaluated
as an illustrative example. Parts lying physically inside the instrument are
surrounded by the dotted line.

probability score since they were classified as having the
highest possible impact score of 5.

B. Fuel Pump

The second measuring instrument, that was evaluated ac-
cording to the new scheme proposed here, is the calculator
unit of a fuel pump. The device communicates externally with
a point-of-sales (POS) device and reads data from a number
of flow piston meters. As an operating system a common
Linux distribution is used. Measurement results are displayed
locally on a seven-segment-display and are also transmitted
over a LAN to the POS device. The communication with
the POS device is unidirectional. Parameters that influence
the metrological behavior of the system and the operating
system can be changed and accessed when a USB stick with
a 32-bit key is plugged into the unit. This key is usually
only in the possession of an authorized inspector. In addition,
the instrument possesses a web server that can be accessed
over the Internet. Through the web interface, the status of the
machine can be queried and parameters can be set.

A rough schematic of the measuring instrument and its
surroundings can be found in Figure 3. With reference to the
documentation supplied by the manufacturer a list of possible
attack scenarios can again be identified. The easiest way of
deriving meaningful attack vectors is focusing on interfaces
available to the outside world. Here, these include both the
USB port and the communication with the POS device as well
as the web interface. The communication with the POS device
is physically sealed since it is also under legal control. The
USB port is easily accessible for the owner of the pump, while
the web interface is freely accessible for anybody in possession
of the IP address. The web server in question, as a commonly
used IT product, has several entries in the public CVE database
[15] which is maintained by MITRE, a non-profit company
operating multiple research and development centers financed
by the US government. The database provides an extensive list
of known vulnerabilities for virtually all software components
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TABLE III
EVALUATION OF A SMALL NUMBER OF SELECTED THREATS ACCORDING TO THEIR ATTACK VECTOR FOR THE EXAMPLE NO. 1 ”GRAIN MOISTURE

ANALYZER“

Threat Description Im-
pact

Attack
Vector

Elapsed
Time

Exper-
tise

Knowledge
of the TOE

Window of
Opportu-

nity

Equip-
ment Sum Score Risk

T1

Local admin (S1)
invalidates integrity or
authenticity of the
metrological software
(O1).

5
A_SW_

RE-
PLACE

(>180d)
19

(expert)
6

(restricted)
3

(unlimited)
0

(stan-
dard)

0
28 1 1

T2

Local admin (S1)
invalidates the
availability of the
evidence of an
intervention (A2).

5 A_INT_
SERIAL

(>30d)
4

(profi-
cient)

3

(sensitive)
7

(unlimited)
0

(special-
ized)

4
18 3 3

T3
Local admin (S1)
invalidates the integrity
of the metrological
parameters (A4).

5

A_INT_
SE-

RIAL_
VALUE

(>60d)
7

(expert)
6

(sensitive)
7

(unlimited)
0

(special-
ized)

4
24 2 2

T4

Local admin (S2)
invalidates the
availability of the
evidence of an
intervention (A2) by
deleting the evidence.

5 A_PASS
WORD

(>180d)
19

(lay-
man)

0

(restricted)
3

(unlimited)
0

(stan-
dard)

0
22 2 2

T5

Local admin (S2)
invalidates integrity,
authenticity or
availability of a
measurement result
(A8).

2 A_INT_
USB

(>60d)
7

(expert)
6

(restricted)
3

(unlimited)
0

(special-
ized)

4
20 2 1

publicly available. A short excerpt from the compiled list of
possible attack vectors will be supplied here:

• A_USB_SCRIPT: An attacker fakes an authorized key
on a USB stick thus gaining access to the operating
system.

• A_WEB_XSS: An attacker utilizes CVE-2011-4273 for
a XSS attack to execute arbitrary javascript code on the
web server and to subsequently download a root kit to
the system.

• A_WEB_DOS: An attacker exploits CVE-2009-5111,
CVE-2003-1568 or CVE-2002-2429 by executing a DoS
attack via partial HTTP requests.

• A_WEB_SOCKET: An attacker executes arbitrary ma-
licious code while establishing a connection making use
of CVE-2002-2431.

As was the case with the first example, all known threats are
iteratively examined. For each of them, the evaluator has to
decide whether there are any attack vectors that could be used
to realize the respective threat. Afterwards, the combination
of threat and attack vector is again evaluated using the point
score from the CC. Here too, the threat T1 consists of a
replacement of the legally relevant software after gaining
access to the operating system. Since the password is entered
via the USB port, there is the possibility to execute and
automated brute-force attack on the authentication data. This
will, however, require significant resources. In addition, a
replacement software needs to be written that mimics the
original one. Again, the time needed for implementing of T1 is
very high, resulting in a point score of 19. Also, the attacker in
question needs to be an expert software engineer (point score

6) with detailed knowledge of the measuring instrument (point
score 3). Should the operator of the pump also be the attacker,
unlimited access to the device is obviously given resulting in
a respective score of 0. The sum total of 29 points is still so
high, that the resulting probability score of 1 is negligible. This
has to be seen in conjunction with the fact that the selected
combination of attacker and capabilities is highly improbable
in any case.

Much more likely appears a local attack on the web server
(see threat T2). Since exploits for the servers vulnerabilities
can be downloaded from the web, no significant implementa-
tion time (point score 4) is needed. The attacker still needs
to be an expert (point score 6) in the field of software
engineering to correctly use the exploit. A certain amount of
detail with respect to the measuring instrument such as its IP
address (point score 3) is also required. But since the attack
is web-based, access is virtually unlimited. Given specialized
equipment like a platform to test the attack, the resulting
total point score of 17 is relatively low. This results in an
medium threat probability. The evaluation of the remaining
threats progresses in a similar manner. The evaluation results
may be found in Table IV. Again, it is important to mention,
that some threats (T5 and T6) have a low risk score despite a
medium probability score since their impact is limited to one
single measurement at a time.

C. Comparison with WELMEC Guide 5.3

WELMEC Guide 5.3 uses the same definition of risk as the
approach discussed here: a product of impact and probability
of occurrence for a threat. Additionally, the guide proposes
to calculate an average impact score based on economic
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TABLE IV
EVALUATION OF A SMALL NUMBER OF SELECTED THREATS ACCORDING TO THEIR ATTACK VECTOR FOR THE EXAMPLE NO. 2 ”FUEL PUMP“

Threat Description Im-
pact

Attack
Vector

Elapsed
Time

Exper-
tise

Knowledge
of the TOE

Window of
Opportu-

nity

Equip-
ment Sum Score Risk

T1

Local admin (S1)
invalidates integrity or
authenticity of the
metrological software
(A1).

5 A_USB_
SCRIPT

(>180d)
19

(expert)
6

(restricted)
3

(unlimited)
0

(stan-
dard)

0
28 1 1

T2
Local admin (S1)
invalidates the integrity
of the metrological
parameters (A4).

5 A_WEB_
SOCKET

(>30d)
4

(expert)
6

(restricted)
3

(unlimited)
0

(special-
ized)

4
17 3 3

T3

Remote admin (S2)
invalidates the
availability of the
evidence of an
intervention (A2).

5 A_WEB_
SOCKET

(>30d)
4

(expert)
6

(restricted)
3

(unlimited)
0

(special-
ized)

4
17 3 3

T4

Remote admin (S2)
invalidates the integrity
or the authenticity of the
metrological software
(A1).

5
A_WEB_
DOS +

A_WEB_
XSS

(>180d)
19

(expert)
6

(sensitive)
7

(unlimited)
0

(special-
ized)

4
36 1 1

T5

Local admin (S1)
invalidates the
availability or the
integrity of the
indication of the result.
(A6)

2 A_USB
SCRIPT

(>30d)
4

(expert)
6

(restricted)
3

(easy)
1

(stan-
dard)

0
14 3 1

T6

Remote admin (S2)
invalidates availability
or integrity of the
indication of a result
(A6).

2 A_WEB_
DOS

(>30d)
4

(profi-
cient)

3

(restricted)
3

(unlimited)
0

(special-
ized)

4
20 3 1

implications, public health, consumer confidence, and legal
issues. The assets identified in Section III, which fall into the
latter category, could thus also be used in the context of the
guide. However, the likelihood estimation in WELMEC Guide
5.3 clearly has the aim of assessing ”the probability of non-
compliance“. It addresses both behavior of manufacturer and
consumer as well as the production cycle of the instrument.
The assessment is clearly focused on the manufacturer of
the instrument. Unintended, implementation-based vulnerabil-
ities of a measuring instrument are not within the scope of
WELMEC Guide 5.3 since technical details with respect to
the instrument’s components are not taken into account at
all. Instead, much more emphasis is placed on the perception
of legal requirements and statistics concerning malfunctions
observed in the field. While the latter may provide helpful
hints, it cannot be used to assess risks associated with a new
product in advance. The Guide is thus not able to produce
comparable evaluation results.

D. Comparison with ISO/IEC 27005

The most significant difference between the approach pre-
sented here and ISO/IEC 27005 [3] is the addition of the
probability calculation based on the vulnerability analysis from
the CC and the CEM. ISO/IEC 27005 explicitly states that
likelihood estimation techniques should take into account ”the
motivation and capabilities, which will change over time, and
resources available to possible attackers“. Both motivation
and capabilities (including equipment, required skills, and
knowledge) can clearly be mapped to the CC-based probability

estimation as detailed in Section IV. The new risk assessment
approach can thus be seen as a practical realization of ISO/IEC
27005, which does itself not specify ways of calculating
individual threat probabilities. The identification of assets
as described in Section III is also clearly compatible with
ISO/IEC 27005, since it follows the same three-step approach
of risk identification, risk estimation and risk evaluation.
Nevertheless, a number of additional hints can be found in
the standard on how to improve the proposed method further:

• Motivation or resources of attackers may change over
time, so a risk assessment for a specific measuring
instrument may have to be conducted again after a certain
time interval to keep it up to date.

• Even though a possible attacker may have access to a
device, he might lack the motivation or the skills to carry
out an attack. Thus, each implemented threat with an
associated attack vector could be checked against a list
of likely attackers. Unlikely combinations of skill and
window of opportunity could then be removed from the
evaluation table, resulting in a more clearly defined risk
scenario.

VI. SUMMARY AND FUTURE WORK

The method for software risk assessment for measuring
instruments in legal metrology described here follows the
guidelines of ISO/IEC 27005 [3]. In addition, elements from
ISO/IEC 15408 [11] and ISO/IEC 18045 [12] were used to
derive meaningful probability scores for certain threats. In
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order to make the evaluation process more objective, legal
requirements for measuring instruments as laid down in [1]
have been formalized, resulting in a list of assets to be
protected and their respective security properties. With the
aim of showing the feasibility of the approach, two real-world
examples of measuring instruments were examined giving
results that could be used as a feedback into the manufacturers
design and production phase. Even though all application
scenarios discussed here are from the sector of legal metrology,
the approach may be of interest to evaluators of software in
general. The formalization of assets and security requirements
can, of course, be adapted to fit other legal or contractual
obligations apart from the MID. The evaluation scheme can
then be used in the same manner as was demonstrated here.

The two examples used for demonstrative purposes showed
that the scheme can indeed provide meaningful results based
on the information available to a Notified Body when assessing
a manufacturer’s design. If the source code also were available,
the method from [7] could be applied to further validate the
determined risk scenario. Even without additional information
there are a number of steps that could be taken to improve the
proposed approach:

In a first step, different evaluators will be asked to assess
generic measuring instruments in a field test. To this end, the
approach is currently being tested in a subgroup of WELMEC
Working Group 7 ”Software“. During testing, the reproducibil-
ity of the assessment results can be investigated under realistic
circumstances. Secondly, better developed attacker models will
be incorporated to include more information about a measuring
instrument’s field of usage in the assessment. In this step,
the motivation of certain attackers could also be added as
another individual evaluation component. This change would
also necessitate a modification of the point scores from the
CC and will thus require very careful adjustments.

REFERENCES

[1] “Directive 2014/32/EU of the European Parliament and of the Council of
26 February 2014 on the harmonisation of the laws of the Member States
relating to the making available on the market of measuring instruments,”
European Union, Council of the European Union ; European Parliament,
Directive, February 2014.

[2] D. Peters, U. Grottker, F. Thiel, M. Peter, and J.-P. Seifert, “Achieving
software security for measuring instruments under legal control,” in
Proceedings of the Federated Conference on Computer Science and
Information Systems, vol. 3, Warsaw Poland, September 2014, pp. 123–
130, DOI: 10.15439/2014F460.

[3] “ISO/IEC 27005:2011(e) Information technology - Security techniques
- Information security risk management,” International Organization for
Standardization, Geneva, CH, Standard, June 2011.

[4] G. Geiger, “Ict Security Risk Management: Economic Perspectives,” in
Proceedings of the Federated Conference on Computer Science and In-
formation Systems, vol. 3, 2014, pp. 119–122, DOI: 10.15439/2014F439.

[5] “Regulation (EC) No 765/2008 of the European Parliament and of the
Council of 9 July 2008 setting out the requirements for accreditation
and market surveillance relating to the marketing of products,” Euro-
pean Union, Council of the European Union ; European Parliament,
Regulation, July 2008.

[6] “WELMEC 5.3 Risk Assessment Guide for Market Surveillance: Weigh
and Measuring Instrument,” European cooperation in legal metrology,
WELMEC Secretariat, Ljubljana, Standard, May 2011.

[7] A. van Deursen and T. Kuipers, “Source-based software risk as-
sessment,” in Proceedings of the IEEE International Conference on
Software Maintenance. IEEE, September 2003, pp. 385–388, DOI:
10.1109/ICSM.2003.1235448.

[8] S.-W. Foo and A. Muruganantham, “Software risk assessment model,”
in Proceedings of the IEEE International Conference on Management
of Innovation and Technology, vol. 2. IEEE, November 2000, pp. 536–
544, DOI: 10.1109/ICMIT.2000.916747.

[9] N. Greif and G. Parkin, “An international harmonised measurement
software guide: the need and the concept,” in Proceedings of the IMEKO
World Congress Fundamental and Applied Metrology, Lisbon, Portugal,
September 2009, pp. 2440–2443.

[10] M. Sadiq, M. K. I. Rahmani, M. W. Ahmad, and S. Jung, “Software risk
assessment and evaluation process (sraep) using model based approach,”
in Proceedings of the IEEE International Conference on Networking
and Information Technology. IEEE, June 2010, pp. 171–177, DOI:
10.1109/ICNIT.2010.5508535.

[11] “ISO/IEC 15408:2012 Common Criteria for Information Technology
Security Evaluation,” International Organization for Standardization,
Geneva, CH, Standard, September 2012, Version 3.1 Revision 4.

[12] “ISO/IEC 18045:2012 Common Methodology for Information Technol-
ogy Security Evaluation,” International Organization for Standardization,
Geneva, CH, Standard, September 2012, Version 3.1 Revision 4.

[13] “ETSI TS 102 165-1 Telecommunications and Internet converged Ser-
vices and Protocols for Advanced Networking; Methods and protocols;
Part 1: Method and proforma for Threat, Risk, Vulnerability Analysis,”
European Telecommunications Standards Institute, Sophia Antipolis
Cedex, FR, Standard, March 2011, v4.2.3.

[14] “WELMEC 7.2 Software Guide,” European cooperation in legal metrol-
ogy, WELMEC Secretariat, Delft, Standard, March 2012.

[15] “CVE - Common Vulnerabilities and Exposures,” https://cve.mitre.org/,
Accessed 04|17|2015.

MARKO ESCHE, FLORIAN THIEL: SOFTWARE RISK ASSESSMENT FOR MEASURING INSTRUMENTS 1123





More Practical Application of Trust Management
Credentials

Anna Felkner, Adam Kozakiewicz
NASK – Research and Academic Computer Network

Wawozowa 18, 02-796 Warsaw, Poland
Email: {anna.felkner, adam.kozakiewicz}@nask.pl

Abstract—Trust management is an approach to access control
in distributed open systems, where access control decisions are
based on policy statements made by multiple principals. The
family of Role-based Trust management languages (RT) is an ef-
fective means for representing security policies and credentials
in decentralized, distributed, large scale access control systems.
It provides a set of role assignment credentials. A credential
provides information about the privileges of users and the
security policies issued by one or more trusted authorities.

The main purpose of this paper is to show how extensions can
make the RT family languages more useful in practice. It shows
how security policies can be made more realistic by including
timing information, maintaining the procedure or parameterizing
the validity of credentials.

I. INTRODUCTION

THE modern human life is heavily reliant on trust. The
complexity of tasks we are dealing with makes it practi-

cally impossible to succeed without delegating some of them.
It is therefore not surprising that the issue of trust became a
very active area of research quite long ago. The trust between
humans has been thoroughly analysed both from the social
sciences and economic point of view, as it is an important
enabler of delegation. Attempts to transfer the concept of
trust to different domains were made by computer scientists,
including security, electronic commerce, semantic web or even
social networks areas. In any network, be it computer or social
one, trust remains an essential factor. The definition of trust
is however not perfectly clear, different authors show slightly
different definitions. Most often it is defined either on the basis
of personal experience, reputation or recommendation.

The concept of trust is closely related to the notion of
reputation – the opinion about a person held by others, e.g. the
opinion about an Internet seller by his customers or the opinion
about the behavior of a node in a wireless sensor network
built by other nodes as a result of previous interactions.
Reliability is another concept related to trust. Originally, this
was a measure of the length of the period during which a
machine can be considered trustworthy. In general, trust can
be presented a a derivation of an entity’s reputation.

Access control systems, based on traditional access con-
trol models (like Mandatory Access Control (MAC), Dis-
cretionary Access Control (DAC) and Role Based Access
Control (RBAC)), are in essence identity based. Authorization
decisions are based entirely on the role or – more directly –
identity of the requesting party and can only be made if the

requester is known to the owner of the resource. The decision
is based on the relation of the only two entities involved –
the owner of the protected resource, who is responsible for
granting access, and the requester, who requires access.

In closed, centralized environments this approach is actually
correct. As identity of the users of the system is established
in advance, basing access decisions on it is a natural and
easy to implement choice. Unfortunately this scenario does
not scale well as the system becomes decentralized and highly
distributed over a network. In such open systems the set of
users is not only large, but may change dynamically, leading
to entirely new challenges, such as the problem of propagation
of information about the changes. A central database of user’s
identities is only a partial solution – although it enables the
implementation of classic approaches to access control, it also
introduces a single point of failure, where temporary lack
of access to the central database makes any authorization
decisions impossible system-wide. In absence of such a central
identity repository it is no longer possible to assume that
the identities of the requester and the resource owner are
mutually recognized. A more flexible approach is needed, one
which enables requesters to cross security domains and access
resources owned by non-related entities. One such solution is
called trust management.

Consider a simple example of a bookstore which offers spe-
cial discounts to returning customers who are students. There
is no obvious way to determine whether a given customer is
eligible based only on his/her identity. Requesting a proof of
identity will not resolve this problem. On the other hand, the
problem can be solved efficiently using credentials, such as
a bookstore card and a student card. The access rights are
then determined not based on the users identity, but on the
sufficiently documented information about the user’s privileges
assigned by other authorities and trust for those authorities.
This requires a new, different approach to access control.

The rest of this paper is organized as follows. Trust man-
agement concept is shown in Section II and Role-based Trust
management family of languages is shown in Section III. Sec-
tion IV presents the Role-based Trust management language
syntax with an example of RTT credentials. Inference system
over RTT language is described in Section V. Section VI
describes a few extensions of RTT language (time validity
and determination of the order). Section VII shows an infer-
ence system over new RTT

+ language time constraints. Final
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remarks are given in the Conclusions.

II. TRUST MANAGEMENT

Trust management was first introduced as a term by Blaze
et al. [2] in 1996. The term was defined as a unified approach
to specify and interpret security policies, credentials and trust
relationships. The privileges of an entity in such a system
are based not on its identity, but on its attributes. Multiple
principals have the right to issue credentials which are then
used to demonstrate the entity’s attributes. The definition of
a credential is an attestation of authority, competence or
qualification of an individual issued by a third party. The infor-
mation contained in a credential includes privileges of a given
user and/or security policies issued by trusted authorities. Real
life examples of credentials are easy to propose – all sorts of
academic diplomas, driver’s licenses, identification documents,
certificates or membership cards are clearly credentials. In fact,
a real-life credential does not need to be a document in the
traditional sense of the world – e.g. keys can be treated as
a form of credential. In a computer system credentials may
either be records available from one or more repositories, or
– more flexibly – digitally signed documents which can be
provided by the requester on demand. In the first case trust
for the credential follows from trust for the repository and its
own access control, in the second case it is provided by the
signature, obviously requiring a trusted method of propagation
or verification of public keys.

In literature, the earliest described example of a trust
management application was PolicyMaker [3]. An assertion
language defined in this system was capable of expressing lo-
cally trusted policy statements, as well as credentials requiring
a digital signature using a private key. The second generation
of trust management languages includes SPKI/SDSI [6], an
enhanced version of PolicyMaker called KeyNote [4] and
several other languages [7]. In these languages the privileges
were still assigned directly to entities and delegation of permis-
sions through credentials was performed only directly from the
issuer to the subject. This generation still did not provide any
mechanism enabling delegation to be separated from identity
of the entity. Introduction of delegation based on atributes (as
opposed to identity) was introduced in the next generation,
represented by a family of Role-based Trust management (RT)
languages [8], [16], [17]. Security policies are represented by
defining a formalism using credentials to establish trust in
distributed, decentralized access control systems.

III. ROLE-BASED TRUST MANAGEMENT FAMILY
LANGUAGES

The family of Role-based Trust management languages
is used for representing security policies and credentials in de-
centralized, distributed access control systems. Several types
of role assignment credentials are provided in RT languages,
depending on the language. RT0 [17] forms the core of the
family, providing basic abilities – localization of authority for
roles, delegation of that authority, role hierarchies and role
intersections. These features are available in all RT languages,

who extend this set with new features. To represent relation-
ships between entities, parametrized roles were introduced
in RT1. To provide similar flexibility for resources as that
provided for entities by roles, RT2 extends RT1 with the
notion of logical objects, enabling simple assignment of access
rights for entire groups of logically related objects (resources).
Note that both extentions presented so far do not actually
change the expressive power of the language. They allow
much more concise notation, but the same policy can in fact
be expressed in RT0, although with a much larger set of
credentials, mapping each combination of parameters or each
real instance of logical objects to a separate role. The first
language actually adding new capabilities not present in other
members of the family is the RTT language, the main focus of
this paper. The new capabilities include the ability to express
agreement of multiple principals, even from disjoint sets, via
manifold roles and separation of duties or threshold policies,
via role-product operators.

A manifold role differs from a normal (singleton) role
as instead of defining a set of principals, it defines a set
of sets of principals. It is a wider term, since a singleton
role can be expressed as a manifold role, whose principal
sets are singletons, effectively meaning that cooperation is
required from a group consisting of a single entity. Therefore,
introduction of manifold roles does not affect the ability to
express RT0 credentials in the RTT language.

A threshold policy is used to specify a common occurrence,
where agreement of multiple principals is required to initiate
a given action. More formally, at least k entities from a set
satisfying certain conditions must agree on some fact. E.g.
in banking certain transations require authorisation by two
cashiers. Separation of duties policy is similar, but the agreeing
entities fulfill different roles (e.g. in the banking example some
transactions may also require authorisation by a controller).
Both types of policies specify requirements that cannot be
fulfilled by a single entity and therefore cannot be expressed
in RT0.

The RT family includes one more important language,
RTD, which provides mechanisms to describe delegation
of role activations and selective use of role membership.
However, this language is out of scope of this paper. More
in-depth information about the RT family of languages can
be found in paper [16].

The main advantage of trust management approach is
the ability to use delegation. A principal’s authority over a
resource may be transferred in a limited fashion to other
principals by simple means of a credential. The notion of
ownership is no longer central – the access control strategy
and all decisions on who is authorized to use which resource is
defined by a set of credentials. One upside of such approach is
that the authority is easy to transfer over a network – as long as
a credential can be transferred and trusted in another location,
there is no need to involve the identity of the resource owner.
However, although such decentralization of credential storage
is very useful, it does present a variety of new problems.

In the years since its creation, the concept of trust man-
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agement has evolved significantly, made applicable to new,
broader contexts, such as assessment of reliability or trust-
worthiness of systems and individuals [15]. In this paper
we restrict the meaning of trust management only to its
original context of access control. A lot of different work
connected with the possibility of using RT in different types
of network, eg. Role based Trust management model for Peer-
to-Peer networks [5], a trust management system for Ad-
Hoc Networks [1], or Wireless Sensor Networks [11], and
also Role-based Trust Management Model in Multi-domain
Environment [18] have been studied recently.

Our approach is another type of extension of trust manage-
ment languages. It shows how to make RT family languages
more useful in practice by including time validity constraints
and order of entities which can appear in the execution context.

IV. THE SYNTAX OF RT FAMILY LANGUAGES

RT languages use a set of basic elements, such as enti-
ties, role names, roles and credentials. Entities are principals
controlling access to resources by defining roles and issuing
credentialsas well as requesters willing to access resources.
The entity may be a person, but it might just as well be an
application, identifying itself in a computer system by a user
name or a public key. Role names represent permissions and
can be issued to entities or groups of them by other entities.
Roles represent sets of entities for which the access control
policies grant particular permissions. Credentials define roles
by appointing a new member of the role or by delegating
authority to members of other roles.

RTT includes six different types of credentials, the first
four in common with the less expressive RT languages:

A.r ← B – simple membership: entity B is
a member of role A.r.

A.r ← B.s – simple inclusion: role A.r includes
(all members of) role B.s. This
type of credential involves delega-
tion of authority over role r, since
by issuing new credentials defining
B.s B may add new members to
role A.r. This type of credential is
also used to define role hierarchies.

A.r ← B.s.t – linking inclusion: role A.r in-
cludes role C.t for each C, which
is a member of role B.s. This
is a delegation of authority from
A to all the members of the role
B.s. The expression B.s.t is called
a linked role.

A.r ← B.s ∩ C.t – intersection inclusion: role A.r in-
cludes all members of both roles
B.s and C.t. This is a partial
delegation from A to B and C.
The expression B.s∩C.t is known
as an intersection role.

A.r ← B.s⊙ C.t – role A.r can be satisfied by a union
set containing one member of each
of the two roles (B.s and C.t). A
single entity being a member of
both roles suffices.

A.r ← B.s⊗ C.t – role A.r includes two different en-
tities, one of which is a member
of role B.s and one a member
of role C.t.

Since the models used in practice can be very complex,
this paper uses some simplified examples. We focus on RTT -
specific credentials and intend to illustrate the basic notions
and notation, not the full expressive power of the language.

Example 4.1 (Example of RTT - subject):
Suppose that a university will only activate a subject if at

least two of four students apply and among the applicants at
least one is a PhD student. RT0 would require a long list
of credentials listing all possible satisfactory combinations,
changed whenever the list of students changes. RTT allows
us to express this rule as just two policy credentials and a list
of simple membership credentials, easy to manage along with
the official list of students. The policy credentials are:

F.students← F.student⊗ F.student (1)

F.activeSubject← F.students⊙ F.phdStudent (2)

Now, if the following membership credentials are added::

F.student← {Alex} (3)

F.student← {Betty} (4)

F.student← {David} (5)

F.student← {John} (6)

F.phdStudent← {John} (7)

F.phdStudent← {Emily} (8)

we can conclude that any pair of students from the set
{Alex,Betty,David, John} fulfills the role F.students and
that the subject can be activated if the pair includes John or
if Emily is willing to attend.

Example 4.2 (Example of RTT – signature): Suppose that
we have a situation in which we need to collect the signatures
of the requester, accountant, his official superior, the manager
of financial department and the director of a company to accept
some transaction. Such a policy can be described using the
following credentials:

Company.signature← Company.requester
⊙ Company.accountant ⊙ Company.superior
⊙ Company.fdManager ⊙ Company.director

(9)

Now suppose that we have such people, who play those
roles, so the following credentials have been added to our
security policy:

Company.requester ← {Jacob} (10)
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Company.accountant← {Jacob} (11)

Company.accountant← {Eliot} (12)

Company.accountant← {Alexander} (13)

Company.superior ← {William} (14)

Company.superior ← {Michael} (15)

Company.fdManager ← {Jacob} (16)

Company.director ← {William} (17)

As we can see, to complete the set of signatures we need
just two people: Jacob, who can play a role of requester,
accountant, fdManager and William who plays the role
of superior and director, but as may be required, groups of
people {Jacob, Eliot, William}, {Jacob, Eliot, Michael,
William}, {Jacob, Alexander, William}, and {Jacob,
Alexander, Michael, William} can also play a manifold
role, and cooperatively complete the set of signatures.

V. INFERENCE SYSTEM OVER RTT CREDENTIALS

RTT credentials define roles, which in turn are used to
represent permissions. The set of member entities for a role
is defined by a set P of RTT credentials. This set can
be more conveniently calculated using an inference system,
which defines an operational semantics of RTT language.
The system consists of a set of inference rules used to derive
credentials from existing ones and an initial set of formulae
considered true.

Let P be a set of RTT credentials. The inference rules can
be applied to create new credentials, derived from credentials
of the set P . A derived credential c will be denoted using a
formula P ≻ c, meaning that credential c can be derived from
a set of credentials P .

The initial set of formulae of an inference system over a set
P of RTT credentials are all the formulae: c ∈ P for each
credential c in P . The inference rules of the system are the
following:

c ∈ P
P ≻ c

(W1)

P ≻ A.r ← B.s P ≻ B.s← X
P ≻ A.r ← X

(W2)

P ≻ A.r ← B.s.t P ≻ B.s← C
P ≻ C.t← X
P ≻ A.r ← X

(W3)

P ≻ A.r ← B.s ∩ C.t P ≻ B.s← X
P ≻ C.t← X
P ≻ A.r ← X

(W4)

P ≻ A.r ← B.s⊙ C.t P ≻ B.s← X
P ≻ C.t← Y

P ≻ A.r ← X ∪ Y
(W5)

P ≻ A.r ← B.s⊗ C.t P ≻ B.s← X
P ≻ C.t← Y X ∩ Y = φ

P ≻ A.r ← X ∪ Y
(W6)

The inference systems of a language may not be unique –
many different systems may be defined. There are however two
properties required for the system to be useful in practice –
the system must be sound an complete. Soundness guarantees
that any formula derived by the system must be valid with
respect to the semantics of the language, while completeness
ensures that any valid formula is derivable.

All the credentials, which can be derived in the system,
either belong to set P (rule W1) or are of the type:
P ≻ A.r ← X (rules W2 through W6). Proof of soundness
of the inference system involves showing that for each new
formula P ≻ A.r ← X , the triple (A, r,X) belongs to
the semantics SP of the set P . Completeness is proved by
showing that every formula P ≻ A.r ← X can be derived
using inference rules for each element (A, r,X) ∈ SP . Both
proofs can be found in [10], showing that the inference
system is a valid alternative way of presenting the semantics
of RTT .

Example 5.1 (Inference system for Example 4.1):
We will now derive the set of entities that can cooperate to

activate a subject using an inference system, using a limited
set of credentials for brevity: ((1), (2), (4), (6), and (7)). Using
credentials (1), (2), (4), (6), and (7) according to rule (W1)
we can infer:

F.students← F.student⊗ F.student ∈ P
P ≻ F.students← F.student⊗ F.student

F.activeSubject← F.students⊙ F.phdStudent ∈ P
P ≻ F.activeSubject← F.students⊙ F.phdStudent

F.student← {Betty} ∈ P
P ≻ F.student← {Betty}
F.student← {John} ∈ P
P ≻ F.student← {John}

F.phdStudent← {John} ∈ P
P ≻ F.phdStudent← {John}

Then, using credentials (1), (6) and (4) and rule (W6) we infer:

P ≻ F.students← F.student⊗ F.student
P ≻ F.student← {John}
P ≻ F.student← {Betty}
{John} ∩ {Betty} = φ

P ≻ F.students← {John,Betty}
These newly inferred credential and (2) and (7) with the rule
(W5):

P ≻ F.activeSubject← F.students⊙ F.phdStudent
P ≻ F.phdStudent← {John}
P ≻ F.students← {John,Betty}

P ≻ F.activeSubject← {John,Betty} ,

we can show that the set of entities {John,Betty} is
sufficient to activate the subject.
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Example 5.2 (Inference system for Example 4.2): We use
the inference system to formally derive a set of entities who
are essential to accept some transaction, i.e. the signatures of
the requester, accountant, his official superior, the manager of
financial department and the director of a company. To make
the notation shorter, let us use C instead of Company.

Using credentials (9)-(17) according to the rule (W1) we
can infer:

C.signature← C.requester
⊙ C.accountant ⊙ C.superior

⊙ C.fdManager ⊙ C.director ∈ P
P ≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director

C.requester ← {Jacob} ∈ P
P ≻ C.requester ← {Jacob}

C.accountant← {Jacob} ∈ P
P ≻ C.accountant← {Jacob}

C.accountant← {Eliot} ∈ P
P ≻ C.accountant← {Eliot}

C.accountant← {Alexander} ∈ P
P ≻ C.accountant← {Alexander}

C.superior ← {William} ∈ P
P ≻ C.superior ← {William}

C.superior ← {Michael} ∈ P
P ≻ C.superior ← {Michael}

C.fdManager ← {Jacob} ∈ P
P ≻ C.fdManager ← {Jacob}

C.director ← {William} ∈ P
P ≻ C.director ← {William}

Then, using credentials (9), (10), (11), (14), (16) and (17) and
rule (W5) we infer:

P ≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director
P ≻ C.requester ← {Jacob}
P ≻ C.accountant← {Jacob}
P ≻ C.superior ← {William}
P ≻ C.fdManager ← {Jacob}
P ≻ C.director ← {William}

P ≻ C.signature← {Jacob,William}

showing that the set of entities {Jacob,William} is sufficient
to complete the set of signatures.

Or, using credentials (9), (10), (12), (14), (16) and (17) and
rule (W5) we infer:

P ≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director
P ≻ C.requester ← {Jacob}
P ≻ C.accountant← {Eliot}
P ≻ C.superior ← {William}
P ≻ C.fdManager ← {Jacob}
P ≻ C.director ← {William}

P ≻ C.signature← {Jacob,Eliot,William}
showing that here we need more people to complete the set
of signatures, i.e. {Jacob, Eliot,William}.
Or, using credentials (9), (10), (13), (15), (16) and (17) and
rule (W5) we infer:

P ≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director
P ≻ C.requester ← {Jacob}

P ≻ C.accountant← {Alexander}
P ≻ C.superior ← {Michael}
P ≻ C.fdManager ← {Jacob}
P ≻ C.director ← {William}

P ≻ C.signature← {Jacob,Alexander,Michael,William}
showing that here we need four people to complete the set of
signatures, i.e. {Jacob, Alexander,Michael,William}.

Depending on which credentials at the moment we have
(because not all the credentials are always available), we can
determine the sets of people who can cooperatively sign the
document.

VI. CREDENTIAL EXTENSIONS

This section shows a few extensions of RTT languages
which make it more useful in practice.

A. Time Validity in RTT

Real security policies involve time restrictions. Allowing
the credentials to have limited time validity can make the
RTT language more useful in practice. Inference rules with
time validity for RT0 were originally introduced in a slightly
different way in [14]. In [13] we tried to extend the potential
of RTT language by adding time validity constraints. Most
permissions are in fact given for fixed periods of time, perma-
nent permissions are less common. Time dependent credentials
take the form: c in v, meaning ”the credential c is available
during the time v”. Finite sets of time dependent credentials
are denoted by CP and the new language is called RTT

+ . c is
used to denote ”c in (−∞, +∞)” to make notation lighter.

Most trust management languages are monotonic: adding
new assertion to a query can never result in canceling an
action, which was accepted before [9]. Therefore, each pol-
icy statement or credential added to the system may only
increase the capabilities and privileges granted to others,
making revocation of rights impossible. Introduction of time
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constraints does not invalidate the monotonicity of the system,
but achieves some of the utility of negation.

Time validity can be denoted as follows:
[τ1, τ2]; [τ1, τ2); (τ1, τ2]; (τ1, τ2); (−∞, τ ]; (−∞, τ);
[τ,+∞); (τ,+∞); (−∞, +∞); v1 ∪ v2; v1 ∩ v2; v1\v2

and v1, v2 of any form in this list, with τ ranging over time
constants.

Example 6.1 (Time validity for Example 4.1):
Assuming that Alex, Betty, David and John in our

scenario will not be student forever seems quite natural. John
and Emily’s PhD student status is similar. Thus, credentials
(3)–(8) should be generalized to:

F.student← {Alex} in v1 (18)

F.student← {Betty} in v2 (19)

F.student← {David} in v3 (20)

F.student← {John} in v4 (21)

F.phdStudent← {John} in v5 (22)

F.phdStudent← {Emily} in v6 (23)

stating that (3) – (8) are only available during v1, v2,
v3, v4, v5, and during v6, respectively. The policy itself,
described by credentials (1) and (2) may however be
permanent. By using (1), (2) and (18)–(23), we want to be
able to derive that for example the set {Alex,Betty, John}
can cooperatively activate the subject during all of the
period: v1 ∩ v2 ∩ v5 or {Betty, John} during the time
v2 ∩ v4 ∩ v5 or {Alex,David, Emily} during the time
intersection v1 ∩ v3 ∩ v6. Another set of people can
cooperatively activate the subject (depending of the time).

Example 6.2 (Time validity for Example 4.2): In our sce-
nario, it is quite natural to assume that Jacob are a requester
only for a fixed period of time. The same with Jacob, Eliot
and Alexander as a company accountants, also Wiliam and
Michael as a superior, and Jacob as a financial department
manager, as well as William as a director. Thus, credentials
(10)–(17) should be generalized to:

Company.requester ← {Jacob} in v1 (24)

Company.accountant← {Jacob} in v2 (25)

Company.accountant← {Eliot} in v3 (26)

Company.accountant← {Alexander} in v4 (27)

Company.superior ← {William} in v5 (28)

Company.superior ← {Michael} in v6 (29)

Company.fdManager ← {Jacob} in v7 (30)

Company.director ← {William} in v8 (31)

stating that (10) – (17) are only available during v1, v2, v3,
v4, v5, v6, v7, and during v8, respectively. On the other hand,

credential (9) can be always valid, as it expresses some time-
independent fact. Now, by using (9) and (24)–(31), we want to
be able to derive that for example the set {Jacob,William}
can cooperatively sign the document during all of the period:
v1 ∩ v2 ∩ v5 ∩ v7 ∩ v8, where Jacob plays the role of
requester, accountant and financial department manager and
William acts as a superior and director of the company. But
during the time v1 ∩ v3 ∩ v6 ∩ v7 ∩ v8 it has to be the
set consisting of {Jacob, Eliot,Michael,William}.

While in both examples the policy defining credentials were
assummed to be permanently valid, this is not required. Some
policies are naturally time-limited (eg. seasonal sales).

B. Determination of the order

Another powerful feature which would be useful to model
more realistic policies is the ability to determine the order in
which a member of a role or an entity (entities) can appear.

If we want to maintain a procedure, we have to add two
new types of credentials at the syntax level. These are:

A.r ← B.s⊙→C.t – role A.r is satisfied by a union
set of one member of role B.s
and one member of role C.t in
this exact order or by one entity
satisfying the intersection role
B.s ∩ C.t.

A.r ← B.s⊗→C.t – role A.r is satisfied by a set of
two different entities: one member
of role B.s and one member of role
C.t in this order.

In our Example 4.1 we can want to have such situation:

F.activeSubject← F.students⊙→F.phdStudent

which means that the order is important. First we need to
have two students and just after that one PhD student.

That extension can be extremely useful in a large variety
of situations. For example, if we have a situation, when
one person is a member of a few roles, it can be useful to
have some restrictions connected with appearing in particular
roles during the execution context when the credential is used.

Example 6.3 (The right order of signature):
When we have a situation in which we need to collect

the signatures of people who are essential to accept some
transaction, we can imagine at least a few scenarios in our
security policy.

Suppose that we need a signature of the requester, accoun-
tant, his official superior, the manager of financial department
and the director of a company, in such order.

Now we can use the data from Example 4.2 and we can
have three different scenarios:

1) The order is strictly obeyed and it is important that
an accountant can give his signature after having
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received the signature of a requester, and accountant’s
superior can give his signature after having received the
signature of an accountant, even if it is one person. This
means that in a first step Jacob can sign the document
as a requester, in a second step as an accountant,
after that William can give his signature as a Jacob′s
official superior. In the next step Jacob can sign the
document as a financial department manager, and at
the end William can sign the document as a director
of the company. Table I presents the signature order in
our first scenario.

It can be important in some situation to strictly keep the
order of signatures, but in a huge implementation it can
be a little bit inefficient. That is why we can propose
two other scenarios.

2) We can allow signing the document by one person who
plays a few roles at once if the roles appear in credentials
successively without any role between. In our example
it can look like in the Table II (to make our example
easier, we can use just credentials (10), (11), (14), (16),
(17)).
In such a simple example, we have one step less than

in the previous scenario. It shows how such change can
be useful in real large systems.

3) In our third scenario we can allow that one person, who
plays more than one role, can give all the signatures
at once. It can be very useful in an automatic imple-
mentation. Table III shows how it can look in our third
scenario.
That situation means that Jacob accepts his signature
as a financial department manager if William signs the
document as his official superior and William accepts
his signature as a director if Jacob signs the document
as a financial department manager. We have to have a
possibility to accept or not accept our signature, which
is dependent on another person’s signature.

If we want to mandate that the entity can appear in particular
roles during the execution context exactly when the credential
is used, we can put a new type of role denoted by underlined
identifiers (e.g. r, s, t). In such situation, when we change the
credential:

Company.signature← Company.requester
⊙
→ Company.accountant ⊙

→ Company.superior
⊙
→ Company.fdManager ⊙

→ Company.director

into:

Company.signature← Company.requester
⊙
→ Company.accountant ⊙

→ Company.superior
⊙
→ Company.fdManager ⊙

→ Company.director

in our third scenario we will have the situation described
in Table IV, meaning that William has to wait with his
signature as a director untill the time Jacob approves his

signature as fdManager.

All the semantics previously defined for RTT
+ , set-theoretic

(which maps roles to a set of entity names), operational
semantics (where credentials can be derived from the initial
set of credentials using a set of inference rules [13]), and
logic-programming (where credentials are translated into a
logic program [12]), are still valid, meaning that proofs of
the soundness and the completeness of that semantics are also
valid.

This section shows how we can explore the potential of RT
languages. It shows how security policies can be made more
realistic by including timing information or maintaining the
procedure.

VII. INFERENCE SYSTEM FOR RTT CREDENTIALS WITH
TIME VALIDITY

All the semantics previously defined for RT languages are
still valid for determined order, but they have to be changed
for credentials with time validity. Because of that reason we
have to take on it. This section is showing an inference system
for RTT credentials with time validity.

We will now adapt the inference system over RTT

credentials to respect time validity. Let CP be a set of RTT

credentials, from which new credentials may be derived.
A derived credential c valid in time τ will be denoted using
a formula CP ≻τ c, meaning that the credential c can be
derived from a set of credentials CP during the time τ . The
initial set of formulae of an inference system over a set CP
of RTT

+ credentials are all the form: c in v ∈ CP for each
credential c valid in time v in CP . The inference rules of the
system are the following:

c in v ∈ CP τ ∈ v
CP ≻τ c

(CW1)

CP ≻τ A.r ← B.s CP ≻τ B.s← X
CP ≻τ A.r ← X

(CW2)

CP ≻τ A.r ← B.s.t CP ≻τ B.s← C
CP ≻τ C.t← X
CP ≻τ A.r ← X

(CW3)

CP ≻τ A.r ← B.s ∩ C.t CP ≻τ B.s← X
CP ≻τ C.t← X
CP ≻τ A.r ← X

(CW4)

CP ≻τ A.r ← B.s⊙ C.t CP ≻τ B.s← X
CP ≻τ C.t← Y

CP ≻τ A.r ← X ∪ Y
(CW5)

CP ≻τ A.r ← B.s⊗ C.t CP ≻τ B.s← X
CP ≻τ C.t← Y X ∩ Y = φ

CP ≻τ A.r ← X ∪ Y
(CW6)

All the derived credentials either belong to set CP (rule
CW1) or are of the type: CPτ ≻ A.r ← X (rules CW2

through CW6). This new inference system is based on an
extension of the inference rules from section V, where rules
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TABLE I
SIGNATURE ORDER IN THE FIRST SCENARIO

Step requester accountant superior fdManager director
1 Jacob φ φ φ φ

2 Jacob Jacob, Eliot, Alexander φ φ φ

3 Jacob Jacob, Eliot, Alexander William, Michael φ φ

4 Jacob Jacob, Eliot, Alexander William, Michael Jacob φ

5 Jacob Jacob, Eliot, Alexander William, Michael Jacob William

TABLE II
SIGNATURE ORDER IN THE SECOND SCENARIO

Step requester accountant superior fdManager director
1 Jacob Jacob φ φ φ

2 Jacob Jacob William φ φ

3 Jacob Jacob William Jacob φ

4 Jacob Jacob William Jacob William

TABLE III
SIGNATURE ORDER IN THE SECOND SCENARIO

Step requester accountant superior fdManager director
1 Jacob Jacob φ Jacob φ

2 Jacob Jacob William Jacob William

TABLE IV
SIGNATURE ORDER IN THE THIRD ”UNDERLINED” SCENARIO

Step requester accountant superior fdManager director
1 Jacob Jacob φ Jacob φ

2 Jacob Jacob William Jacob φ

3 Jacob Jacob William Jacob William

(Wi) are replaced with (CWi) and only valid time-dependent
credentials from CP are considered.

The proof of soundness of the inference system requires
showing that for each new formula CPτ ≻ A.r ← X , the
triple (A, r,X) belongs to the semantics SCP of the set CP .
All the formulae CPτ ≻ A.r ← X , such that A.r ← X ∈ CP
are sound, as shown in [12].

Completeness of the inference system over a set CP of RTT
+

credentials can be proved by showing that a formula CP ≻
A.r ← X can be derived using inference rules for each
element (A, r,X) ∈ SCP . The proof is presented in [12].

A. Inferring time validity of credentials

The proposed inference system can also derive the maximal
time validity of a credential c from CP . Formula CP ≻τ c
is modified to CP ≻≻v c, meaning that at any time τ ∈ v
in which CP has a semantics, it is possible to infer the
credential c from CP . The inference rules of the system are
the following:

c in v ∈ CP
CP ≻≻v c

(CWP1)

CP ≻≻v1 A.r ← B.s CP ≻≻v2 B.s← X
CP ≻≻v1∩v2 A.r ← X

(CWP2)

CP ≻≻v1
A.r ← B.s.t

CP ≻≻v2
B.s← C CP ≻≻v3 C.t← X

CP ≻≻v1∩v2∩v3 A.r ← X
(CWP3)

CP ≻≻v1 A.r ← B.s ∩ C.t
CP ≻≻v2 B.s← X CP ≻≻v3 C.t← X

CP ≻≻v1∩v2∩v3 A.r ← X
(CWP4)

CP ≻≻v1
A.r ← B.s⊙ C.t

CP ≻≻v2
B.s← X CP ≻≻v3

C.t← Y
CP ≻≻v1∩v2∩v3 A.r ← X ∪ Y

(CWP5)
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CP ≻≻v1 A.r ← B.s⊗ C.t
CP ≻≻v2 B.s← X CP ≻≻v3

C.t← Y
X ∩ Y = φ

CP ≻≻v1∩v2∩v3 A.r ← X ∪ Y

(CWP6)

CP ≻≻v1
c CP ≻≻v2 c

CP ≻≻v1∪v2 c
(CWP7)

Rule is (CWP1) claims that CP can be used whenever it is
valid. Rules (CWP2) - (CWP6) simply claim that inference
rules can be used iff all their premises are true. Finally, the
rule (CWP7) is used to join validity periods, meaning that
if c can be inferred both with validity v1 and validity v2,
then it can also be inferred with validity v1 ∪ v2. CP ≻≻v

generalizes CP ≻τ . They are both equivalent whenever v =
[τ, τ ]. Note that inferring a certain c from CP may be possible
in several different ways, resulting in different validity periods.
Rule (CWP7) can then be used as many times as necessary
to broaden c’s validity.

Maximal inference is the process, where in each step we
infer with maximal time validity.

An inference terminating in CP ≻≻v c is called maximal
if and only if:

1) there exists no v′ ⊃ v such that CP ≻≻v′ c, and
2) every its sub-inference terminating in CP ≻≻v′′ c′, for

c′ 6= c is maximal.
The first condition ensures that further use of rule (CWP7)

will not extend the validity of c. The second condition ensures
that this property is propagated through the whole inference
tree. Maximal inferences guarantee that v in (CWP1) is the
maximal time validity for A.r ← X .

For these inferences we can prove soundness and
completeness of CP ≻≻v , as shown in [12].

Example 7.1 (Time validity in inference system for Example
4.1): Let us get back to our example and to make long example
shorter, let us use less credentials: (1), (2), (19), (21), and (22).
According to rule (CWP1) we can infer:

F.students← F.student⊗ F.student ∈ CP
CP ≻≻ F.students← F.student⊗ F.student

F.activeSubject← F.students⊙ F.phdStudent ∈ CP
CP ≻≻ F.activeSubject← F.students⊙ F.phdStudent

F.student← {Betty} in v2 ∈ CP
CP ≻≻v2

F.student← {Betty}
F.student← {John} in v4 ∈ CP
CP ≻≻v4

F.student← {John}
F.phdStudent← {John} in v5 ∈ CP
CP ≻≻v5 F.phdStudent← {John}

When we want to check when two different students can
cooperate, from credentials (1), (19), (21) and rule (CWP6)
we infer:

CP ≻≻ F.students← F.student⊗ F.student
CP ≻≻v2

F.student← {Betty}
CP ≻≻v4 F.student← {John}
{Betty} ∩ {John} = φ

CP ≻≻v2∩v4
F.students← {Betty,John}

In next step we use it and additionally credentials (2), (22)
and rule (CWP5):

CP ≻≻ F.activeSubject← F.students⊙ F.phdStudent
CP ≻≻v5 F.phdStudent← {John}

CP ≻≻v2∩v4 F.students← {Betty, John}
CP ≻≻v2∩v4∩v5

F.activeSubject← {Betty,John}
showing that the set of entities that can cooperatively activate
a subject is: {Betty, John} during the time: v2 ∩ v4 ∩ v5.

Example 7.2 (Time validity in inference system for Example
4.2): Let us get back to our example and use credentials (9)
and (24)–(31) (to make the notation shorter, let us use C
instead of Company). According to rule (CWP1) we can
infer:

C.signature← C.requester
⊙ C.accountant ⊙ C.superior

⊙ C.fdManager ⊙ C.director ∈ CP
CP ≻≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director

C.requester ← {Jacob} in v1 ∈ CP
CP ≻≻v1 C.requester ← {Jacob}

C.accountant← {Jacob} in v2 ∈ CP
CP ≻≻v2 C.accountant← {Jacob}
C.accountant← {Eliot} in v3 ∈ CP
CP ≻≻v3 C.accountant← {Eliot}

C.accountant← {Alexander} in v4 ∈ CP
CP ≻≻v4 C.accountant← {Alexander}
C.superior ← {William} in v5 ∈ CP
CP ≻≻v5 C.superior ← {William}
C.superior ← {Michael} in v6 ∈ CP
CP ≻≻v6 C.superior ← {Michael}

C.fdManager ← {Jacob} in v7 ∈ CP
CP ≻≻v7 C.fdManager ← {Jacob}
C.director ← {William} in v8 ∈ CP
CP ≻≻v8

C.director ← {William}
Now, when we want to check when Jacob and William

are the only people, who are necessary to cooperatively sign
the document we use credentials (9), (24), (25), (28), (30),
(17) and rule (CWP5):

CP ≻≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director
CP ≻≻v1 C.requester ← {Jacob}
CP ≻≻v2 C.accountant← {Jacob}
CP ≻≻v5 C.superior ← {William}
CP ≻≻v7 C.fdManager ← {Jacob}
CP ≻≻v8

C.director ← {William}
CP ≻≻v1 ∩ v2 ∩ v5 ∩ v7 ∩ v8 C.signature

← {Jacob,William}
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showing that the set of entities {Jacob,William} is suf-
ficient to complete the set of signatures during the time
v1 ∩ v2 ∩ v5 ∩ v7 ∩ v8.

Or, using credentials (9), (24), (26), (28), (30) and (31) and
rule (CWP5) we infer:

CP ≻≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director
CP ≻≻v1 C.requester ← {Jacob}
CP ≻≻v3 C.accountant← {Eliot}
CP ≻≻v5

C.superior ← {William}
CP ≻≻v7

C.fdManager ← {Jacob}
CP ≻≻v8

C.director ← {William}
CP ≻≻v1 ∩ v3 ∩ v5 ∩ v7 ∩ v8 C.signature

← {Jacob,Eliot,William}
showing that here we need more people to complete the set

of signatures, i.e. {Jacob, Eliot,William} during the time
v1 ∩ v3 ∩ v5 ∩ v7 ∩ v8.
Or, using credentials (9), (24), (27), (29), (30) and (31) and
rule (CWP5) we infer:

CP ≻≻ C.signature← C.requester
⊙ C.accountant ⊙ C.superior
⊙ C.fdManager ⊙ C.director
CP ≻≻v1

C.requester ← {Jacob}
CP ≻≻v4

C.accountant← {Alexander}
CP ≻≻v6

C.superior ← {Michael}
CP ≻≻v7 C.fdManager ← {Jacob}
CP ≻≻v8 C.director ← {William}

CP ≻≻v1 ∩ v4 ∩ v6 ∩ v7 ∩ v8 C.signature
← {Jacob,Alexander,Michael,William}

showing that here we need four people to complete the set
of signatures, i.e. {Jacob, Alexander,Michael,William}
during the time v1 ∩ v4 ∩ v6 ∩ v7 ∩ v8.

VIII. CONCLUSIONS

In the paper we model the use of trust management systems
in decentralized and distributed environments. The modelling
framework is a family of Role-based Trust management
language RTT . The core part of the paper is introduction
of time validity constraints and especially maintaining the
procedure – modifications aimed at making the RTT language
more realistic. While the inference systems presented in this
paper are simple, they are well-founded theoretically. The
utility of the proposed extentions is most visible in large-scale
distributed systems, where users have only partial view of their
execution context.
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Abstract—Harnessing the power and popularity of partici-
patory or opportunistic sensing for the purpose of providing
added value security and surveillance services is a promising
research direction. However, challenges such as increased pri-
vacy concerns, as well as technological issues related to the
reliable processing and meaningful analysis of the collected data,
hinder the widespread deployment of participatory surveillance
applications. We present here our work on addressing some of
the aforementioned concerns through our related participatory
application that focuses on crisis management and in particular
buildings’ evacuation. We discuss the technical aspects of our
work, the viability and practicality of which is validated by means
of a real experiment comprising 14 users in the context of an
emergency evacuation exercise.

I. INTRODUCTION

RECENT developments regarding the capabilities of
smartphones that are increasingly equipped with middle-

to high-end sensors and their widespread penetration in mod-
ern society have spawn a novel paradigm of information
generation and sharing, that of participatory sensing [1]. In
this bottom-up paradigm illustrated in Figure 1, users of
smartphones take advantage of the capabilities of the devices
that they are carrying in terms of sensing and collect data
regarding their surrounding environment and themselves, e.g.
acceleration, temperature, light, sound, etc. They then proceed
with sharing this information with other users either by
uploading it to a common repository accessible to everyone
(perhaps in the form of a map service where the location of the
collected data is also pinpointed), or by sending their data to a
centralized entity that provides them with related services [2].

The paradigm of participatory sensing is applicable to a
wide range of application domains. Of particular interest is its
consideration in light of security applications, in which case a
new research domain, i.e. that of participatory surveillance,
emerges [3]. Participatory surveillance refers to the use of
principles from participatory sensing in order to monitor,
control, and assess a variety of events for the purpose of
security [4]. For example, the evacuation of a building could
be enhanced when having access to data collected from the
evacuees through their smartphones or in case of criminal
activities the legal and police authorities could have a wealth
of data coming from smartphones of nearby people to support
their investigations [5], even in the absence of operational
networking infrastructures. The latter data yield no significant
information as such, but subject to processing using machine

learning techniques they could be used to deduce useful
knowledge about the activities the users were conducting at
the time of data collection.

Fig. 1. Principles of operation of participatory surveillance.

To examine the viability of such scenarios we built a
prototype participatory surveillance application and staged an
evacuation exercise to validate its viability and practicality in
real settings. We also designed a participatory surveillance
framework and an experimental methodology to collect and
analyze the data gathered throughout the exercise. One of the
main goal of this research work was to examine the potential
knowledge that can be derived from raw data stemming from
the participatory sensing tasks. The driving objective was our
ability to infer the different types of activities that the users
were engaged in during the experiments, using only raw sensor
data as input. We were also interested in examining how much
information can be extracted from a minimal set of data and
the results discussed later were quite interesting in terms of
privacy.

We report here on our findings utilizing artificial intelligence
and in particular machine learning algorithms to preprocess
and analyze the collected data in order to infer the type
of activities the users were conducting when the data was
being collected. The results are very promising, with various
configurations of our framework being able to identify up to
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99% of users’ activities (walking, standing still, climbing stairs
or descending stairs) on the actual data collected from the
evacuation exercise.

The remaining of this paper is structured as follows. After
this brief introduction, Section II reviews related work in
the area of participatory sensing in the context of security.
Section III discusses the design of our participatory surveil-
lance application together with potential scenarios of its use,
whereas Section IV outlines privacy concerns and considera-
tions regarding participatory surveillance. Section V presents
the proposed generic framework to support analysis of data
collected through such applications, evaluation of the accuracy
and performance of which is the subject of Section VI. The
paper concludes with Section VII where the limitations of this
work are underlined and opportunities for further research in
the domain are pinpointed.

II. RELATED WORK

Sensors on mobile phones can be used to infer different
types of information regarding the users of the phones, as
well as the surrounding environment. Accordingly, an exten-
sive review is presented in [6]. Accelerometers, gyroscopes,
and other sensors have been used to detect human activities
with typical cases presented in [7], [8], [9]. Such works
are significant for security reasons, because they can reveal
the state of users, e.g. running or laying still, and thus in
combination with other contextual information they can hint
on possibly suspicious actions of users, e.g. running away
from a crime scene, while everybody else around the user is
walking. Moreover, considering a smartphone’s microphone
as input, audio recordings regarding noteworthy events could
be recorded in an inconspicuous manner, whereas the phone
camera could serve as an additional channel of information
reporting, as discussed in [10].

The prominence and ubiquity of current smartphones that
are equipped with a variety of embedded sensors has spurred
applications related to user-centric sensing and monitoring
of the surroundings, namely the paradigm of participatory
sensing [1]. Such applications have found applicability in envi-
ronmental monitoring [11], green vehicle routing [12], noise
mapping in urban environments [13] and lately in security
and surveillance operations [4]. Despite the fact that there
are several potential shortcomings from such an approach, i.e.
regarding privacy [14] and the quality and accuracy of data
collection [15], its benefits nonetheless are far from negligible.

In the context of security, participatory sensing applications
can provide great data collection services at high granularity
(spatial and temporal) and at a low cost. Current surveil-
lance practices rely mostly on video monitoring, e.g. CCTV,
which has several shortcomings in person identification [16]
and cannot inherently cover extended areas. While there has
been work on using sensors as information side channels
for security operations, e.g. microphone [17], accelerometers
and PIR [18], and magnetometers [19], such techniques have
however not been envisaged at a large scale. Limited num-
ber of sensors were deployed in previous works and such

approaches therefore also suffer from poor range and poor
data records. Participatory sensing builds on the use of sensors
on smartphones that are nowadays pervasive and ubiquitous
and can thus provide information for large geographical areas,
assuming a large volunteer user base. The associated costs
are minimal compared to the installation and deployment of
infrastructure-based solutions, while additionally the ease of
deployment is great since nowadays users carry their phones
with them for the major party of the day and it is always
on, collecting sensor data. Another benefit of participatory
sensing applications for security purposes can be found in
the straightforward identification of people that is supported
through the cell IDs of the phones and allows the association
of users with the data related to them. The Cell-All project
from the US Department of Homeland Security on the use
of chemical sensors on mobile phones to detect chemical
attack related emergency situations was one of the first efforts
towards crowdsensing being put in use for security purposes
[20].

Furthermore, one of the biggest concerns in participatory
sensing is ensuring that users are actively contributing and
sharing their data [21], [22] since it could eventually lead to
poor performance due to the lack of accurate and informative
representations. This problem has been considered in the con-
text of noise mapping, where a persuasive, motivating game
was considered in [23] to stimulate user data collection and
sharing. In terms of participatory surveillance, we postulate
that the citizens’ sense of engagement and contribution in
securing their environments will be the driving factor for
their engagement. Nevertheless, in order to promote such
engagement the fundamental issue raised by users, i.e. privacy,
should be addressed. In this respect, there has been significant
research work on the anonymization of shared user data with
prominent examples being reported in [24] and [25].

III. PARTICIPATORY SURVEILLANCE SCENARIOS

Participatory surveillance as a concept aims at utilizing
the notions of participatory sensing and the ubiquity of
smartphones equipped with a wealth of sensors in order to
provide services related to surveillance and public security.
This paradigm shift aims at empowering both the citizen and
the police authorities and raising public awareness and citizen
engagement [3]. Citizens on one hand feel more empowered
since they are contributing in securing their neighborhoods
and acquire thus a more active role in their society. Police
authorities on the other hand gain from the wealth of data com-
ing from citizens’ smartphones and other monitoring means.
It is an inexpensive and efficient way of enriching the data
coming from traditional sources of surveillance, e.g. CCTV,
as well as reaching areas where deployment of CCTV-like
systems is not possible or allowed. Moreover, data coming
from smartphones is not only limited to pictures or videos,
but it can also include data from the embedded sensors such
as accelerometer, gyroscope, pressure, magnetometer, etc. This
kind of data supports the police authorities in gaining a better
understanding of potentially noteworthy incidents [4].
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In this respect, we considered a scenario that involved a
variety of actors in order to collect experimental datasets from
smartphone sensors and also to test the feasibility of the notion
of participatory surveillance. We chose to avoid scenarios that
would seem invasive and that might be considered as threaten-
ing citizens’ privacy, e.g. continuous localization using GSM
signals or recording the audio and video signals surrounding
citizens at all times. The scenario we considered involved
crisis management and in particular an evacuation exercise
of an office building in case an emergency occurs, e.g. fire.
People inside the building, namely employees, safety staff,
building delegates (in charge of enforcing standard evacuation
procedures) and visitors, were assumed to have a smartphone
equipped with a custom application that monitored the values
registered from their sensors and reported the data back to a
centralized control room.

In terms of participatory surveillance, the principal goal
was the utilization of the collected sensor datasets to provide
the remotely located control room supervisors with useful
knowledge regarding the progress of the evacuation, e.g.
bottlenecks in exits indicated by users standing still, running in
stairs indicating panic, users in peculiar situations (lying down
or falling). Accordingly, the collected datasets that contained
raw sensor data, e.g. from accelerometers or gyroscopes, had
to be processed and analyzed in a manner that would allow
us to extract useful information about user activities related
to the collected data. The motivation behind this exercise was
to examine whether data from smartphones alone would be
sufficient to support surveillance tasks during an emergency
when infrastructure surveillance mechanisms such as CCTV
would be unavailable, namely to study the potential use
of smartphones and participatory applications as a backup
channel for surveillance.

The evacuation exercise scenario is in our view typical
of prospective participatory surveillance applications, since it
exhibits the majority of desired characteristics. In particular,
it considers the use of a variety of sensors and a large
number of people; it is privacy-friendly since it allows people
to decide when and what type of data they wish to share;
it is easily extensible to include further features and data
sources; it provides solid motivation for the use of smartphones
for security operations, since in such a case the lack of
infrastructure surveillance network would be detrimental to
police operations. Undoubtedly, the major concern of user
privacy is present in this scenario as well as in every other
participatory sensing application, albeit at a smaller scale.
In the following, we discuss relevant privacy concerns and
describe our approach in alleviating them.

IV. PRIVACY CONSIDERATIONS

While the benefits stemming from participatory surveillance
applications are evident, the privacy risks involved are not
clear and need to be carefully considered. The mere concept
of participatory surveillance comes along with a series of
potential privacy risks. Users are required to share personal
data coming from the sensors embedded on their phones, in

order to support and improve security operations and promote
the communal sense of safety. We illustrate in Section VI that
even with the use of data coming from just the accelerometer,
it is possible to infer the activities that the user was conducting
at the time of data collection. Use of additional sensors could
exacerbate this risk, providing more detailed information on
user activities. Indicative of relevant privacy risks, is the recent
work presented in [26] that considered RF-sensing to infer
the state of device-free individuals without their cooperation.
Taking into account the capabilities of modern smartphones
and the wealth of data available to participatory surveillance
applications, it becomes clear that proper privacy enhancing
technologies need to be put in place.

A major concern refers to the fact that user data can easily
be traced back to their owner, because of the nature of cellular
networks and the uniqueness of phone identifiers. Since data
can be used to expose potential private user information,
anonymization techniques need to be utilized to hinder such
exposure. A comprehensive review of related solutions can be
found in [24], with the most prominent approaches considering
techniques such as k-anonymity and l-diversity [25]. More-
over, the entire space of sensors on smartphones needs to be
carefully examined. The latter are nowadays carrying a large
number of sensors and the knowledge that can be extracted
from them (by processing the corresponding sensed data) is
still not fully chartered. Studies like the one presented in this
paper, expose the privacy risks related to the accelerometer,
however the need to perform similar studies for the entirety of
available sensors is paramount. Accordingly, guidelines could
be provided to the end users to instruct them on the potential
risks involved in sharing data coming from diverse sensors.
This is particularly important since users are quite sensitive
about sharing photos or location data for example, but are
unaware of the risks involved in sharing data from low level
sensors that could be equally detrimental to their privacy [14].

Access to this data should also be protected, so as not
to allow its unauthorized viewing and processing. Participa-
tory surveillance is the context in which this data is being
collected and therefore police authorities should access this
data under this particular context. The role of national Data
Protection Authorities (DPAs) naturally emerges as a safepoint
of supervisory control regarding participatory data protection.
In addition to any such effort, participatory surveillance ap-
plications should also be designed with privacy in mind, in
which case they should record any access to data and the
processing method invoked on them to assist in prospective
inquiries. Furthermore, who will have ownership of this data
and for how long it should be kept and processed remains
an open issue that could trigger conflicting situations. One
could for example postulate that data should be retained by
police authorities only when a criminal activity took place
and then stored indefinitely. However, the exposure of such
an activity cannot be foreseen and therefore data should be
kept to ensure its availability if needed. Another conflict that
might arise involves the user wishing to remove his shared data
(right to be forgotten), whereas the police authorities might
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not permit this due to ongoing or forthcoming investigations.
There is no panacea to resolve such conflicts, with application-
and context-dependent solutions usually being the norm. Un-
doubtedly, appropriate legislation and rule systems should be
introduced to regulate this newly established field and thus
promote its prosperity.

V. DATA ANALYSIS FRAMEWORK DESIGN

The notion of participatory surveillance refers to the collec-
tion of data from a variety of smartphones and other mobile
devices and in particular from the on-board sensors carried
by such devices. Processing and analyzing this wealth of
data could lead to the inference of interesting information
and knowledge regarding various surveillance aspects, namely
the identification of distinct human activities, the location of
a user and his/her surroundings (physical and social) and
the occurrence of abnormal conditions, e.g. extreme sound
levels potentially attributed to screaming or intense physical
stress possibly attribute to user falling. The goal of the data
analysis part of any effective participatory surveillance system
is therefore to deduce such useful information. In the following
we present a generic framework that has been devised for such
purposes of data analysis and discuss its various aspects.

Analyzing data to extract useful patterns and accordingly
use these to identify human activities and distinguish between
them has been a very active research domain over the years
[27]. The goal is to have computing systems capable of infer-
ring knowledge by themselves using only raw data as input.
The main elements of machine learning for the purposes of
activity recognition using smartphones include the following:

• Data collection: collection of data using sensors located
on the users’ smartphone.

• Data training: the collected raw data need to be processed
in order to deduce some useful information features and
characteristics that will assist in its classification.

• Data classification: use of the aforementioned features
in conjunction with machine learning classification al-
gorithms to classify data, i.e. assign classes to data
instances.

Figure 2 depicts these 3 different steps in the machine
learning process. We applied these steps on both the collected
reference data and the test data for our experiments and
appropriately configured the classification process to enhance
its performance in respect to our requirements. During the
training phase the most appropriate and appropriately config-
ured classifier is selected, so as to be applied in the testing
phase over new data and classify them accordingly.

As previously discussed, sensor data can be exploited to
detect human activities and thus provide insight on the actions
and whereabouts of the smartphone users in a non-intrusive
manner. We decided to use a systematic approach to tackle this
problem and for this reason introduced a generic framework
for the analysis of data coming from participatory surveillance
activities. The main goal is to build a comprehensive dataset
for training statistical classifier and applying this to actual,
i.e. test, data to establish possible patterns/matches and thus

Fig. 2. Machine learning stages for activity recognition applied on both
training and testing phases.

identify human activities for the purposes of surveillance.
The reason why we chose to define a generic framework
is to establish a methodological framework of doing similar
experiments, as well as to facilitate further developments in
the domain. The framework is presented in Figure 3, while its
elements are detailed in the following:

• Define problem space: the particulars of the participatory
surveillance tasks need to be carefully defined at a high
level, namely what needs to be achieved. They will serve
as the requirements that will drive the rest of the analysis
process.

• Define activities to be identified: not all scenarios for
participatory surveillance rely on the identification of
the same set of activities. However, the selection of the
interesting activities is important at an early stage since
it drives the definition of the required data and sensors
to monitor these activities.

• Define sensors to be used: having defined the activities we
are interested in, the next step concerns the selection of
the most appropriate sensors to support the identification
of these activities.

• Plan and conduct training experiments: the training phase
is the first phase in the machine learning process and it
involves a set of base experiments to collect reference
data for the activities in question. The planning of these
experiments is therefore of paramount importance, so as
no configuration parameters or testing conditions become
neglected during the following phase.

• Collect datasets for training: collect training data referring
to elementary activities related to participatory surveil-
lance as defined in previous steps of the process. The data
should refer to more than one repetitions of the activity
over a span of time.

• Pre-process training data: the collected data is in most
cases noisy and needs to be pre-processed prior to being
used by machine learning classifiers. Raw data usually
has very fine granularity making it difficult to discern
relevant statistical properties. Therefore it needs to be
processed in order to extract statistical features over time,
as well as in the frequency domain. The pre-processing
tasks involve the removal of outliers from the original
dataset, the annotation of the data for classification pur-
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Fig. 3. Generic framework for the analysis of participatory surveillance data.

poses (applies only to training data, since the classifier
will ¿predictř the class of the test data) and the extraction
of statistical features.

• Build classifier based on training data: amongst the large
number of classification algorithm available in the related
literature, the optimal one for the particular type of
collected data and extracted features should be selected.
Each classifier has a set of configuration parameters and
a sensitivity analysis of each of them and their influence
on the accuracy of the classifier needs to be performed in
order to conclude on the most appropriate classifier for
the considered experimental settings.

• Apply classifier on test data: having decided on the
optimal classifier, it needs to be applied on the collected
test data (a posteriori or at runtime depending on the
experimental settings). The classifier should be able to
identify the class to which each of the test data belongs
and decide upon that.

• Evaluate accuracy: the accuracy of the classifier is evalu-
ated against the ground truth, hence the need to properly
and accurately annotate both the training and test data.

• Improve classifier: test and training data are of the same
type but a lot of irregularities might appear on the test
data that might not have been present in the training
data. There are many reasons for this, most important
of which is the fact that training data users are rarely the
same as test data users and thus do not have the same
physiological patterns. Therefore, the classifier might not
predict the test data as efficiently as expected and further
modifications need to be applied on it and accordingly
the experiments might need to be performed again.

In what follows we elaborate on the elements of our
proposed framework in the context of our participatory surveil-
lance evaluation case-study, i.e. the evacuation exercise.

VI. EVALUATION

To validate the feasibility of participatory surveillance and
evaluate its efficiency we conducted an evacuation exercise
experiment, where the main goal was to establish whether the
use of smartphones’ sensors as a backup channel for informa-
tion collection can yield information about users’ activities. In
this respect, we built a comprehensive dataset for training a
statistical classifier and applied this to the test data collected
during the experiment to establish possible pattern matches
and subsequently analyze the results to augment the design of
the assumed participatory surveillance system.

A. Implementation

In order to collect data from the sensors embedded on
the smartphones of the users we experimented initially with
the Funf open sensing framework [28] running on Android
platforms, but we finally opted for a custom built application
to avoid the unnecessary complexity in configuring Funf. In
particular, Funf allows the developer to set preferences in
regards to data collection, such as the types of sensors to
be monitored, the duration of the monitoring and recording
phase and the interval between two consecutive recording
phases. A limitation of this framework is the fact that the
actual frequency of data collection, while seemingly subject
to a user’s preferences, is actually a compromise between the
value set by the user and the frequency that Android itself
and the corresponding sensors can actually support. Android
allows for 4 different rates for data collection from sensors,
i.e. normal, UI, game, fastest. However, the actual values
for these frequencies differ between different sensors, which
further complicates matters when it comes to data collected
using Funf. For these reasons we built our custom application
to collect sensor data, the main distinguishing feature of which
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is that it allows explicit setting of data collection frequency
per sensor.

Fig. 4. Architecture of sensor data collection application.

The application we built has a modular and extensible
architecture that is shown in Figure 4. The Sensor Manager
is the main entry point for the app, currently running on
Android phones, by means of a dedicated GUI that allows the
user to select the sensor the values of which she is interested
in recording. Two main elements of the architecture are the
Sensor Controller and the Data Manager. The former interacts
with the Location Handler to retrieve current location and the
Sensor Handler to get low level system access to the embedded
sensors and retrieve their values, while the latter parses this
information into an appropriate data format and stores it to a
local Data Repository. Moreover, the Data Manager supports
management of this repository, i.e. search, update, delete data,
applying access control policies to avoid unauthorized access
to private data and logging every request for data.

B. Experimental setup

The evacuation exercise experiment was conducted in a
public building at the JRC premises and it comprised both
floors of the building, as well as the parking space, where the
actual evacuation meeting points is located. The participatory
surveillance exercise was part of a larger experiment that
aimed amongst others at evaluating additional techniques such
as indoor localization using smartphones and facial recognition
through the cameras on the smartphones. For the participatory
surveillance tasks, 14 actors were involved: 1 building delegate
and 13 regular users carrying their smartphones. The latter had
our custom application deployed in order to collect sensor
data, e.g. accelerometer, and the users were also instructed
at times (via SMS from the control room) to use their
smartphones to record video of their surroundings. Users and
the building delegate were equipped with different types of
smartphones (Samsung Galaxy Nexus, Sony Xperia S, HTC

One) to account for the diversity of existing platforms and
embedded sensors.

Upon completion of the evacuation exercise we had a total
of 13 datasets from a corresponding number of phones that had
collected sensor data through our application. Unfortunately,
the instability of the application and of the smartphones’
platform led to not all phones having recorded data (only 6 out
of 13 phones reported worthwhile data). It has to be clarified
that the reasons for the erroneous, wrongly timed and limited
data collection cannot be pinpointed to a particular event. They
can be attributed to users not having activated all services,
e.g. location reporting services, networking hindrances due to
obstacles or other reasons that collectively prevented timely
data reporting, smartphone being overloaded, smartphone bat-
tery having been depleted, etc. The major problem that we
encountered was the concurrent and synchronized collection
of sensor and localization data. This was necessary in order
to be able to reason about the sensor data and to pinpoint
the location of interesting events. In the future a larger user
test base should be considered and an extensive preparation
phase prior to the experiments should take place to ensure
proper operation. Moreover, test users should not be left to
freely interact with the considered applications and services,
but instead they should follow a strict script/set of actions in
order to ensure that the results we obtain will not be biased
by the individual users’ attitudes.

The frequency of data collection from the sensors was
set to 500Hz (every 2ms), which intuitively is rather high
to allow for distinguishing between differences in human
activities. Moreover, it reduces the battery level significantly
since the device is constantly operational and collecting data.
In future experiments we plan to perform a thorough sensitivity
analysis of this variable, as well as of other variables in our
configuration. The sensors involved in data collection include
the triaxial accelerometer, microphone, battery, gravity sensor,
gyroscope, light sensor, magnetometer, orientation, WiFi and
Bluetooth wireless interfaces and the proximity sensor. While
data was collected for all the aforementioned sensors, we
focus our analysis here on those collected by accelerometers.
The reason behind this decision lies in the fact that in this
evacuation exercise, identification of human activities, e.g.
walking or running, was the main goal and in this respect
the accelerometer has been the sensor most widely used for
this purpose in related research works [29].

Moreover, due to the established limitations of the sensing
capabilities of modern smartphones and their issues with
calibration (see for example [30], [31]), sensors such as the
gyroscope, magnetometer and orientation are considered to be
of limited accuracy and this placed constraints on their use in
our experimental design. An additional reason for not using
these sensors was the fact that they are dependent on many
external features, e.g. the way the phone is being held, specific
rooms/configurations where the experiments took place, so
it would have been harder to deduce any useful context
from such sensors considering the difficulties in repeating
experimental settings and conditions. We therefore opted to
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place emphasis on data collection by the triaxial accelerometer
present in all current smartphones for the analysis of the data
collected in the participatory surveillance project. Evidently,
the training dataset can be easily expanded to include data
from the other sensors in order to establish whether useful
knowledge about the users’ status and activities can be ex-
tracted from them.

C. Training phase

The focal objective of building a reference training dataset
is to establish a solid and wide ground truth to be used for the
evaluation of the participatory surveillance experiments, i.e.
the identification of distinct human activities. In this respect,
we collected training data with a specific focus on data that
corresponds to the activities expected to take place during
the evacuation exercise; walking, walking up stairs, walking
down stairs, standing still. It should be clarified that the more
activities we consider, the more accurate the prediction will be
since there will be more details and more patterns derived for
each of these activities. However, the increase in the number
of considered activities brings a corresponding increase in
the complexity of the data pre-processing and classification
processes. Considering this trade-off we opted for a training
dataset containing accelerometer data corresponding to the 4
basic activities mentioned before.

The training dataset contains 5 minutes worth of data
collected for each of the aforementioned activities, which
were conducted independently and annotated immediately
after completion to limit possible annotation errors. Users
were asked to retain constant gait and velocity as much as
possible. We performed 10 recording sub-sessions, i.e. 40
second sub-sessions, for each activity to eliminate possible
user fatigue that would influence data collection. In addition,
only 30 seconds were considered out of each sub-session; we
trimmed the first and last 5 seconds to omit outliers during
initialization and finalization of the activity. Lastly, we used
the exact same settings in terms of data collection frequency,
smartphone devices and phone placement as in the actual
evacuation exercise.

D. Data preprocessing

The collected training data refers to 3 streams of measure-
ments, one for each axis of the accelerometer. They represent
continuous discrete samples that need to be pre-processed
prior to making any analysis based on them. In accordance
with typical activity recognition algorithms, we commence by
cleaning the raw data and removing the outliers, followed by
the application of a windowing technique to extract groups of
data that could potentially expose repetitive activities or tasks
with common characteristics, both of which are representative
of the majority of human activities. We built a set of custom
Java tools that facilitate the automation and efficient pre-
processing of the raw data and hence allow to invest more
time on the data analysis tasks. All the data are stored as
CSV files, the first line of which indicates the type of data.

Removing outliers is a very important task in data pre-
processing, since these values could influence the outcome
of the analysis process as they are not conforming to the
rest of the data and have thus been potentially generated by
side activities to the one currently under examination. The
most common technique we use to clean the dataset is to
remove the influence stemming from the initialization and
finalization of activities. We are interested in the execution
of the actual activity and therefore we trim the dataset on
both ends accordingly. This is similar to the technique used
in [7] and we also take into account the risk of significantly
reducing the size of the dataset; this is the reason why
we collected additional data as previously described. More
advanced techniques, e.g. mean, Kalman, particle filters, could
also be applied, but since the application of these filters is
subject to intense processing requirements, we opted against
applying any such technique on the collected accelerometer
data.

Subsequently we applied a windowing algorithm to create
logical instances, i.e. windows, of the original dataset. The
windows are used to reduce the problem space on one hand,
but also to assist in grouping similar samples on the other
hand. Generally speaking there exist three different windowing
techniques, namely sliding, event-based and activity-based
windows, applied to raw data for the purpose of recognition
of human activities, as discussed in [32]. We used the sliding
window technique with overlap 50% over the entire training
data population, for a total of over 60,000 samples. Table
I illustrates the different values for the window size that
we experimented with and the corresponding duration of the
window and generated instances in the dataset based on the
assumed data collection frequency. We should note that the
same techniques for data preprocessing are applied in both
the training data as well as the test data during the actual
classification process.

TABLE I
WINDOW SIZE, DURATION AND SIZE OF INSTANCES IN DATASETS

Window size Duration Instances in dataset
64 1.28s 1875
128 2.56s 937
256 5.12s 468
512 10.24s 232

The sampling frequency of the original training dataset
is too high for individual samples to exhibit any interest-
ing properties, especially in regards to human activities that
normally have a duration lasting at least a few seconds. To
alleviate this concern, we extract features over the different
instances (windows) of the data. The notion of features refers
to statistical properties of the windows of data and provides
some qualitative or quantitative information on them. We
examined time domain and frequency domain features in the
related literature and we selected a total of 105 features to
compute for all the data contained in each of the windows
in the dataset. Out of these 105 features, 75 were in the time
domain and 30 in the frequency domain. The latter necessitated
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that we first apply a Fast Fourier Transform (FFT) over the
windows’ data and then calculate the corresponding features.
Table II summarizes the selected features that were applied
on the accelerometer values for each of the three axes, the
magnitude of acceleration and the tilt on all three axes.

TABLE II
TIME AND FREQUENCY DOMAIN FEATURES FOR CLASSIFICATION

Time domain Frequency domain
Mean Mean
Median Median
Minimum Minimum
Maximum Maximum
Harmonic mean Spectral energy
Geometric mean Entropy
Pearson’s correlation Pearson’s correlation
Variance
Standard deviation
Root mean square
Covariance

Cyclic patterns of human activities can be easier observed
using frequency domain features and this is the main reason for
their significance. Indicatively, Figure 5 depicts the mean FFT
for the 3 axes of acceleration; cyclic, identifiable patterns can
be clearly seen in the activities involving stairs as expected.

Fig. 5. Mean FFT of acceleration in the 3 axes and the activities that it
corresponds to.

E. Data classification
Having completed the aforementioned procedures and in

accordance to our generic framework, the next step in the
process involves training the classifier in order for it to be
able to correctly analyze the collected data, but also to be able
to respond to prospective queries on how new data should be
classified, i.e. annotated, in line with previous data. We used
the Weka toolkit [33] to experiment with a variety of machine
learning algorithms, namely KStar, C4.5 decision tree, Bayes
(Bayes Network with K2 search algorithm), Support Vector
Machines (SVM), Sequential Minimal Optimization (SMO),
k-NN, MultiClass (meta-classifier) and MultiLayer Perceptron
Neural Network(MLP).

We indicatively present in the following results on the
training of the classifiers based on training data coming from a
Sony Ericsson phone, where the data collection frequency was
set to be 500, the window size 256 with 50% overlap, the user
conducted all 4 activities and she did so holding the phone in
her hand at the waist level. In order to test the accuracy of the
various classifiers, we used Weka and performed a comparative
analysis of the aforementioned 8 algorithms using cross-
validation with 10 folds and 10 iterations using all the training
data. The annotated test data were used for the evaluation and
that is where the corresponding results refer to. To gain a level
of statistical confidence in the results obtained by Weka, we
applied the well-known statistical hypothesis test Students’ T-
Test, with a requested confidence of 0.05 (indicates statistical
difference threshold when performing pairwise comparison
between schemes), and managed to acquire measurements for
a variety of aspects regarding accuracy and the performance of
the classifiers accordingly. Results regarding these classifiers
are presented in Table III and discussed in the following.

All classifiers exhibited very high accuracy rates, reaching
up to 99.5%. It becomes therefore evident that the use of
just the accelerometer in detecting and distinguishing between
human activities yields very promising results. Additionally,
it exposes the privacy risks involved in participatory sensing,
since it illustrates the level of knowledge that can be gained
with the use of a non-intrusive sensor on board a smartphone.

F. Analysis of results

Table III clearly highlights the optimal performance of the
SVM classifier over all others, with the C4.5 one a close
second. SVM has an accuracy level of 99.5%, whereas C4.5
98.8% and the worst performing classifiers are the Bayes
Network and KStar with accuracies of 85% and 86.6%,
respectively. It is interesting to examine this observation in
light of the mean absolute and root mean squared error metrics.
A simplistic analysis would expect the Bayes Network and
KStar classifiers to have the largest degrees of errors, due
to their low accuracy. However, while Bayes Networks and
KStar do not indeed fare well, it is actually the SMO and
MLP classifiers that exhibit the largest mean errors and root
mean squared errors despite high accuracy levels of 97.01%
and 97% respectively. The reason for this is the fact that while
the latter classifiers managed to correctly classify a larger
number of instances, the misclassifications were so big that
they succeeded in significantly increasing the mean errors.
This observation is consistent with our belief that evaluation
of a machine learning classifier is not a simple process of
computing a couple of metrics, but rather an extensive pro-
cedure where a series of quantitative metrics should be taken
into account and considered in parallel, while additionally one
should not neglect qualitative analysis, as discussed later.

Two very important metrics in assessing classifiers are
the precision and the recall (borrowed from the field of
Information Retrieval - IR). Precision measures successful
assignments to a class over all assignments to that class
(including incorrect ones) and in this respect it refers to the
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TABLE III
TIME AND FREQUENCY DOMAIN FEATURES FOR CLASSIFICATION

Classifier C4.5 Bayes KStar SVM SMO kNN MLP MultiClass
Evaluation metric
Accuracy 98.8054 85.0457 86.5528 99.4976 97.1061 91.2616 97.0416 96.8560
Incorrect classifications 1.1946% 14.9543% 13.4472% 0.5024% 2.8939% 8.7384% 2.9584% 3.1440%
Mean absolute error 0.0060 0.0748 0.0659 0.0025 0.2529 0.0673 0.3044 0.0208
Root mean squared error 0.0638 0.2642 0.2472 0.0345 0.3159 0.1814 0.3523 0.1164
IR Precision 1.000 0.7704 0.7720 0.9976 0.9516 0.8294 0.9574 0.9842
IR Recall 0.9850 0.7762 0.7814 0.9974 0.9799 0.8767 0.9698 0.9497
F-measure 0.9923 0.7715 0.7745 0.9975 0.9652 0.8501 0.9625 0.9659
Area under ROC 0.9925 0.9461 0.9585 0.9983 0.9879 0.9741 0.9999 0.9942
KB mean information 1.9712 1.6417 1.6807 1.9879 0.9803 1.7244 0.6418 1.9052
Kappa statistic 0.9841 0.8006 0.8207 0.9933 0.9614 0.8835 0.9606 0.9581
Elapsed time training 0.0902s 0.1299s 0.0004s 1.1515s 0.1447s 0.0006s 176.3556s 0.4553s
Elapsed time testing 0.0069s 0.0244s 10.3873s 0.1052s 0.0079s 0.1009s 0.1494s 0.0578s

fraction of classified instances that are relevant, i.e. correct.
Conversely, recall refers to the fraction of relevant instances
that have been classified. Therefore, high recall values indi-
cate that the classifier was successful in classifying correctly
most of the instances, whereas high precision means that the
classifier performed more correct classifications than incorrect
ones. In our experiments, it is the C4.5 classifier that has
the best precision with a value of 1.0, followed by the SVM
with a value of 0.99, while the Bayes Network and KStar
classifiers have the lowest precision with value of 0.77 for
both of them. In general, precision follows the same pattern
as accuracy, which was to be expected since these two metrics
are conceptually close. Similar results (top two algorithms
being SVM and C4.5 and lower two Bayes Network and
KStar) can be seen for the recall metric, albeit with more
distinguish values. Interestingly enough, while the MultiClass
classifier had the third best precision at 0.98, it is the SMO
classifier that has the third best recall at 0.98. This indicates a
different performance between these two, where MultiClass is
better at classifying more instances correctly than incorrectly
and SMO outperforms MultiClass in performing more correct
classifications. Nevertheless, SMO had a much higher root
mean squared error than MultiClass, so in general one can
expect better performance of the latter.

Another very important metric is the F-measure that com-
bines both precision and recall (also known as F1 score or
F1 measure since precision and recall are evenly weighted). It
is actually the harmonic mean of precision and recall and is
used to express the accuracy of the classification process and is
widely considered to be more useful than the percent of correct
classifications as expressed by the accuracy metric. According
to the F-measure, the SVM and C4.5 perform the best, while
the Bayes Network and KStar the worst. Moreover, the area
under ROC (receiver operating characteristic) metric has also
proven to be extremely useful in evaluating classification
algorithms [34], although its value has been recently heavily
criticized and thus undermined, e.g. in [35]. The area under the
ROC curve is equal to 1 for a perfect classification and drops as
classification quality drops. In our experiments MLP performs
the best in terms of the area under ROC with a value very close
to 1, followed by SVM and MultiClass, while Bayes Networks

and KStar perform the worst. It has to be clarified nonetheless
that even the worst performing classifier, i.e. Bayes Network,
has a value equal to 0.95 that broadly speaking is very good
for classification purposes.

Other metrics that we considered in order to compare the
performance of the considered classifiers include the Kappa
statistic and the KB mean information. Kappa statistic is used
to indicate the agreement of prediction compared to the ground
truth and is important since it is a probabilistic value that takes
into account not only the comparison to the ground truth, but
also the probability that a correct assignment to a class was by
chance. As before the SVM and C4.5 classifiers were the ones
with higher Kappa statistic value at 0.99 and 0.98 respectively
(the higher the value, the better matching the agreement),
while KStar and Bayes Network had the lowest values, 0.82
and 0.8 respectively. Kononenko and Bratko [36] introduced
an information-based evaluation criterion for each classifier’s
performance, which excludes prior class probabilities and
thus assesses better the performance of the classifier under
uncertain conditions. Once again SVM and C4.5 had the
highest performance in regards to this metric, but surprisingly
MLP did not perform well enough. In our view, the reason is
based on the construction of the MLP construction network
that inherently requires knowledge of prior class probabilities
(back-propagation error correction is at its core), so when
these probabilities are excluded its performance is bound to
be reduced.

The last metric that we considered was the aspect of
time. In particular, we examined the time required to train
the classifiers and the time required for them to perform
classifications over the test data. Since the classifiers were
trained and tested on the same sets of data the values obtained
for these metrics are directly comparable. MLP, which is the
most complex of the considered classifiers, requires the most
time for training, averaging 176.35 seconds. This is however
not reflected in the testing phase that only takes 0.15 seconds.
The fastest classifier to train is KStar followed closely by k-
NN, whereas apart from the MLP classifier, the SVM one at
1.15 seconds is also relatively slow to train. Conversely, when
it comes to testing times SVM is quite fast at 0.1 seconds but
the fastest ones are C4.5 and SMO. The slowest classifier for
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testing was KStar with the remaining algorithms exhibiting
small variance in their values.

Fig. 6. Confusion matrix for the SVM classifier.

It is clear that there are tradeoffs to be considered when
choosing the optimal classifier for participatory surveillance
needs such as identifying human activities. We need to con-
sider accuracy, precision, recall, as well as the overhead in
terms of time for each of the classifiers since they will
need to be considered in real time operation. The training
phase will only occur once, so long timespans for this phase
can be sidestepped, but long times for testing can be used
to exclude certain classifiers from our candidates’ list. Evi-
dently, quantitative results as those previously presented are
important, since they provide a thorough evaluation of the
performance of the different classifiers in regards to a variety
of aspects. It is however equally important to be able to
qualitatively analyze the classification process and in particular
to be able to analyze why classification errors occur. The
best way to do this is by checking the confusion matrix (also
known as contingency table) of the classification process that
represent the classification results versus the ground truth.
Indicatively, Figure 6 shows the confusion matrix for the SVM
classifier and Figure 7 for the C4.5 one. Confusion matrices
are important because they allow us to diagnose which classes
were confused to each other and therefore be able to draw
conclusions as to why this occurred in the first place.

Based on the aforementioned extensive analysis and evalu-
ation of the considered classifiers we came to the conclusion
that the most suitable ones for participatory surveillance needs
include the SVM and C4.5 one. They exhibited the optimal
balance between performance, accuracy and quality of classi-
fication.

Fig. 7. Confusion matrix for the C4.5 classifier.

VII. CONCLUSION

In this paper we presented our work on designing and
developing a solution for participatory surveillance. We aim at
involving end users in the tasks related to security and surveil-
lance and thus on one hand assist and promote the overall
perceived level of safety, while on the other hand promoting
users’ sense of contribution and participation in the society
and hence their awareness. By utilizing the numerous sensors
on smartphones that are nowadays ubiquitous we postulate
that significant information regarding critical, security-related
events can be inferred. As a proof of concept, we built a system
to collect such data from users in the context of an emergency
evacuation exercise and we presented here relevant results on
the use of this data. By using just one sensor, namely the
accelerometer, very high levels of accuracy in predicting users’
activities were reached. In our view, this validates the great
potential that exists in the field of participatory surveillance,
in particular for the management of emergency/crisis events.
Even with quite a few limitations that we encountered in our
study, e.g. sensors accuracy or user participation, and with the
limited amount of collected data, intelligence on the different
activities of users was deducible.

Based on the collected results and our analysis, we are
confident that with the integration of additional sensors, as well
as with the collection of a far more detailed reference dataset,
we would definitely be able to discern between distinct human
activities at a much greater level of detail and with quantifiable
assessment metrics. These aspects are among the ones we plan
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to investigate further in the future. To test the feasibility of our
machine learning approach on participatory surveillance data
we did not check against all possible testing conditions; this
extensive sensitivity analysis is nonetheless the focus of our
ongoing work. We are also planning work on examining the
potential benefits that might arise from exploiting additional
sensors such as the magnetometer, gyroscope, etc.

The usefulness of participatory surveillance is extremely
high if one considers the fact that such a framework could for
example allow groups of rescuers to gain access to information
about the current and ongoing status and activities of people
inside a building, e.g. static user for a long time or user
suffering a physical shock. The analysis of the results and
the possibility of detecting with high accuracy the class of
previously unclassified data has highlighted the great potential
of participatory surveillance systems. However, it has also
exposed the great privacy risks regarding users sharing data
from their smartphones from such systems. We believe that the
use of additional sensors and the information fusion emerging
from the use of multiple sensors will exacerbate these privacy
risks and allow for more accurate detection of the users’
activities, as well as the context of her surroundings. Typical
examples of such risks reported in the literature include the
possibility to infer the PIN of users on smartphones or the
password that they type using accelerometers and gyroscopes
[37]. We therefore also plan to examine the risks involved
from the potential sharing of data from a variety of sensors
and not only the accelerometer.
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YMPOSIUM SoFAST-WS  focuses  on  modern  chal-
lenges  and  solutions  in  network  systems,  applications

and service  computing.   The Symposium builds  upon the
success of Frontiers in Network Applications and Network
Systems (FINANS’2012) and 4th International Symposium
on Web Services  (WSS’ 2012)  held  in  2012  in Wroclaw,
Poland. These two events are now integrated into one event
to fully exploit the synergy of topics and cooperation of re-
search groups.

S

The topics discussed during the symposium include differ-
ent  aspects  of  network  systems,  applications  and  service
computing.  The primary objective  of  the symposium is to
bring together researchers and practitioners analyzing, devel-
oping  and  administering  network  systems,  with  particular
emphasis on Internet systems. Authors are invited to submit
their papers in English, presenting the results of original re-
search or innovative practical applications in the field.

TOPICS

Topics include (but are not limited to):
•

• Architecture,  scalability and security of Open API
solutions,

• Technical and social aspects of Open API and open
data,

• Service delivery platforms - architecture and appli-
cations,

• Telecommunication  operators  API  exposition  in
Telco 2.0 model,

• The  applications  of  intelligent  techniques  in  net-
work systems,

• Mobile applications,
• Network-based computing systems,
• Network  and  mobile  GIS  platforms  and  applica-

tions,
• Computer forensic,
• Network security,
• Anomaly and intrusion detection,
• Traffic classification algorithms and techniques,
• Network traffic engineering,
• High-speed network traffic processing,
• Heterogeneous cellular networks,
• Wireless communications,
• Security issues in Cloud Computing,
• Network aspects of Cloud Computing,
• Control of networks,
• Standards for Web services,
• Semantic Web services,
• Context-aware Web services,
• Composition approaches for Web services,
• Security of Web services,
• Software agents for Web services composition,
• Supporting SWS Deployment,

• Architectures for SWS Deployment,
• Applications of SWS to E-business and E-govern-

ment,
• Supporting Enterprise Application Integration with

SWS,
• SWS Conversational Protocols and Choreography,
• Ontologies and Languages for Service Description,
• Ontologies and Languages for Process Modeling,
• Foundations  of  Reasoning  about  Services  and/or

Processes,
• Composition of Semantic Web Services,
• Innovative network applications,  systems and ser-

vices.

EVENT CHAIRS

Furtak,  Janusz, Military  University  of  Technology,
Poland

Grzenda, Maciej, Orange Labs Poland and Warsaw Uni-
versity of Technology, Poland

Legierski, Jarosław, Orange Labs Poland, Poland
Luckner,  Marcin, Warsaw  University  of  Technology,

Poland
Szmit, Maciej, Orange Labs Poland, Poland

PROGRAM COMMITTEE

Benslimane,  Sidi  Mohammed, University of  Sidi  Bel-
Abbès, Algeria

Chojnacki, Andrzej, Military University of Technology,
Poland

Cocucci,  Osvaldo, Orange  Labs  Products  &  Services,
France

Fernández, Alberto, Universidad Rey Juan Carlos, Spain
García-Domínguez, Antonio, University of York, United

Kingdom
Gibert,  Philippe, Orange  Labs  Products  and  Services,

France
Kaczmarski, Krzysztof,  Warsaw University of Technol-

ogy, Poland
Katakis,  Ioannis, National  and Kapodistrian University

of Athens, Greece
Kiedrowicz, Maciej, Military University of Technology,

Poland
Korbel, Piotr, Lodz University of Technology, Poland
Kowalczyk, Emil, Orange Labs, Poland
Kowalski, Andrzej, Orange Labs, Poland
López Nores, Martín, University of Vigo, Spain
Maamar, Zakaria, Zayed University, United Arab Emi-

rates
Macukow, Bohdan,  Warsaw University of  Technology,

Poland
Misztal,  Michal, Military  University  of  Technology,

Poland

Frontiers in Network Applications, 
Network Systems and Web Services



Nowicki,  Tadeusz, Military  University  of  Technology,
Poland

Richomme, Morgan, Orange Labs, France
Wrona, Konrad, NATO Consultation, Netherlands

Zieliński,  Zbigniew, Military University of  Technology,
Poland

Żorski,  Witold, Military  University  of  Technology,
Poland



Measurement methodology of TCP performance
bottlenecks

Andrzej Bąk and Piotr Gajowniczek
Institute of Telecommunications

Warsaw University of Technology
Nowowiejska 15/19, 00-665 Warsaw, Poland

email: bak@tele.pw.edu.pl

Michał Zagożdżon
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Abstract—Transmission Control Protocol (TCP) is still used by
vast majority of Internet applications. However, the huge increase
in bandwidth availability and consumption during the last decade
has stimulated the evolution of TCP and introduction of new
versions that are more suited for high speed networks. Many
factors can influence the performance of TCP protocol, starting
from scarcity of network resources, through client or server
misconfiguration, to internal limitations of applications. Proper
identification of the TCP performance bottlenecks is therefore
an important challenge for network operators. In the paper we
proposed the methodology for finding root causes of througput
degradation in TCP connections based on passive measurements.
This methodology was verified by experiments conducted in a live
network with 4G wireless Internet access.

I. INTRODUCTION

Since the foundation of the Internet the vast majority of net-
work data is transmitted using Transmission Control Protocol
(TCP). TCP underlies many ‘traditional’ Internet applications
such as web browsing, email, bulk data transfer etc., but also
the relatively new ones, such as HTTP adaptive streaming that
is quickly becoming the preferred method for Over-The-Top
video delivery. All this makes the TCP performance analysis
one of the most important research areas of the Internet
networking. Since the beginning of TCP’s public use in 1989 a
lot of research effort was devoted to improve its performance,
and the protocol itself has evolved significantly.

The early TCP version used RTO (Retransmission Time-
Out) timer to recover from packet loss which was inefficient
even on low speed links. The TCP Reno/NewReno version
[1] introduced fast retransmit & recovery mechanism that
improved the TCP performance in presence of packet loss.
For a long time the TCP Reno was a de-facto standard
widely deployed in the Internet. However, the significant
increase in network capacity observed during the last decade
has stimulated introduction of new TCP congestion control
algorithms that are more suited for high speed links, such
as Fast TCP [2], BIC [3], STCP [4], CUBIC [5] [6] [7],
HTCP [8] [9] [10], HSTCP [11] [12], Compound TCP [13],
TCP Westwood [14] etc. The new versions of Linux operating
system do even allow switching between different congestion
control algorithms without the need to recompile the kernel.

This paper presents the methodology of finding the root
causes of throuput degradation in TCP connections on the

base of passive measurements obtained from probes capturing
traffic on the network links. This methodology combines the
detection of TCP source application type (greedy vs non-
greedy) [15] with estimation of coefficients related to trans-
mission effectiveness that are based on the RFC 6349 [16].
The proposed approach is supported by results obtained from
measurements conducted in the live 4G mobile network of
Orange Poland.

II. SOURCES OF TCP PERFORMANCE BOTTLENECKS

TCP uses congestion and flow control mechanisms to con-
trol the transmission rate of the sender process by limiting the
amount of data that can be transmitted without waiting for
acknowledgement (called the window size). Changing trans-
mission rate in response to receiver’s limitation in processing
incoming data (flow control) is based on the current size of
the receiver’s window (awnd). This value is advertised to TCP
sender process in segments that are sent as acknowledgements
to the received data. Too small values of the receiver’s win-
dow can however negatively affect the performance of the
TCP protocol. Therefore, in newer implementations it can be
adapted algorithmically depending on the characteristics of the
transmission path (such as throughput and delay).

Congestion control is done by algorithms that aim to ‘sense’
the bottleneck throughput on the transmission path and adapt
the transmission rate to this limit. The sender process keeps
the state variable called the congestion window (cwnd) that
works in a similar way as advertised window, except that
its value is set by an algorithm running on the sender side.
Usually, the sender starts with a small value of cwnd and
tries to increase it each time when an acknowledgement for
the previously sent data segment is received. The initial phase
of aggressive cwnd increase is called a slow start - the cwnd
is increased by 1 segment after each acknowledgement which
leads to exponential growth in the amount of transmitted data.
After encountering data loss the cwnd shrinks; the following
increase is usually slower and TCP sender enters the phase
called congestion avoidance. There are many different con-
gestion control algorithms and their variants - for an excellent
review see [17]. However, they all share the same purpose - to
maximize the usage of capacity available on the transmission
path while also minimizing the probability of data loss.
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For the TCP sender process the actual window size is the
minimum of the advertised receiver’s window (awnd) and its
own congestion window (cwnd). After sending full window of
data, TCP must stop transmission and wait for acknowledge-
ment. The acknowledgement related to the earliest outstanding
segment that was transmitted will start to arrive after the RTT
(Round Trip Time) between the sender and the receiver. Each
arriving acknowledgment will trigger transmission of the next
segment of data awaiting in the output buffer. Hence, the TCP
process can send at most min(cwnd, awnd) of data per round
trip time cycle and the instantaneous TCP throughput can be
roughly estimated as:

TCPth =
min(cwnd, awnd)

RTT
(1)

TCP window that is too small may severely limit the
performance of TCP connection. In order to obtain high
throughput, TCP must be able to fill the network pipeline
with data that will keep the network busy. Therefore, the TCP
sender’s window size must be greater than the bandwidth delay
product:

min(cwnd, awnd) ≥ C ∗RTT (2)

where C denotes the capacity available for TCP connection
on the tranmission path.

There are various ways to set the values of awnd and
cwnd. As it was noted earlier, especially for cwnd there is
a number of different congestion control algorithms that react
differently to the potential congestion detected either by the
Retransmission Time-Out (a timer on sender’s side) or by
receiving a duplicate acknowledgement (Dup-ACK) from the
receiver. Both events lead to segment retransmission and cwnd
window scaling, and appear in result of changes in the network
environment, such as increased load, change in traffic mix,
change in link parameters etc.

Another factor limiting the TCP performance is related to
sizing TCP socket buffers on both sides of the connection.
The problem of buffers being too small is especially visible
in the networks with high bandwidth delay product (the max-
imum buffer space for TCP sockets depends on the operating
system in case of typical Internet hosts). The receiver’s socket
buffer size can significantly influence the performance of TCP
connection (receiver’s buffer can limit the sending rate of the
TCP source). Therefore, proper configuration of the sockets’
buffers is very important to assure high TCP throughput [18].
Modern operating systems introduce automated algorithms for
tuning the TCP buffers [19] [20] [21] [22] [23].

Similar case is related to sizing the buffers of network
devices [25]. TCP sender can emit data in bursts (up to the
current cwnd window size). If network buffers are too small,
the inevitable data loss will prevent the congestion window
from growing and TCP connection will not be able to ramp
up the transmission rate to available capacity. It is generally
advised that network buffers should be at least twice the size
of the network bandwidth delay product to assure high TCP
throughput.

Another factor influencing the achievable TCP throughput
is related to packet reordering [26] [27] that can be introduced
for example by parallel packet processing in network de-
vices. Receiving out-of-order segments can result in duplicate
acknowledgements being sent and interpreted as data loss.
This may in turn lead to unnecessary retransmissions, cwnd
reduction and throughput degradation. On the receiver’s side
frequent segment reordering may lead to extensive buffering
and potential reduction in receiver’s window size.

Finally, the throughput limitation can lie within the applica-
tion itself. For example, in adaptive HTTP streaming the client
requests chunks of video file from the server with frequency
related to the encoding rate, even if the available capacity
would allow transmitting data faster. In this context, TCP
sources can be divided into greedy (always trying to utilize
the most of available transmission capacity) and non-greedy
(where rate is limited by internal behavior of the source).
This classification is utilized in the methodology discussed
in section III-B.

III. DETECTION OF THE ROOT CAUSES OF TCP
PERFORMANCE DEGRADATION

In this section we describe the algorithm for detecting the
root causes of the TCP performance bottlenecks using passive
TCP measurements.

A. Network measurements

Following the recommendations from RFC 6349, it is
advised to perform the MTU (Maximum Transmission Unit)
discovery procedure (see [28] for reference) before starting
measurements, to avoid unwanted packet fragmentation.

We assume that the TCP traffic is monitored near the sender
(at the client or at the server, depending on the direction of
the transmission). The monitoring point must be close enough
to the sender in order to precisely estimate the RTT parameter
which is required by the proposed bottleneck detection algo-
rithm. The monitored network traffic is saved by the probes
in .pcap format for further processing.

The throughput of the TCP connection TCP th can be
estimated directly from data captured by passive probes as
a ratio of data sent and acknowledged during a measurement
period to the length t of this period:

TCPth =
ACK(t)

t
(3)

ACK(t) denotes the highest acknowlegement sequence num-
ber observed up to time t. It can be obtained directly from the
headers of the captured TCP segments.

Due to the nature of congestion and flow control mecha-
nisms, the TCP sender needs some time before it can reach
the desired transmission speed. This time may vary from few
seconds to even hours depending on the network RTT, band-
width, TCP congestion and flow control algorithms etc. For
example, during congestion avoidance phase the TCP source
needs approximately 30 seconds to increase the transmssion
rate by 10 Mbps if the network RTT is 200 ms. Therefore,
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for proper estimation of the TCP throughput the measurement
time should be long enough. The following approach is
suggested to assure that. Assuming some interval ∆t and
threshold c, seek for time instant t that satisfies the following
condition:

∣∣∣∣
TCPth(t+∆t)− TCPth(t)

∆t

∣∣∣∣ < c (4)

The above formula approximates the derivative of TCP
rate estimator. The measurement time should be long enough
to assure that the TCP rate estimator does not significantly
change over time. In the experiments presented further in this
paper we assumed ∆t = 1s and c = 100 KB/s2.

In addition to the typical traffic traces captured at measure-
ment points, the proposed methodology requires running some
additional measurements to calculate certain TCP performance
indicators (described in section III-D). The first measurement
is related to estimation of reference (bottleneck) bandwidth
CREF . This can be achieved by probing the network bot-
tleneck with UDP traffic. There are many variants of this
approach - for examples see [29] or [30]. In our measurements
we have used the latter: a train of 50 UDP packets was sent to
the receiver and the available capacity was measured simply
by dividing the total length of the received UDP packets by the
total reception time (under the condition of no packet loss).

To verify if the buffers are properly dimensioned, the back
to back frames test should be also performed. This test consists
of sending the specified number of UDP packets with the
maximum possible rate and repeating it while increasing the
number of transmitted packets in each trial. The maximum
batch size that can be sent without observing packet loss is
an indirect measure of buffer size on the transmission path of
the stream.

B. Categorizaton of TCP sources

TCP throughput depends on the amount of data the TCP
source emits during a single RTT period, as this value is
controlled by the congestion and flow control mechanism.
At any time instant the amount of outstanding data (sent
but not acknowledged) is limited to min(cwnd, awnd). As
was explained in section II the TCP source can send at
most min(cwnd, awnd) bytes per RTT period. Therefore,
the amount of outstanding data in relation to the RTT is an
indicator of instantaneous TCP performance.

If the amount of outstanding data is less than what cwnd
and awnd parameters allow, it means that the sender is not
fully exploiting the available transmission capacity. The cause
may be related to internal sender faults (such as application
software or hardware issues, CPU overload etc.), but more
often is a result of the consent behavior of TCP source (that
may not require more throughput, as it is in case of typical
streaming applications where transmission speed is related
to the bitrate of the video stream). In the opposite case (if
the outstanding data is close to the cwnd or awnd), the
bottlenecks are introduced either by the network or by the
receiver.

Summing up the above discussion, the TCP source may fall
into one of the following categories:

• Internally limited
Non-greedy source i.e. a TCP connection that is not
fully exploiting the capacity available in the network; the
amount of outstanding data is significantly lower than the
cwnd and awnd windows would allow.

• Receiver limited
TCP source whose transmission rate is limited by the
receiver; the amount of outstanding data is close to the
awnd and also lower than the cwnd.

• Network limited
TCP source whose transmission rate is limited by the
network, i.e. by the available capacity, packet loss rate or
network RTT; the amount of outstanding data is close to
the cwnd.

In order to classify the TCP source into one of the above
categories we need the following parameters: outstanding data,
RTT, receiver’s window size and congestion window size. The
first three parameters can be easily obtained from the packet
traces captured by the passive probes. However, the congestion
window is not directly measurable as it is an internal parameter
of the TCP stack at the sender and cannot be directly inferred
from the TCP traces. In order to cope with this problem we
follow the approach of [15]. The TCP connection state is
emulated using the recorded TCP traces to recover the cwnd
parameter. We also recover the value of RTO to distinguish
between retransmissions induced by the fast retransmit phase
and those due to the timer expiration. This is required to
precisely track the changes in the cwnd parameter.

C. Emulation of TCP connection state

The internal state of TCP congestion control mechanism is
defined by three main parameters: size of congestion window
(cwnd), threshold for switching between slow start and con-
gestion avoidance phase (ssthr), and the retransmission timer
(RTO). These parameters are essential for emulation of the
TCP connection state.

After a 3-way handshake procedure, the TCP process enters
the established state and the TCP sender starts to transmit data.
The sender sets its cwnd parameter to some initial value and
begins transmitting in the slow start mode. While in slow start,
TCP adds one segment to the cwnd for each acknowledged
segment, doubling its cwnd with every RTT period. Therefore,
during slow start TCP throughput grows exponentially. The
aim of this phase is to quickly probe the network capacity
and to estimate the optimum window size without heavily
overloading the network.

Slow start phase ends when either the ssthr is reached
or the segment loss is detected. TCP detects segment loss
by two mechanisms: expiration of RTO timer or reception
of duplicate acknowledgements (Dup-ACKs). In the first case
the TCP sender retransmits all outstanding data and enters the
slow start mode again. In the second case, after receiving 3
consecutive Dup-ACKs the TCP sender enters the recovery
phase and employs fast retransmit & recovery mechanism to
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recover the lost segment. In contrary to the RTO mechanism,
only one segment is retransmitted. The assumption behind this
approach is that in this case only one segment is most likely
lost and there is no need to follow the go-back-N protocol and
retransmit all outstanding data.

The sender sets the ssthr to the half of the cwnd window
before the segment loss, sets the cwnd to ssthr+3 segments
and retransmits the segment pointed by Dup-ACKs. Each time
another Dup-ACK arrives, the sender adds one segment to the
cwnd (inflating the congestion window). The aim of this is to
sustain the TCP throughput (as Dup-ACK indicates that the
network is still able to deliver packets).

In the recovery phase, the TCP sender is allowed to transmit
new data as indicated by cwnd. The recovery phase ends
when all outstanding data from the beginning of this phase
is acknowledged. When leaving the recovery phase the TCP
sets the cwnd back to the ssthr and enters the congestion
avoidance mode.

In TCP Reno/NewReno versions, during congestion avoid-
ance phase one segment is added to the cwnd in each RTT
period. This means that the cwnd grows linearly over time,
increasing TCP throughput more conservatively then in slow
start phase. However, it may take long time to recover TCP
throughput in the network with high bandwidth delay prod-
uct. Therefore, new congestion control mechanisms introduce
more aggressive approaches for increasing the cwnd during
congestion avoidance phase.

In order to track the sender’s cwnd we emulate the behavior
of the TCP protocol. To obtain high accuracy of the emulation
we used the original source code of the Linux kernel version
3.18 [24]. The H-TCP congestion control algorithm code was
used as this protocol was employed in our test setup. The code
was taken from the following TCP modules:

• tcp_input.c - estimation of the RTO algorithm;
the following function was used:

– tcp_rtt_estimator

• htcp.c - estimation of the H-TCP congestion control
algorithm; the following functions were used:

– measure_achieved_throughput
– htcp_cong_avoid
– tcp_slow_start
– htcp_alpha_update
– htcp_beta_update
– htcp_recalc_ssthresh

Each time the data or acknowledgment segment is observed,
we run an appropriate piece of the Linux kernel code. When
the acknowledgement segment with higher sequence number
is observed we calculate the RTT sample (the time difference
between reception of acknowledgement segment and observa-
tion of data segment for the given sequence number at the
monitoring point) and run the tcp_rtt_estimator() function
to update the value of the RTO timer.

Next, the measure_achieved_throughput() and
htcp_cong_avoid() functions of the H-TCP algorithm
are called to update the internal state of the congestion

control algorithm. The htcp_cong_avoid() function runs
the algorithm for slow start or congestion avoidance phase
(depending on whether the cwnd is less or greater then
ssthr) and updates the cwnd value accordingly.

When 3 duplicate acknowledgements are observed we as-
sume that TCP enters the recovery phase of the fast retransmit
& recovery mechanism. We call the htcp_recalc_ssthresh()
to update the ssthr value according to the H-TCP algorithm.
Each time next DupACK segment is observed, we inflate the
cwnd by one segment (as specified by NewReno algorithm).

When all outstanding data at the beginning of the recovery
phase is acknowledged, the code for regular acknowledgments
is executed (emulating congestion avoidance phase). When
out-of-sequence data packet is observed that was not acknowl-
edged and the time since transmission of the original segment
is greater than the RTO, we assume retransmission due to the
timer expiration. The cwnd is reset to the initial value and the
slow start code is executed by the htcp_cong_avoid() func-
tion. When the cwnd exceeds ssthr, the htcp_cong_avoid()
function executes the H-TCP congestion avoidance code again
for each observed acknowledgement segment.

To validate the implemented TCP state tracking one can
compare the outstanding data calculated from measurements
with estimated values of the cwnd (as the amount of outstand-
ing data can approximate the cwnd, especially for greedy TCP
sources).

For automated detection whether the TCP connection is
network, receiver or internally limited, we have implemented
the algorithm proposed and described in detail in [15]. Unlike
in the original algorithm, we do not however divide the TCP
flow into chunks and categorize each chunk individually, but
rather do the categorization for the TCP connection as a whole.

An example based on network measurements is shown in
Fig. 1 and Fig. 2 for H-TCP-based source. Fig. 1 shows
the comparison of outstanding data with the value of cwnd
estimated by emulation of the H-TCP congestion control
algorithm using Linux kernel source code.

Fig. 1. H-TCP cwnd emulation

The estimated cwnd almost exactly matches the amount of
measured outstanding data. Similar results are obtained for the
estimation of RTO parameter for the same source (Fig. 2).
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Fig. 2. H-TCP RTO estimation

The following figures present analogous results for the
TCP Reno/NewReno based source. The accuracy of cwnd
emulation is shown in Fig. 3, RTO estimation in Fig. 4.

Fig. 3. TCP Reno cwnd emulation

Fig. 4. TCP Reno RTO estimation

D. TCP performance metrics
Based on RFC 6349, the following metrics are recom-

mended to test the TCP effectiveness.
• TCP Throughput Ratio W . This metric is calculated as

a percentage ratio of achieved throughput TCPth to the
reference throughput CREF and should approach 100%
for good connections.

W =
TCPth

CREF
∗ 100 (5)

• TCP transmission effectiveness E. It is a percentage ratio
of non-retransmitted data to the total amount of data sent
during the measurement period and should also approach
100% for effective connections.

E =
D −DRET

D
∗ 100 (6)

DRET denotes the amount of data retransmitted during
the measurement period.

• Buffer Delay T . To calculate this parameter one needs
the reference delay RTTMIN calculated beforehand from
measurements taken when the network load is minimal.
The tcptrace tool can be used for this task. Alternatively,
RTTMIN may be approximated by the minimal RTT
observed during the actual measurement period. Denoting
an average RTT observed within the measurement period
as RTTAVG, the Buffer Delay can be calculated as:

T =
RTTAVG −RTTMIN

RTTMIN
∗ 100 (7)

As the name implies, this parameter is related to buffer
size in the network nodes and can be interpreted as a
measure of buffer load imposed by the measured TCP
connection (mostly related to the buffer at the bottleneck
link). If we assume that buffer size B conforms to the
following formula:

B > 2 ∗ CREF ∗RTTMIN (8)

then the Buffer Delay should be greater than 200%.

E. Root cause analysis

For the root cause analysis we use the emulation of the
TCP sender state derived from passive measurements and the
metrics of TCP connection performance calculated on the base
of measurements. The general algorithm is depicted in Fig. 5.

Fig. 5. General algorithm for root cause analysis

In the proposed approach the first task is to check if the
throughput is not limited by awnd. This can be done by
analyzing the behavior of the outstanding data using emulation
of the TCP sender state. If it is the case, then it is advised to
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check the TCP connection metrics. Low T (low buffering) and
low W (low bandwidth utilization) together with large T (lack
of retransmissions) support the hypothesis that the advertised
awnd value is indeed limiting the sender’s performance. If
however the T and W are relatively large, the true limitation
may lie in the network itself and the awnd value reached by
the sender is large enough for high connection efectiveness.

If neither awnd nor cwnd (estimated from emulation of
TCP sender state) is the limiting factor then the achieved
throughput results from the internal sender constraints (non-
greedy source). Low value of Buffer Delay may additionally
support this hypothesis.

If the cwnd imposes the limit on achieved throughput, it is
advised to check TCP connection metrics. High effectiveness
of transmission together with large Buffer Delay confirm that
TCP throughput is limited by a bottleneck link in the network.
However, if the level of observed retransmissions is high (low
E), then the reason behind low throughput may lie in excessive
packet loss in the network resulting e.g. from faults, bad
conditions on wireless access link etc. It has to be noted that
TCP retransmissions occur naturally in result of congestion
control algorithm continuous attempts to fit the transmission
rate to the bottleneck bandwidth, but the excessive level of
retransmissions is suspicious and has to be checked further.

Finally, the case when transmission effectiveness is low but
the packet loss is also low has to be treated as an anomaly
that requires further investigation.

F. Validation of the proposed approach

The proposed approach was validated by conducting mea-
surements in the real network. The measurement setup is
depicted in Fig. 6.

Fig. 6. Measurement setup

Measurements were done in commercial 4G mobile network
of Orange Poland with real user traffic served in the back-
ground. The setup consisted of the UNIX-based web server
connected to the backbone network. The TCP traffic can be
monitored at the server and/or at the mobile device (with
tcpdump). Additionally, two hardware monitoring probes were
installed in the mobile access network. The monitored TCP
traffic was saved in .pcap format for further processing.

We ran a number of tests based on downloading files from
the server to the mobile device. Two types of experiments were
carried out. In the first case the files were downloaded from the
server in a greedy mode. The server was configured to transmit
data with maximum possible rate so that the network available
capacity was the only limiting factor for TCP throughput.

In the second type of the experiment the socket buffer
size at the server was limited below the bandwidth delay
product of the network which is approximately 100 KB
(40 ms RTT ∗20 Mbps CREF ). As can be seen from Fig. 7,
the tested TCP connection begins in slow start and within few
seconds the awnd and cwnd parameters reach their maximum
sizes. This is possible due to large network buffers that can
accommodate thousands of packets. After the next few seconds
there is a packet drop (signalled by 3 Dup-ACK segments),
TCP connection retransmits the lost segment and enters the
congestion avoidance phase.

Fig. 7. Network limited TCP connection

While in congestion avoidance the cwnd follows the H-
TCP congestion control algorithms. At 130 sec. time instant
we observe a retransmission due to the RTO expiration. TCP
falls back to the slow start mode and after reaching ssthr
(set to 0.5 of the cwnd before segment loss) it switches
again to congestion avoidance phase. Notice that the estimated
cwnd follows the amount of measured outstanding data very
accurately.

Network limited TCP connection
min rtt [ms] = 23.5
avg rtt [ms] = 462
avg out data [B] = 1103400
avg awnd [B] = 1275910
avg cwnd [B] = 1114465
measured throughput [Mbps] = 15.8
outstanding data/rtt [Mbps] = 19
fast retransmits = 6
RTO expirations = 5
TCP efficiency (E) [%] = 99.98
buffer delay (T) [%] = 1866

According to the proposed TCP throughput measurement
methodology, the tested TCP connection is clearly network
limited. The outstanding data follows the cwnd closely while
the TCP efficiency E is high which means no excessive packet
loss inside the network. The buffer delay T is also very high
indicating that TCP connection is transmitting a lot of data
to the network (see text in the relevant frame). The network
capacity CREF , measured with the UDP protocol immediately
before starting the test transfers (in the same conditions that
influenced maximum throughput achievable in the location
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during the experiment), is about 18 Mbps. Therefore, the
TCP connection in this case utilizes almost 90% of available
capacity (TCP throughput ratio W is also high).

In the second experiment the socket buffer of the receiver
was limited to about 60 KB. In this case the outstanding
data follows the awnd (see Fig. 8) indicating that the TCP
connection is limited by the client.

Fig. 8. Receiver limited TCP connection

This reasoning is also justified by low value of buffer
delay T which is now below 100%, meaning that TCP is not
filling the network with data (see frame). The achieved TCP
throughput is about 12.7 Mbps.

Receiver limited TCP connection
min rtt [ms] = 17.5
avg rtt [ms] = 32.4
avg out data [B] = 50956
avg awnd [B] = 58616
avg cwnd [B] = 57615
measured throughput [Mbps] = 12.7
outstanding data/rtt [kbps] = 12.5
fast retransmits = 5
RTO expirations = 0
TCP efficiency (E) [%] = 99.99
buffer delay (T) [%] = 85

IV. CONCLUSIONS

The paper presents the methodology for identifying the
root cause of the TCP connection performance bottlenecks.
We have used the Linux kernel source code to implement
the algorithm for estimation of the internal TCP connec-
tion state. Such approach allows to infer the dynamics of
the TCP congestion window which is otherwise unavailable
from passive TCP monitoring. The knowledge of the internal
TCP state (cwnd, ssthr, RTO) is essential in understanding
the observed behavior of the TCP connection and allows
identifying the source of the TCP throughput limitations. In
our approach it is used together with analysis of the TCP
performance metrics proposed in RFC 6349. Such combined
approach, complimented with additional active measurements
(probing available capacity, measuring bottleneck buffers) can
be helpful in tracing down network problems related to TCP-
based applications.
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Abstract—The increasing diversity of end-devices used by 

users to access their applications and systems strengthens the 

need for device-independent methods for implementing these 

applications. The Device-Independent Architecture (DIA) is one 

of the available approaches to this problem, but it does not 

directly address the issue of user interface (UI) device-

independency. This issue can be addressed by real-time UI 

adaptation, but it is not clear whether the DIA architecture 

requires new UI adaptation methods or may use existing ones. 

This paper presents results of our analysis of this issue. 

Through theoretical model-based analysis of UI adaptation in 

various application architectures and through case studies of 

practical UI adaptation solutions we came up with a conclusion 

that the DIA-based systems may use existing real-time UI 

adaptation methods. Although, they have to be used with a 

different set of optimization criteria. 

I. INTRODUCTION 

HE development of software applications that use end-

devices to communicate and interact with users becomes 

a complex and time-consuming issue. The increasing 

diversity of Internet-connected end-devices (especially 

mobile devices) forces application developers to implement 

multiple variants of each application. Each software platform 

(Windows, Android, iOS, etc.) and each device type 

(smartphone, tablet, laptop, watch, glasses, smart TV, etc.) 

has its own requirements and constraints, which makes it 

difficult to address all of them with a single uniform 

implementation. Device-independency of the application 

logic and data is hindered by different programming 

languages and disparate APIs provided by different software 

platforms. Device-independency of the application user 

interface (UI) is even harder to address because of the 

number and diversity of possible input and output user 

communication channels – starting with screen sizes and 

resolutions and ending with non-standard symbolic interfaces 

popular in Internet of Things solutions. 

To cope with this problem we have proposed the Device-

Independent Architecture (DIA) [1] which solves the logic 

and data device-independence issues. However the DIA does 
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not directly address the UI device-independence aspect, 

which is supposed to be solved with proper UI design [2], 

[3] and UI adaptation [4], [5]. 

To make sure the DIA does not hinder the ability to use 

UI adaptation to provide UI device-independence in the 

reported research we have sought to answer the following 

question: Does DIA-based software may use existing real-

time UI adaptation methods? 

To be able to properly analyze the problem we have 

defined a model of the run-time UI adaptation and 

generation process.  We have used this model to theoretically 

examine the run-time UI adaptation and generation process 

in various software architectures similar to the DIA. 

Additionally we have performed a series of case studies of 

real implementations of UI adaptation methods to check if 

these practical solutions confirm our theoretical conclusions. 

Our main findings are the following. Through our research 

we have shown that DIA-based software may use existing 

real-time UI adaptation methods designed for client-server 

systems. Moreover, we have learned that the main limiting 

factor for DIA-based implementations of these UI adaptation 

methods is not the performance of an end-device, but 

network latency and throughput. Therefore, to provide 

properly optimized UIs for DIA-based solutions, existing 

real-time UI-adaptation methods have to be used with a 

different set of key metrics and guidelines. 

The paper is composed of five sections. Section I is the 

introduction. Sections II and III provide background 

information on the topics of UI adaptation and Device-

Independent Architecture. Section IV contains the main 

discussion and overview of case studies. Finally, the paper is 

briefly concluded in Section V. 

II. UI ADAPTATION 

UI adaptation activities can be split into two phases: 

design-time UI adaptation and run-time UI adaptation. These 

two UI adaptation phases focus on different aspects that may 

influence the UI adaptation process. The whole process, with 

its various aspects, is best described by the CAMELEON 

Reference Framework [6], which provides designers and 

developers with generic principles for structuring and 
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understanding a model-based UI development process. 

Model-based approaches [7], which rely on high-level 

specifications, provide the foundations for code generation 

and code abstraction. The framework fuses together different 

models that influence the overall UI adaptation. As shown in 

Figure 1, the framework covers the inference process from 

high-level abstract descriptions to run-time code, using a 

four-step reification process: from Concepts-and-Tasks 

Model (CTM), to Abstract User Interface (AUI), to Concrete 

User Interface (CUI), to Final User Interface (FUI). The 

CTM brings together concepts and tasks descriptions 

produced by designers for a particular interactive system and 

a particular target. The AUI is a universal description of the 

domain concepts and functions in a way that is independent 

of the UI implementation (in terms of UI widgets). At the 

CUI level the look and feel of a UI is defined, but the 

description is still device-independent. Finally, the FUI is 

expressed in a format suitable for a specific end-device and 

is tailored for this device. At each step the reification is 

influenced by the "context of use", defined as a set of 

parameters describing a user, a platform and the 

environment. Most of this process belongs to the design-time 

phase. The run-time phase includes the last reification from 

the CUI (device-independent) to the FUI (device-specific) 

and translations between FUI variants. 

Both UI adaptation phases are different in nature. In our 

research on device-independent systems we do not address 

general UI design issues and we focus on the run-time UI 

adaptation phase, assuming that the design-time phase 

produces a device-independent UI description, which is used 

as a starting point for the run-time UI adaptation. 

III. DEVICE-INDEPENDENT ARCHITECTURE 

The Device-Independent Architecture (DIA) has been 

proposed to facilitate analysis and development of 

applications that can be made available to users via any 

capable device from the large, diverse and fast growing pool 

of Internet-enabled end-devices – i.e., devices that are used 

directly by users to interact with an application, but not 

sensors that passively record a state of an environment. As 

presented in [8], the idea of DIA originates from the Service-

Oriented Architecture, where systems are decomposed into 

atomic services, and processes use such services without 

knowing much about their implementation. A similar 

approach can be used to decompose an end-device. Each 

end-device, be it a laptop or a smartphone, provides: 

resources, services, and user interaction channels. Resources 

encompass processing power, memory and storage. Services 

are providers of context information, such as location, 

temperature, light intensity, and data from other types of 

sensors. User interaction channels (both incoming and 

outgoing) are the means to communicate with a user and 

include: screen, vibration, keyboard, microphone, camera, 

etc. The key concept is to use external resources, instead of 

what is provided by an end-device, and to generalize the way 

services and user interaction channels are accessed. 

Therefore, in DIA, the separation of application from end-

 

Fig.  1 CAMELEON Reference Framework 
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devices, which enables the device independence, is achieved 

by: 

- executing an application outside of end-devices, 

- accessing sensor data provided by a device via a 

standardized API,  

- using universal UI descriptions, and 

- communicating with a user via a set of well-defined user 

interaction channels. 

 

The execution of the application on external resources 

ensures that the application logic does not depend on the 

hardware or software platform of an end-device. The 

interesting consequence is that, in this architecture, end-

devices could be deprived of their general purpose resources, 

as these resources are not needed. Services publish data in 

service-specific formats (e.g., location coordinates for a 

geolocation service, numerical data for a temperature sensor, 

and so on) independently of their implementation on a 

particular end-device. Therefore, it is feasible to build a 

middleware providing a device-independent API, such as the 

one proposed in Wolfram Language [9], to access such 

services. The usage of a universal UI description is a key 

requirement for making the UI of an application independent 

of parameters of user communication channels available on a 

given end-device (e.g. screen size and pixel density). 

However, to enable a UI presentation tailored to 

parameters of a specific end-device, the generic UI 

description has to be properly adapted before reaching the 

user. That is why we have decided to research whether DIA-

based software may use existing real-time UI adaptation 

methods. 

IV. MODEL AND ANALYSIS 

Run-time UI adaptation is a process that transforms a 

high-level, device-independent UI description (often model-

based) prepared at design-time into a final UI presentation. 

In ideal situations, the high-level UI description may be 

presented in different ways depending on the UI modality of 

available user communication channels. For example, 

presentation of the same UI could be done on screen 

(Graphical User Interface (GUI)) or via speakers (e.g. Voice 

User Interface (VUI)). In general, the execution of a run-

time UI adaptation process requires three parameters: the UI 

description, the content and a context of use. The content is 

used to fill-in the UI. The context of use influences the UI 

adaptation process and allows tailoring the final UI to the 

user, her end-devices and situation (location, time, etc.). 

 

A. Run-time UI adaptation model 

To be able to analyze the UI adaptation in different 

application architectures we have defined a simplified model 

of the UI adaptation and generation process. We call it the 

GARP model. The GARP model, presented in Figure 3, is 

composed of four main steps: 

Step 1: input gathering (G). At the beginning of the 

process it is necessary to gather all input required for UI 

adaptation. The result of this step is a triplet of: UI 

 

Fig.  2 Device-Independent Architecture diagram 

 

 

Fig.  3 Model of the UI adaptation and generation process 
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description, content and context. 

Step 2: adaptation (A). In this step the content is used to 

fill-in the UI and the context is used to guide the 

transformation of the UI description into a final UI tailored 

for the user, her end-devices and situation. The result of this 

step is a device-specific UI description encoded with a 

specialized UI language such as HTML, QML, etc. 

Step 3: rendering (R). The device-specific UI description 

provided by step 2 is interpreted here, in step 3 and the final 

UI presentation form is calculated. The final UI presentation 

form is data prepared for a specific user communication 

channel, e.g. pixels for screen or audio bits for speakers. 

Step 4: presentation (P). The last step of the process is 

about presenting the UI to the user using a specific user 

communication channel of a specific end-device, e.g. 

showing images on screen or playing audio through 

speakers. 

To make the analysis easier to follow, the model 

represents only the way towards a user and ignores the 

process of recording and interpreting user actions. 

Nevertheless, the path from a user can be modelled in a 

similar way, so our claims are valid for the whole user 

interaction loop. 

 

For the analysis we have identified three classes of 

systems: 

Client-side adaptation systems (CSA). Systems of this 

class include applications that are executed entirely on an 

end-device (a.k.a. local applications) and client-server 

applications with UI adaptation done on the client side. 

Server-side adaptation systems (SSA). This class includes 

client-server applications with UI adaptation performed on 

the server side. 

DIA-based systems (DIA), which include applications 

based on the Device-Independent Architecture. 

Our goal is to see how the UI adaptation process differs 

among these classes of systems and how these differences 

influence the applicability of known UI adaptation methods. 

We acknowledge existence of in-between solutions. 

However, these three classes were selected to clearly show 

differences in the UI adaptation process. 

 

B. UI adaptation in CSA systems 

The UI adaptation and generation process in CSA systems 

is done either entirely on an end-device (client side) or the G 

step is supported by the server side, which provides for 

example the content, UI description or user preferences. 

However, the fragment of the context gathering related to the 

end-device is local, so the G step can be seen as a task 

performed jointly by the server side and the client side. The 

way the G step is performed (locally or split between server 

and client sides) does not influence the actual UI adaptation, 

because from the point of view of the A step the results of 

the G step are always provided in the same way – locally. 

 

 

Fig.  4 GARP model in CSA systems 

 

In CSA systems the A step may be implemented using 

existing UI adaptation methods designed for the use on an 

end-device. These methods are optimized for potentially 

limited processing capabilities of end-devices and are closely 

related to end-device characteristics and usage scenarios.  

The local UI adaptation methods include solutions built-in 

into iOS and Android mobile operating systems and used by 

multiple mobile applications that run on various smartphones 

and tablets. On these mobile platforms the main issue is the 

diversity of screen sizes and pixel densities, so it is assumed 

that each application provides multiple variants of graphical 

assets (tailored to different screen densities) and some kind 

of a flexible layout that can be recalculated for any screen 

size. The drawback of these UI adaptation methods is that 

they are designed to cope with hardware parameters of a 

‘standard device’ (in most cases a device with a 

touchscreen). Any UI adaptation that is supposed to take into 

account for example user preferences or non-standard 

devices, is not supported by the platform and has to be 

implemented manually. 

The use of the server side for the G step usually does not 

change the fact that the adaptation implemented on the client 

side is somehow bound to the characteristic of an end-

device. In our previous research [10] - [12] we have 

analyzed solutions that go beyond this local-only approach 

and use the server side to provide UI adaptation hints 

embedded in the high-level UI description provided by the G 

step, but even such extensions do not change the fact that the 

UI adaptation itself is device-specific, which makes it hard to 

reuse on other types of devices (devices with different 

hardware components, e.g. with two screens). 

 

C. UI adaptation in SSA systems 

In SSA systems the two initial steps: G and A, are 

performed on the server side, and the two other steps: R and 

P, are performed on the client side. The server gathers all 

input data, runs the UI adaptation and sends the device-

specific UI description to the client. The client then 

interprets the UI description and presents it to a user. 
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Fig.  5 GARP model in SSA systems 

 

The SSA systems approach the issue of portability of the 

UI adaptation, shown for CSA systems, by implementing the 

A step on the server side. Such approach means that the UI 

adaptation is not bound by the performance of an end-device 

and can use external services to support the UI adaptation 

task (e.g. multimedia converters). Results of our previous 

research on UI adaptation in SSA systems [12] - [15] 

confirm that the A step in SSA systems may accommodate 

end-devices with disparate hardware configurations by using 

multiple or dynamic UI adaptation scenarios. However, the 

result of the A step is still interpreted on an end-device. 

Therefore is susceptible to differences in the final rendering 

and presentation on different end-devices. So full control of 

the resulting UI is not possible. 

 

D. UI adaptation in DIA systems 

The Device-Independent Architecture is based on an 

assumption that the whole processing is done outside of an 

end-device (the client side) and the end-device receives a 

pre-rendered UI ready for presentation, without the need for 

any interpretation. So in the case of DIA systems all three 

initial steps of the GARP model are done on the server side 

and only the P step is performed on the client side. The data 

transferred between the server and the client is usually a 

stream (e.g. a video or audio stream) or a static UI state (e.g. 

an image of the UI to be presented on screen or audio file to 

be played through speakers) ready to be presented on an end-

device. 

 

 

Fig.  6 GARP model in DIA systems 

 

The DIA approach enables full control over the final UI 

presented to a user by implementing also the R step on the 

server side. UI adaptation methods used in DIA systems can 

be still the same as for SSA systems, but the fact that the 

end-device handles only the P step ensures that devices will 

not show a UI in a way that deviates from the designer 

intentions. The consequence of moving the R step to the 

server side is a different kind of data being transferred 

between the server side and the client side. In SSA systems, 

the client side receives a device-specific UI description 

encoded in a specialized UI language. In DIA systems, the 

server side has to send either a continuous stream of data 

tailored for specific user communication channels (e.g. video 

stream for a screen or an audio stream for speakers) or a 

static UI state composed of multiple files that are targeted at 

different user communication channels (e.g. image files to be 

shown on a screen or audio files to be played through 

speakers). The main difference here is the increased size of 

data that has to be transferred. More data to transfer could 

mean longer response times, but our previous research [16] 

showed that in analyzed scenarios DIA-based systems can 

still maintain proper response times to UI interactions 

initiated by a user, despite the increased size of transferred 

data. 

V. CONCLUSION 

The Device-Independent Architecture can be treated as a 

special case of a client-server architecture, in which the 

client side is assumed to be an extremely thin client and in 

which all the processing is done on the server side. The DIA 

takes it even further and defines the client side as a set of 

user communication channels, which makes it possible to 

model multiple end-devices as a complex client device, but 

this distinction does not necessarily change the way the UI 

adaptation is performed. Therefore, DIA systems may use 

the same existing UI adaptation methods that were designed 

for SSA systems, or for client-server systems in general. 

The main difference is related to the fact that in DIA 

systems the data transferred between the server side and the 

client side tends to be larger than in the case of SSA systems. 

Therefore, network usage optimization is crucial. Especially 

that the transmission delay will directly influence the UI 

responsiveness. Moreover, used communication protocols 

and formats of presentation data sent to an end-device have 

to be negotiated beforehand, to make sure that the end-

device is able to receive and present it properly. 

Summarizing, despite using a different implementation of 

the GARP model, the DIA systems may use existing real-

time UI adaptation methods. The difference in the 

implementation of GARP model influences only the 

optimization of the UI adaptation and generation process. In 

CSA systems the key optimization aspect is end-device 

performance. In SSA systems the key optimization aspect is 

uniform interpretation of the device-specific UI description. 

While, in DIA systems the key optimization aspects are 

network-related. First, it is necessary to use data formats that 

minimize the amount of bits that have to be transmitted. 

Second, it is crucial to use the best possible data transfer 

protocols. The best are the ones with low overhead, low 

latency and support for QoS. Both points should be taken 

into account by the run-time UI adaptation task, because the 

nature of a UI (state-based or continuous) may influence the 

set of suitable transmission protocols. 
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We expect that different protocols will be best suited for 

different user interaction scenarios. Our next research goal in 

this area is be to identify user interaction patterns and UI 

design patterns, which could be used to define rules for 

selecting the best protocol and data formats for a given user 

interaction scenario. 
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Abstract— In this paper, the problem of determining the 

most effective server placement in the hypercube network 

structure was considered. The algorithm consisting of two 

stages: first stage for the server placement and the second for 

generating the appropriate communication structure was 

described. The correctness of the algorithm has been verified 

through simulation tests, prepared and implemented in 

Riverbed Modeler environment. The results of these tests for 

exemplary structures were presented. Some properties of the 

server placement in the 4-dimensional hypercube network 

with soft degradation were investigated. 

 

I. INTRODUCTION 

he computer networks with a regular structure as torus or 

hypercube ([1]–[4]) could be used in many kinds of 

specialized critical application (for instance military, 

aerospace or medical systems). An interconnection network 

with the hypercube logical structure is a well-known 

interconnection model for multiprocessor systems ([5]–[6]) 

and still hypercube networks are the field of interest of many 

theoretical studies concerning (among others) resource 

placement problem, which has been intensively studied in 

[7]–[12]. 

Specialized systems with critical application are usually 

used in real-time mode and required both very high 

reliability and high efficiency of data processing throughout 

all the network life cycle. In order to achieve high reliability 

of the system the network could be considered as soft 

degradable computer network [12]–[13]. In this kind of 

networks a processor identified as faulty is not repaired (or 

replaced) but access to it is blocked. New (degraded) 

network continues work after resources reassigning and 

under the condition that it meets special requirements. In 

turn, the efficiency of the system will depend heavily on the 

availability of resources (data bases, files or web data), 

which is determined by their placement in the network. So, 

for this kind of networks there is necessity for applying 

effective methods of resources placement. In the work [12] 

an analysis of the different  schemas of resources placement 

in the 4-dimensional hypercube network with soft 

degradation was conducted. 

Designing and exploitation of special networks in critical 

application is a comprehensive task that requires addressing 

a number of theoretical and practical problems. One of the 

problems is a skillful resources deployment in the network 

and modification of resources deployment after each phase 

of the network degradation. One of considered in the 

literature the resource placement problem is a combination 

the distance-d and the m adjacency problems, where a non-

resource node must be a distance of at most d from 

m processors nodes [7]-[10], [12]. In [10] a perfect 

deployment has been introduced and analyzed which is 

defined as the minimum number of resources processors 

which are accessible by working processors. The definition - 

perfect deployment is a characteristic of the value of the 

generalized cost of information traffic in the network at 

a given load of tasks. In [12] the notion of (m,d)-perfect 

resources placement in the hypercube type structure ܩ has 

been extended to the such allocation of � resources which 

minimizes the average distances between the working 

processors and resource processors in the structure ܩ. 

We investigate the case when a specialized computer 

system is based on the 4-dimensional hypercube skeleton 

network with communication nodes which could 

communicate between themselves via cable connections. 

The main task of the hypercube network is to provide 

efficient access to resources managed by the server (or 

cluster of servers) connected directly to one of the network 

nodes and semi-stationary clients communicating with the 

assigned network nodes via wireless links. The execution of 

applications by a client processor requires an access to 

server services and resources, also some results returned by 

the server must be submitted to other clients. We assume 

that all clients are responsible for performing the same or 

very similar tasks. Thus all clients will generate similar 

workload of the network. The problem which arises for the 

given network structure is to determine the most effective 

server placement in the network structure. 

The main goal of this paper is to give an effective method 

of solving the server placement problem for the hypercube 

network along with its soft degradation process. 
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 A generalized cost of a network traffic with a specified 

resources deployment and workload of a network is usually 

tested through experimental measurements or examined with 

the use of simulation methods. In the paper we apply a two 

phased approach. In the first stage we solve the problem of 

a server placement in the given network structure on the 

base of analytically determined attainability measure, which 

was proposed in [12]. It should be noticed that real cost of 

information traffic in a network for a given deployment of 

the server with resources depends on the nature of the tasks 

performed by clients in the network. In the second stage we 

have examined this problem with the use of simulation 

methods for the specified server deployment determined by 

the simple analytical method and given type of task load of 

the network. 

We see our contributions as follows. Firstly, we have 

extended the approach proposed in [12] to the determining 

server placement in the hypercube network with soft 

degradation on the base of nodes attainability calculation. 

Secondly, we propose the algorithm of the communication 

structure assignation with the use of dendrite calculation. 

Next, we show the feasibility of this approach by applying 

obtained results to some possible structures of degraded 

4-dimensional hypercube network and verifying 

effectiveness of server placement by simulation experiments. 

The rest of the paper is organized as follows. In Section 

II, a basic definitions and properties were introduced. The 

calculation of radius and attainability for exemplary 

structures were presented. In Section III, the proposal of the 

algorithm determining server placement was presented. An 

illustration of the main algorithm steps for the exemplary 

structure was given. In Section IV, the results of simulation 

tests for verification the algorithm (implemented in Riverbed 

Modeler environment) were described. In Section V, some 

concluding remarks were presented. 

II. BASIC DEFINITIONS AND ASSUMPTIONS 

Definition 1. The logical structure of processors network we 

call the structure of n-dimensional cube if is described by 

coherent ordinary graph ܩ = ,ܧۃ  which ,(set of computer, ܷ – set of bidirectional data transmission links – ܧ) ۄܷ

nodes can be described (without repetitions) by 

n-dimensional binary vectors (labels) in such a way that 

,ሺ݁′ሻߝ)ߜ]  (ሺ݁′′ሻߝ = ͳ] ⇔ [ሺ݁′, ݁′′ሻ ∈ ܷ] (1) 

 where ߝ)ߜሺ݁′ሻ,  ሺ݁′′ሻ) is Hamming distance between theߝ

labels of nodes ݁′ and ݁′′. 
The Hamming distance between two binary vectors  εሺe'ሻ 

and  εሺe''ሻ complies with the dependency: ߝ)ߜሺ݁′ሻ, (ሺ݁′′ሻߝ = ∑ ሺߝሺ݁′ሻ� ⊕ ሺ݁′′ሻ�ሻ�∈{ଵ,…,}ߝ  

 

where: 

 εሺe'ሻk – the �-th element of the binary vector εሺe'ሻ, 

 ⊕ – modulo 2 sum. 

We investigate the case when skeleton of the network has 

the logical structure of 4-dimensional hypercube (Fig. 1). 

A topology of the hypercube may be represented by an 

ordinary consistent graph whose nodes are described by 

4-dimensional binary vectors such that the Hamming 

distance between vectors (labels) of the adjacent nodes 

equals one. If |ܧ| = ʹସ and |ܷ| =  then such graph we ,|ܧ|ʹ

called (non labeled) 4-dimensional cube and will be denote 

by ܪସ. Thus ܪସ is a regular graph of degree of 4 i.e. such 

that the degree of a node ݁ ∈ we determine as �ሺ݁ሻ ܧ ݁ ሺ݁ሻ is a set of nodes adjacent to the nodeܧ ሺ݁ሻ|, whereܧ|= ∈ and �ሺ݁ሻ ܧ = Ͷ for each node ݁ of the graph ܪସ.  
Let ݀ሺ݁,  ሻ be the distance between nodes ݁ and ݁′ inܩ|′݁

a coherent graph G, that is the length of the shortest chain (in 

the graph G) connecting node ݁ with the node ݁′. 
Let �ሺ݁|ܩሻ = ��′∈�ሺீሻ ݀(ሺ݁, ݁′ሻ|ܩ) be the greatest distance 

from the node ݁ ∈  ,ሻܩሺܧ ሻ to another node of the setܩሺܧ

and �ሺܩሻ, and ܦሺܩሻ (respectively) denote the radius and the 

diameter of a graph ܩ i.e. �ሺܩሻ = ݉�݊{�ሺ݁|ܩሻ: ݁ ∈  {ሻܩሺܧ

and ܦሺܩሻ = ݉��{݀ሺ݁′, :ሻܩ|′′݁ {݁′, ݁′′} ⊂  .{ሻܩሺܧ

Property 1. For the 4-dimensional cube ܪସ the equation is 

complied  ܦሺܪସሻ = �ሺܪସሻ = Ͷ. 

It is known that ܦሺܩሻ ≤ ʹ�ሺܩሻ. 

If �ሺ݁|ܩሻ = �ሺܩሻ then the node ݁ is called the central 

node of the network ܩ. 

Denote by ܧሺௗሻሺ݁|ܩሻ = {݁′ ∈ :ሻܩሺܧ ݀ሺ݁, ሻܩ|′݁ = ݀} for ݀ ∈ {ͳ, … , ሻܩ|ሻ}, and by �ሺ݁ܩሺܦ = ቀ�ଵሺ݁|ܩሻ, … , ��ሺ|ீሻሺ݁|ܩሻቁ for �ௗሺ݁|ܩሻ =  ሻ|       (2)ܩ|ሺௗሻሺ݁ܧ|

Definition 2. Let �ሺ݁|ܩሻ = ∑ ݀ሺ݁, ݁) ሻܩ|′݁ ∈ ሻ)′∈�ሺீሻܩሺܧ  

be attainability of the computer ݁ in the network ܩ and by �ሺܩሻ = ∑ �ሺ݁|ܩሻ∈�ሺீሻ  attainability of the network ܩ. 

Using (2) we have 

 �ሺ݁|ܩሻ = ∑ ݀�ௗሺ݁|ܩሻ�ሺ|ீሻௗ=ଵ       (3) 

Property 2. �ሺܪସሻ = ͷͳʹ because ∀∈�(ு4): ቀ�ሺ݁|ܪସሻ =Ͷ ∧ �ௗሺ݁|ܪସሻ = (ସௗ)ቁ. Using (3) we have ∀∈�(ு4): �ሺ݁|ܪସሻ = ͵ʹ and |ܧሺܪସሻ| = ʹସ, then �ሺܪସሻ  .ସሻ [12]ܪ|ସሻ| �ሺ݁ܪሺܧ|=

Example 1. Figure 1 presents all the seven possible cyclic 

structures upon the occurrence of � = 7 consecutive failures 

of processors of the network ܪସ which are the subgraphs of ܪସ [13].  
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Fig. 1 Example of cyclic subgraphs of ܪସ order 9 [13] 

TABLE I. 

THE �ሺ݁|ܩሻ, �ሺܩሻ AND ܦሺܩሻ FOR THE STRUCTURES PRESENTED ON 

THE FIGURE 1 �ሺࢋ|��ሻ ࢋ ∈  ሺ�ሻࡱ
�ሺࢋ|�ሻ �ሺࢋ|�ሻ �ሺࢋ|�ሻ �ሺࢋ|�ሻ �ሺࢋ|�ሻ �ሺࢋ|�ሻ �ሺࢋ|�ૠሻ ࢋ 3 3 4 4 4 4 6 ࢋ 2 4 3 4 4 4 5 ࢋ 4 4 4 4 4 4 5 ࢋ 3 3 3 3 4 3 4 ࢋ 3 3 2 3 4 3 3 ࢋ 4 3 3 3 4 3 4 ࢋ 3 4 4 4 4 4 5 ࢋૠ 3 4 3 4 4 4 6 ࢋૡ 3 3 4 4 4 4 5 �ሺ�ሻ 2 3 2 3 4 3 3 ࡰሺ�ሻ 4 4 4 4 4 4 6 

 

It should be noticed, that for the given network structure ܩ on the base of the obtained measures �ሺ݁|ܩሻ it would be 

rational to choose the server placement at the central node of 

the network or in the node with the minimum value �ሺ݁|ܩሻ. 

In some cases (let’s consider the structures ܩଶ, ,ସܩ ,ହܩ  ሻ weܩ

are not able to choose the best server placement. Then we 

can have determined �ሺ݁|ܩሻ using (2) and �ሺ݁|ܩሻ using (3) 

for these structures. The determined values of �ሺ݁|ܩሻ, �ሺ݁|ܩሻ and �ሺܩሻ are presented in table II.  

Definition 3. Let ܶ = ,ܧۃ  be the dendrite i.e. such ۄ∗ܷ

coherent acyclic partial graph of ܩ that: 

,′݁ۃ∃ ۄ′′݁ ∈ ܷ ⟹ ,′݁ۃ ۄ′′݁ ∈ ܷ∗ ⇔[(݀ሺ݁�, ݁′ሻ ≠ ݀ሺ݁� , ݁′′ሻ) ∧ ݀ሺ݁′, ݁′′ሻ = ͳ] for �ሺ݁�ሻ =�∈�ሺீሻ �ሺ݁ሻ. 

The dendrite ܶ is a communication structure of ܩ. The 

method for determined the dendrite ܶ is presented in section 

III. 

TABLE II.  

THE �ሺ݁|ܩሻ, �ሺ݁|ܩሻ AND�ሺܩሻ FOR THE STRUCTURES ܩଶ, ,ସܩ ,ହܩ  ܩ

PRESENTED ON THE FIGURE 1 

,ࢋሺࢊ  ସܩ  ଶܩ  ࢋ ሻ�|′ࢋ ∈  ૡ 2 4 2 0 16 2 3 2 1 18ࢋ ૠ 3 2 2 1 17 3 2 2 1 17ࢋ  2 3 1 1 18 2 3 2 1 18ࢋ  4 3 1 0 13 3 3 2 0 15ࢋ  3 4 1 0 14 3 4 1 0 14ࢋ  3 3 2 0 15 3 3 2 0 15ࢋ  2 3 2 1 18 2 3 2 1 18ࢋ  2 2 3 1 19 2 2 3 1 19ࢋ  3 4 1 0 14 2 3 2 1 18ࢋ ሺ�ሻ 1 2 3 4 �ሺ݁|�ሻ 1 2 3 4 �ሺ݁|�ሻࡱ

  �ሺ�ሻ  144  �ሺ�ሻ  152 

,ࢋሺࢊ  ܩ  ହܩ  ࢋ ሻ�|′ࢋ ∈  ૡ 2 3 2 1 18 2 3 2 1 18ࢋ ૠ 3 2 2 1 17 2 2 3 1 19ࢋ  2 3 2 1 18 2 3 2 1 18ࢋ  2 2 3 1 19 3 3 2 0 15ࢋ  2 3 2 1 18 2 4 2 0 16ࢋ  3 2 2 1 17 3 2 3 0 15ࢋ  2 2 2 2 20 2 3 2 1 18ࢋ  2 2 3 1 19 2 2 3 1 19ࢋ  2 3 2 1 18 2 3 2 1 18ࢋ ሺ�ሻ 1 2 3 4 �ሺ݁|�ሻ 1 2 3 4 �ሺ݁|�ሻࡱ

  �ሺ�ሻ  164  �ሺ�ሻ  156 

III. THE METHOD AND THE ALGORITHM FOR DETERMINING 

A SERVER PLACEMENT AND COMMUNICATION STRUCTURE 

The method consists two stages. In the first stage for ܩ, as 

the first node we choose a node that �ሺ݁�ሻ = �∈�ሺீሻ �ሺ݁ሻ or �ሺ݁�|ܩሻ = �∈�ሺீሻ �ሺ݁|ܩሻ – server placement. In the second 

stage for the chosen node we determine the dendrite ܶ, 

which is a communication structure satisfying the condition ݀��ሺ݁�|ܶሻ = �ሺ݁�ሻ . Based on the presented method the 

algorithm for determining the server placement and the 

communication structure was developed. 

The algorithm for determining the server placement and 

communication structure. 

Step 1. 

Determine �ሺ݁|ܩሻ for ݁ ∈  .ሻܩሺܧ

Step 2. 

Choose a node ݁� ∈ ሻ such that �ሺ݁�ሻܩሺܧ = �∈�ሺீሻ �ሺ݁ሻ. 

If |{݁�}| > ͳ go to step 3 else go to step 5. 
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Step 3. 

Determine �ሺ݁|ܩሻ for ݁ ∈  .ሻܩሺܧ

Step 4. 

Choose a node ݁� ∈ ሻܩ|�ሻ such that (�ሺ݁ܩሺܧ =�∈�ሺீሻ �ሺ݁|ܩሻ)  ∧  (�ሺ݁�ሻ = ��∈�ሺீሻ �ሺ݁ሻ). 

Selected node ݁� will be a central node of dendrite. 

Step 5. (second stage) 

Set � = ͳ and ሺܧሺܶሻ = ሻܩ|�ሺ݁ܧ = {݁�}ሻ. 

Step 6. ܧሺܶሻ = ሺܶሻܧ + ∗ܷ .ሻܩ|�ሺ݁�ܧ = ܷ∗ ⋃ ,′݁ۃ ቀ′∈��−1ሺ�|ீሻቁ⋀ቀ′′∈��ሺ�|ீሻቁۄ′′݁ . 

Step 7. � = � + ͳ. 

Check if � > �ሺ݁�ሻ. 

YES 

 Go to step 8. 

NO 

Return to step 6. 

Step 8. 

The end of the algorithm. 

Figure 2 is an illustration of the algorithm. In the first 

stage of the algorithm (steps 1-4) the central node ݁ଵ for the 

structure ܩଵ (figure 1) was appointed.  In the table III the 

results of determining radius (A) and attainability (B) of ܩଵ 

nodes are presented. Determination of the attainability of ܩଵ 

nodes is unnecessary, and should be used only if the steps 1-

2 of the algorithm will not allow unambiguous to determine 

the central node for given structure ܩ. 

Dendrite ܶ determined in the second stage of the 

algorithm for the central node ݁ଵ, is one of the possible (but 

optimal ) communication structure. 

TABLE III 

THE RESULTS OF DETERMINING THE RADIUS (A), AND THE 

ATTAINABILITY (B) OF THE ܩଵ NODES 

A              B �ሺࢋ|�ሻ ࢋ ∈  ሺ�ሻࡱ
�ሺࢋ|�ሻ 

,ࢋሺࢊ  ࢋ ሻ�|′ࢋ ∈  ሺ�ሻࡱ
1 2 3 4 �ሺࢋ, �ሻ ࢋ 3  ࢋ 3 3 2 0 15 ࢋ 2  ࢋ 4 4 0 0 12 ࢋ 4  ࢋ 2 3 2 1 18 ࢋ 3  ࢋ 3 3 2 0 15 ࢋ 3  ࢋ 2 3 3 0 17 ࢋ 4  ࢋ 2 3 2 1 18 ࢋ 3  ࢋ 4 3 1 0 13 ࢋૠ 3  ࢋૠ 2 4 2 0 16 ࢋૡ 3  ࢋૡ 2 4 2 0 16 

        �ሺ�ሻ 140 

IV. THE RESULTS OF SIMULATION STUDIES 

Procedure for determining the best location of resources 

in the hypercube network specified in the section III has 

been verified through simulation tests. The aim of the test 

was to confirm the correctness of the theoretical 

considerations and arguments. 

Fig. 2 An illustration of the algorithm steps 

Simulation studies have been prepared and implemented 

in Riverbed Modeler environment. Subgraph ܩଵ (figure 1) 

has been the subject of research. 

Nodes have been modeled as routers and LAN segments 

attached to them. The cases when the server (with different 

typical and popular network services, chosen arbitrarily by 

authors) is connected to the selected node within ܶ set of ܩଵ 

structure were examined. In the figure 3 different ܶ set of 

substructures (communication structures) correspond to 

different simulation scenarios is shown. The circle indicates 

node which the server is connected to. 

For example, the network topology of the single scenario 

with ܶ’s dendrite 1 was shown in the figure 4. 

The name of the simulation scenario (Dend_1 in figure 4) 

was associated with the node's number, which the server was 

connected to (number of the dendrite’s central node).  
The server was acting as a database server, ftp server, web 

server, and the node with which it was possible to 

communicate through VoIP (Voice over IP). Workstations 

within LAN segments (ten workstations in each segment) 

were functioning as the server's clients. All network services 

have used the standard application models, available at 

Riverbed Modeler (“High Load” ftp and database models, 
“Heavy Browsing” http model and “PCM Quality Speech” 
voice model) [15]. 

G1 
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e1 
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e4 

e5 
e6 e7 e8 

� = ͳ ܧሺܶሻ = ሻܩ|ሺ݁ଵܧ = {݁ଵ} 

Step 5 

ሺܶሻܧ = {݁ଵ, ݁, ݁ଷ, ݁ସ, ݁} 
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The communication structure (skeleton of the network) 

was modeled as a set of routers connected via 1,5 Mb/s 

links. 

Fig. 3 The ܶ of dendrites of ܩଵ 

 

Fig. 4 Network topology of Dend_1 scenario 

  

 Some interesting results, confirming the correctness of 

the procedure for determining the server placement and 

communication structure, are shown in the figures below. 

The dotted lines (e.g. Fig. 5) corresponds to the results 

obtained for the structure Dend_1, which is, according to the 

procedure, the most effective (the best) communication 

structure for subgraph ܩଵ.  

For each simulation scenarios (Dend_0 to Dend_8) five 

characteristics were determined. 

A. End-to-end delay (EE_Del) 

End-to-end delay  is average delay in seconds for all LAN 

segments nodes communicating with the server through 

VoIP. The lowest value of EE_Del is desired (it is the best 

score). 

Results obtained during the simulation are presented in 

the figure 5. The figure 6 shows the average values of 

EE_Del. 

 

Fig. 5 End-to-end delay for VoIP transmission 

 

Fig. 6 Average End-to-end delay for Dend_0 to Dend_8 structures 

B. TCP Delay (TCP_Del) 

TCP_del represents delay of TCP packets in seconds. This 

value is measured from the time an application data packet is 

sent from the source TCP layer to the time it is completely 

received by the TCP layer in the destination node. It is 

average delay in the complete network, for all connections. 

The lowest values are the best.  

The results are presented in figures 7 and 8. 

 

Fig. 7 TCP delay for TCP-based services 
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Fig. 8 Average TCP delay for TCP-based services 

C. Number of Hops (Nr_Hops)  

Nr_Hops represents an average number of IP hops taken 

by data packets reaching at a destination node. 

We expected the lowest value for Dend_1 structure and 

results are presented in the figure 9.  

 

Fig. 9 Average Number of Hops for Dend_0 to Dend_8 structures 

D. Response Time (Res_Time) 

Res_Time is average time elapsed between sending 

a request and receiving the response packet in seconds. It 

was measured for all the server’s services (database, WWW 
and FTP). 

The selected graph, Response Time for the database 

service was presented in the figure 10. 

 

Fig. 10 Response Time for database service 

Average values of the database server’s response time 
for each simulation scenario are shown in the figure 11. 

 

Fig. 11 Average Response Time for database service for all ܩଵ’s 

dendrites 

E. Traffic Received (Traf_Rec)  

Traf_Rec is an average number of bytes per second 

forwarded to server’s application by the transport layer in 
the complete network. It was measured for all the server’s 
service and treated as a transmission speed indicator, so we 

expected highest values for the best communication structure 

(Dend_0 in the drawings of the selected service – Fig.12 and 

Fig.13). 

 

Fig. 12 Traffic Received for the FTP server 

 

Fig. 13 Average FTP Traffic Received for all ܩଵ’s dendrites 

All the results are presented in Table III. It should be 

noted that the best result was reported in most 

measurements for Dend_1 structure (winning factor - 

78%). 
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TABLE IV
THE SIMULATION RESULTS FOR DENDRITES OF G 1 STRUCTURE

V. CONCLUSION

Correctness of developed algorithm and its usefulness for
determining server placement and the optimal  communica-
tion structure in the hypercube network with  soft degrada-
tion on the base of nodes attainability calculation was con-
firmed by simulation  tests.   Although the  simulation  tests
conducted mainly related to typical network services that re-
sults could be transferred to the network-critical applications.
One of tested services which might be regarded as the criti-
cal  application  was  capability  of  communicating  through
VoIP (Voice over IP). Obviously different system parameters

aren’t equally important and their importance depends on the
application type. In the paper the influence of the network
communication structure for  obtained values of  exemplary
parameters was investigated.

Further work will address adaptation of the algorithm for
various types of network structures. Work will focus on net-
works with dynamic structure reconfiguration.
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Abstract— This paper presents an innovative real-time 

information system for enhanced support to flood risk 

emergency in urban and nearby coastal areas, targeting 

multiple users with distinct access privileges. The platform 

addresses several user requirements such as 1) fast, online 

access to relevant georeferenced information from wireless 

sensors, high-resolution forecasts and comprehensive risk 

analysis; and, 2) the ability for a two-way interaction with civil 

protection agents in the field. The platform adapts 

automatically and transparently to any device with data 

connection. Given its specific purpose, both data protection and 

tailored-to-purpose products are accounted for through user 

specific access roles. This paper presents the platform’s overall 

architecture and the technologies adopted for server-side, 

focusing on communication with the front-end and with the 

wireless sensor network, and the user interface development, 

using state-of-the-art frameworks for cross-platform 

standardized development. The advantages of the adopted 

solution are demonstrated for the Tagus estuary inundation 

information system. 

I. INTRODUCTION AND MOTIVATION   

ATURAL and hydraulic structures related floods are 

severe threats to life and property. The main goal of 

flood risk management in aquatic environments is to reduce 

human losses and the damages related to floods, and should 

be supported by adequate hazard monitoring and timely early 

warning of the events. 

Some of the world’s most densely populated cities are 

located in estuarine low-lying areas facing thus a high risk of 

inundation with a potential for significant economic costs 

and the loss of lives. These areas are highly vulnerable due 

to the growing human activity in their margins. 

Simultaneously, the hazards in these environments are severe 

due to the combined effects of oceanic, atmospheric and 

river forcings. Furthermore, they are increasing due to the 

effects of climate change, such as sea level rise, growing 

storminess and more extreme river flows. Floods in estuaries 

                                                           
� This work was funded by the Portuguese National Foundation for 

Science and Technology through project MOLINES (PTDC/AAG-

MAA/2811/2012) 

are associated to particular climatological conditions, namely 

very high tidal levels and large fresh-water discharges, or of 

high tides and storm surge conditions [1]. In addition to 

these progressive, slow phenomena, that are possible to 

predict a few days in advance, episodes of very intense and 

concentrated in time rainfall can lead to urban flooding in 

areas with insufficient drainage conditions and flash floods 

in small watershed tributaries to the estuary [2].  The effects 

of high water levels in estuaries can also be exacerbated by 

human interventions in the system, particularly in urban 

areas where drainage system behavior has to be considered.  

Recently, the processes of prediction, detection, 

notification and population warning are becoming 

increasingly assured by automated systems, such as SAGE-B 

[3]. These information systems can be valuable assets for 

risk management, supporting all fundamental data related to 

flood events and the emergency elements needed for rescue 

in the predicted flooded areas. Unfortunately, most flood 

management systems still suffer from significant functional 

limitations, due to the difficulties in the access to monitoring 

data and unreliable, scattered, multiple sources of 

information, the use of inadequate flood forecasting due to 

inaccurate modeling tools, that either neglect relevant 

processes or are coarsely applied to the site at risk, and 

insufficient sharing of information across multiple 

emergency actors [4]. 

With the recent use of reliable automatic data acquisition 

systems and highly efficient and accurate numerical models, 

the most important constraints for the operational use of real-

time information systems have been minimized, allowing for 

adequate forecasting of relevant events [5], [6]. The 

integration of these tools into interactive and flexible 

computational GIS-based platforms has paved the way to a 

change of paradigm in routine and emergency management 

of coastal resources and harbor operations [7], [8]. These 

platforms take advantage of novel technologies to provide 

on-line, intuitive and geographically-referenced access to 

real-time data and model predictions, and to produce on-

demand services. However, much remains to be done on the 

interoperability between data providers and data consumers, 
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cross-platform and multiple users’ flexibility and speed of 

access to data. 

The project MOLINES (Modelling floods in estuaries. 

From the hazard to the critical management) aims at 

integrating existing and new wireless sensor networks, 

accurate model forecasts at both urban and estuarine scales 

and IT technology to create a Web platform that can 

contribute to a fast, coordinated mobilization of emergency 

agents and other managing entities for a timely response to 

inundation events in the Tagus estuary. The proposed 

platform is generic, interactive, facilitating the coordination 

between emergency agents and the individual contribution of 

civil protection agents in the field, and can be deployed 

elsewhere. It aims at contributing to a coordinated strategic 

planning and emergency response in urban and nearby 

estuarine regions, optimizing the alert to authorities, duly 

supported by real time monitoring and predictions of 

inundation. 

This paper describes the platform, its architecture, and all 

innovative aspects related to the UI, product creation and 

choice of technologies. Besides this introduction, chapter 2 

provides a background on IT technologies and platforms for 

real time information access, identifying the key aspects to 

be addressed. Chapter 3 presents the concept and 

implementation of the solution, focusing on requirements 

and technology choices. The application to the MOLINES 

case study is briefly presented in Chapter 4, and Chapter 5 

closes the paper with some considerations for future work. 

II. BACKGROUND   

Technology is dramatically changing our ability to prepare 

for and respond to extreme events, facilitating the 

management of crisis incidents [9]. Information systems and 

technologies contribute to a better communication and action 

in complex systems, by helping in disaster response and in 

collecting information, analyzing it, sharing it, and timely 

disseminating it to the people at risk. In particular, timely 

information sharing amongst emergency actors is critical in 

emergency response operations [10]. Several research 

projects have been devoted to emergency and disasters 

management to create modelling and simulation techniques 

and tools for the emergency management. Relevant examples 

are the dynamic and adaptive models for operational risk 

management [11], [12]. 

 Information technology is enhancing disaster 

management and communications through tools such as 

computer networks, virtual reality, remote sensing, GIS, and 

decision support systems. During the mitigation and 

preparation phases of an emergency the use of satellite 

communications and spatial analysis systems can be 

extremely valuable [13]. In recent years, many web-based 

emergency response systems have been developed and 

several studies shown the great complexities surrounding the 

design of this kind of systems [14]. Often, developments in 

other areas are overlooked and resources are spent looking 

for a solution that has been already implemented and proved 

in other environments. An example of an IT system to 

manage emergency situations is the Global Disaster 

Information Network (GDIN www.state.gov/www/issues/ 

relief/gdin.html). More elaborated examples with complex 

architectures, integrating geographic information systems, 

spatial databases and the internet are described in [15] and 

[16]. In [17] a WebGIS is presented addressing risk 

management related issues, providing authenticated users 

access to queryable information, depending on their 

authorization level. Hence, they achieve the goal of having a 

platform accessible anywhere with an internet connection, 

and multiple levels of access to different hierarchic roles. 

This is a similar approach to the one presented herein, except 

an existing tool has been adapted to the use-case, when 

compared with a tailored-made solution. 

Building on these experiences and in the scope of several 

projects (INTERREG SPRES; FP7 Prepared), LNEC has 

been developing and applying a suite of Web platforms 

denoted as WIFF - Water Information Forecast Framework 

[7] to provide access to real time information to decision 

makers. These platforms were conceived for a single type of 

users and to provide full access to real time sensor data and 

model predictions, constituting at the same time a repository 

of past information, being available at each deployment site 

to the relevant end-users. For the SPRES platform, real time 

products were integrated with emergency planning 

information (hazard, vulnerability and risk maps as well as 

mitigation action sheets) to constitute a one-stop-shop for all 

data relevant to oil spill prevention and mitigation [7]. 

These platforms take advantage of novel technologies to 

provide on-line, intuitive and geographically-referenced 

access to real-time data and model predictions, and to 

produce on-demand services in support of routine 

management of coastal resources and harbor operations. 

Technology support include a) Drupal, a PHP-based Content 

Management System, to access model metadata, status and 

products, b) map server support (Geoserver) providing Web 

Map Services (WMS) to allow for geospatial placement of 

monitoring and forecast products, and model output query 

capabilities, and c) Flex, using the OpenScales library to 

handle geospatial information, for the WebGIS development. 

However, the need for interaction between the multiple 

emergency actors and to have fast access to real time 

information (of both conventional data streams and on-the-

fly in-the-field information during flood emergencies) from 

several users simultaneously, raises new requirements for 

these new platforms. Additionally, the new system should be 

cross-platform, i.e., to be built in a way that it is 

automatically and transparently adaptable to any device with 

a data connection, providing access to emergency 

information anywhere. 
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III. CONCEPT AND IMPLEMENTATION OF THE SOLUTION 

The main goal for the platform described herein, is to 

provide a quick and responsive tool for flood risk forecast 

and assessment. End-users should be able to access 

information on the platform with no hassle and in any device 

from anywhere, providing that a data connection is available. 

Moreover, since we are working directly with the civil 

protection agents as project partners, there is a major focus 

on developing on important issues for them. Specifically, our 

platform aims at fulfilling ease on usability and providing 

tools for quick decision taking by them, providing a product 

tailored for their needs. This tool is also being developed 

with modularity and reusability in mind, so that very little 

modifications to the platform code need to be made if the 

forecast product changes from “water levels” to other 

variables of interest. To achieve this, back and front-end are 

bind in such a way that the former provides access to the 

data while the front-end consumes (via a set of REST 

services) and displays the products without being content-

aware, i.e., it shows data without considering data types. 

Since the front-end is not content-aware, a new instance of 

the platform, for visualizing and analyzing other types of 

data, can be created simply by changing the products made 

available by the back-end and performing basic adaptations 

to the front-end. Moreover, since the back-end serves data in 

a standard way (REST services), the front-end itself may also 

be substituted by another consuming service, be it a mobile 

application, a web-page or other data consuming service. 

This allows for interoperability between platforms, allowing 

other users to use these services straightforwardly, after 

being successfully authenticated and authorized.  

This flow of information is illustrated in Fig. 1, where a 

separation of concepts, between back-end and front-end is 

clearly visible. The back-end consists of an instance of 

CakePHP, a MVC PHP framework, with a PostgreSQL 

storage database (with PostGIS extension), coupled with 

several instances of Geoserver and Perl and Python scripts. 

The code developed with CakePHP handles user control 

and user accesses, based on access control lists and roles, 

and streamlines access to the database via REST requests 

from the front-end. Geoserver, an open source server for 

geospatial data sharing, manages the georeferenced imagery 

(both in raster and vector formats) and serves them using 

open standards, such as WMS.  This also promotes 

interoperability by allowing that different systems exchange 

data with each-other using known standards. Geoserver uses 

data, both from the PostgreSQL/PostGIS database, but also 

from results produced by the flood prediction models, in the 

form of shapefiles, allowing for model results probing 

directly on the data served through the UI. 
 

 

Fig. 1 Technological Architecture of the solution  
 

Since a huge amount of requests are made to Geoserver, 

and it lags when cluttered with data, some maintenance must 

be performed on a recurrent basis. Instead of keeping all the 

data content in Geoserver’ memory, existing content is 

moved to a secondary location on the filesystem daily 

through a script running as a cronjob. Reloading the products 

to Geoserver is performed on-demand by the user through a 

set of Perl and Python scripts, initiated by client request 

performed on the front-end. This strategy allows for a 

considerable performance increase in data access and gives 

the best priority of access to today’s flood predictions. 

The front-end consists of a single-page responsive web 

application which allows users to visualize all the products 

served by the back-end, in an intuitive interface available for 

multiple devices. With the goal of ubiquitousness in mind, 

less-intensive technologies were chosen: 1) HTML5 and 

CSS3, as the building base of all web-applications, 2) 

AngularJS, a javascript framework that offers dynamic 

templating and two-way databinding, 3) Google Polymer, a 

Google design specification implementation library, and 4) 

OpenLayers, a library for handling geospatial data and 

mapping tools on the client-side. Although some 

technologies, like AngularJS and Google Polymer, are still in 

a beta stage, they are supported and maintained by Google 

and have a huge community contributing for their 

development (AngularJS has over 6K commits on github, 

more than older and well-known javascript libraries such as 

JQuery with less than 6K commits). Using these technologies 

appears thus a good choice for future developments, since 

they shape the way we build the web (www.polymer-

project.org) and fully fulfill the user requirements. 

As referred before, the front-end maintains 

communication with the back-end via a set of REST services 

made available by the back-end. Responses to these request 

come in JSON, a lightweight data-interchange format easy to 

read/write by humans and to parse/create by machines. 

The server-side information flow system has been planned 

and built to easily gather real-time data from the wireless 

sensor network, to parse the relevant information and store it 
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in a persistent database system, to use the measurements to 

run forecasting models, and to provide the forecast results to 

the end-user. A detailed description of this flow of 

information can be seen in Fig. 2. From top to bottom, this 

system building blocks are 1) a wireless sensor network 

(WSN), comprised of several sensor nodes; 2) a data 

gathering server, which communicates with the WSN 

gathering and parsing real-time data; 3) prediction model 

instance and corresponding redundancy instance (to 

guarantee a fallback), that produce forecasting results with 

real-time data as one of the inputs; 4) several instances of 

Geoserver (again to guarantee a fallback, but also to 

guarantee data availability for a great amount of web-

requests), that start by consuming forecast results in the form 

of visual imagery which later renders to the end-user in the 

form of WMS layers. All the instances of Geoserver are 

managed by a load-balancer that decides which instance 

should handle the client requests. The WSN consists of 

several real-time station nodes scattered in the domain of 

interest, which record water level data and transmit it to a 

central server. This central server is basically a set of scripts 

that trigger the transmission via either GPRS into an FTP 

server or Circuit Switched Data (CSD) directly into the file 

system. After the transmission is performed successfully, 

data is handled by the central-server to parse and store it, and 

to create input files for the prediction models. On their side, 

prediction models produce water level forecast results for the 

next 48 hours which are then consumed by the geographical 

web server. Geoserver accepts both raster images (geotiff) 

and vector files (shapefiles), but can also produce images 

from Postgis database data. These images are georeferenced 

and then presented in the user interface on a layer map. 

IV. APPLICATION TO THE CASE STUDY 

The flexibility and usefulness of the platform is illustrated 

here, applied to the MOLINES case study, mainly through 

examples of the functionalities available on the interface. For 

this project, the requirements were the following: 1) the 

platform would account for different user roles, providing 

differentiated access to dedicated products; 2) the platform 

should be able to host georeferenced products from the static 

risk analysis (hazard, vulnerability) and the dynamic real 

time forecast; 3) the platform should be agile, providing fast 

access to the alerts and their products; and 4) the platform 

should be prepared to incorporate and show in a 

georeferenced way the information uploaded by the civil 

protection agents in the field during emergencies. 

This application user interface is composed of a top 

header with title, a sidebar for displaying the various links to 

the main functionalities offered and a detailed content area. 

The sidebar hides when opening the application in smaller 

devices (smartphones or tablets), and is accessible by a 

button on the top header, as seen in Fig. 3. This allows the 

main content to be shown in full screen, taking advantage of 

all available space on the device screen. 

 

Fig. 2 Network information data flow 

 

 

Fig. 3 Example of the interface adapted to a mobile device 

 

Since this is a platform for support of detailed risk 

management, it must provide the users with multiple ways to 

access all the risk events detected: a quick way, through both 

geographical representation of a specific area and a short list 

of areas, and a very detailed listing, supported by clear 

identification of the most vulnerable locations. This 

functionality can be seen in a) Fig. 4: a summary of study 

zones and risk alerts triggered for each zone as well as their 

risk type, b) Fig. 5: a detailed listing of locations at risk and 

the alert bulletins. Also, when hovering over the zones on the 

table in Fig. 4, the corresponding zone on the map gets 

highlighted for a better notion of where this zone is and 

provides a direct link to the detailed listing of Fig. 5.  

Similarly, each zone name is a link for the more detailed 

description of the risk events occurring at that specific zone. 
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Fig. 4 Summary of risk events 

 

Fig. 5 Detailed location of areas at risk 

 

 

Fig. 6 Water level forecast 

 

Other functionalities include a section to provide access to 

the real-time data gathered from WSN, which also allows an 

automatic comparison with model forecast results. This 

functionality allows the end-users to access data being 

measured at a point of interest but also to validate model 

predictions with real-time data. Indeed, this comparison is 

fundamental for the emergency agents and other decision-

makers to provide them a measure of reliability on the model 

predictions and confidence on the actions to be promoted in 

the field. 

V. DISCUSSION AND FUTURE WORK 

Herein, an interactive, flexible and multiple user roles 

Web platform is presented, which takes advantage of novel 

technologies to provide fast access to all relevant online, 

intuitive and geographically referenced real-time data and 

model predictions for urban and estuarine floods. 

Future work on the platform is planned to further improve 

its performance. For instance, one of the strategies includes 

using GeoJSON, an open standard format for encoding 

geographical information features using Javascript Object 

Notation, on the client-side to render georeferenced data 

layers on top of maps, instead of depending on Geoserver to 

serve those layers. This would put the workload on the 

client-side instead of the server-side, which would produce 

faster results overall. 
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At the same time, the overall goal of these IT platforms is

to have them integrated in the everyday’s workflow of end-

users.  Their  operation  requires  considerable  computational

efforts that may not available in many decision-makers IT in-

frastructures. As LNEC’s computational resources are finite

and often related with on-going scientific projects, a solution

should be looked up to provide the best  solution for  end-

users. In order to allow for stakeholders to run their own pre-

diction model instances and operate these IT platforms, fu-

ture work also includes the creation of prediction model de-

ployments on the cloud.

For  the MOLINES application,  the future  work will be

concentrated on the integration, in the interface, of the up-

loaded data provided by the agents in the field. Challenges

are the automatic check on the reliability of this information

and the way to integrate them in the interface in a simple and

easy to probe manner. Other add-ons include also the issuing

of the alert based on the model predictions.
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Abstract—The paper compares two formulations of dynamic
power management in energy-aware computer networks. In the
first approach the only criterion is energy consumption, in the
second there is an additional one - the quality of service. It is
shown, that the second approach is appropriate when the routing
problem with fixed demands is inadmissible. Fortunately, by some
optimization modeling transformations it still allows for using the
same standard mixed integer solvers as the first approach.

I. INTRODUCTION

METHODS for increasing energy efficiency of computer
networks gained much attention last years. The reason

is, that we are witnessing a rise of energy costs, customer
increase, more on-demand services using cloud architectures,
mobile Internet, a diffusion of broadband access and a growing
number of services offered by Internet service providers. The
growth of the energy consumption by network infrastructure
may be well illustrated by the overall energy requirements of
European Internet operators: in 2005 they needed 14 TWh, in
2010 - 21 TWh, and the forecast for 2020 is 36 TWh [1].

At the same time the capacity surplus becomes a standard
in almost all networks. Consequently, so-called green network
technologies are quickly becoming a high-priority issue for
the Internet [1], [2].

In the European Union an additional motivation is 2020
Energy Strategy, which, among other goals, assumes achieving
by 2020 a 20% improvement in energy efficiency [3].

Efforts to reduce power consumption in telecommunication
networks follow in two mutually related directions – design
of a more efficient equipment and development of energy-
aware network control strategies and protocols. Initial efforts
were aimed at assessment of energy characteristics of network
equipment and building elementary models [4]. Upon this
knowledge some local, i.e., concerning single device, strategies
were built – see e.g., [5].

However, it is possible to save even more energy by
employing network-wide solutions.

The paper [6] presented a model of energy-aware router, an
architecture of a control framework and various formulations
of a network-wide energy saving optimization problem. They
start from the exact mixed integer linear programming (MILP)
formulation, which is aimed at solving the problem of a
minimum energy routing. The objective is the minimization of
the total power utilized by network components while ensuring
end-to-end Quality of Service (QoS). The basic link-node
formulation (LNb) is a network management problem with
binary decision variables describing full routing in a network
and corresponding energy state assignments to all routers, line
cards and communication ports. A more advanced version may
be proposed, in which some parts of the network can be shifted
to low energy mode as a result of the optimization algorithms,
where both paths and flow rates are decision variables. It will
exploit the fact, that Internet traffic used to be elastic in a large
part, which means, that a quality of service is little aggravated
by small deviations from assumed flow rate.

In this paper first a model with fixed flow rates inspired by
the paper [6] will be shortly presented and assessed. Then,
an improved version of it with flexible rates - in the authors’
opinion much more practical - will be proposed and discussed.

II. A MODEL WITH GIVEN DEMANDS

A hierarchical network model proposed in [6] considers
every single communication port p ∈ {1, . . . , P} of every
line card of a router r ∈ {1, . . . , R}. In our paper, for
simplification, we do not consider individual cards of the
router, because they do not bring anything into the model
except additional summations.

Directed links connecting pairs of ports are denoted by
l ∈ {1, . . . , L}; any network component can operate in
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k ∈ {1, . . . ,K} energy states, but two ports connected by
a link are in the same state. A demand d ∈ {1, . . . , D} is
characterized by its source sd and the destination td node
(router) and the volume Vd.

The topology of the physical network is described by four
matrices of binary indicators: gpr, alp, blp, which indicate,
whether, respectively: port p belongs to the router r, link l
is incoming to the port p and link l is outgoing from the port
p. If l is a link outgoing from the port p, the link l̃ denotes its
partner link in the edge going in the opposite direction, that
is:

blp = 1 ⇐⇒ al̃p = 1 (1)

We assume that the numbers l, l̃ have different parities (e.g.,
they are consecutive numbers). The decision variables are
two vectors of binary indicators xp, zr - whether the port p
or router r is used for data transmission and two incidence
matrices with elements: ylk - whether the link l is in the state
k and udl - whether the demand d uses the link l.

The full optimization problem is as follows:

min
xp,ylk,zr,udl

p∈1,P ,l∈1,L,

k∈1,K,r∈1,R,

d∈1,D


FLNb =

L−1∑

l=1,3,5,...

K∑

k=1

ξlkylk+

+

P∑

p=1

Wpxp +

R∑

r=1

Trzr

]
(2)

subject to the constraints:

∀d=1,...,D,
p=1,...,P

L∑

l=1

alpudl ≤ xp (3)

∀d=1,...,D,
p=1,...,P

L∑

l=1

blpudl ≤ xp (4)

∀r=1,...,R,
p=1,...,P

gprxp ≤ zr (5)

∀l=1,...,L

K∑

k=1

ylk ≤ 1 (6)

∀d=1,...,D,
r=1,...,R

P∑

p=1

L∑

l=1

gpralpudl −
P∑

p=1

L∑

l=1

gprblpudl =

=





−1 r = sd
1 r = td
0 otherwise

(7)

D∑

d=1

Vdudl ≤
K∑

k=1

Mlkylk, l = 1, 3, . . . , L− 1 (8)

D∑

d=1

Vdudl ≤
K∑

k=1

Ml̃kyl̃k, l = 2, 4, . . . , L (9)

xp, zr ∈ {0, 1} p ∈ 1, P , r ∈ 1, R, (10)

ylk, udl ∈ {0, 1} l ∈ 1, L, k ∈ 1,K, d ∈ 1, D (11)

where Mlk and ξlk are, respectively, the capacity and the
power consumption of the edge comprising links l, l̃ in the
state k, and Wp and Tr are power cost coefficients of the port
p and the router r.

As in the paper [6] constraints (3)-(5) determine the number
of ports and routers that are used for data transmission. The
conditions (6) assure, that each edge can be in one energy-
aware state. The constraints (7) are formulated according to
1st Kirchhoff’s law applied to source, destination and transit
nodes, and finally, the constraints (8),(9) assure, that the flow
will not exceed the capacity of a given edge.

Any MILP algorithm can be used to solve (2)-(11) problem.
Popular solvers such as CPLEX and Gurobi may be applied.

III. SHORTCOMINGS OF THE LNb MODEL AND
POSSIBILITIES TO OVERCOME THEM

In the LNb model (2)-(11) the issue of determining the flow
demand matrix, which is crucial for implementing the control
system, is not addressed. The simplest approach is to measure
the actual flow rates carried by the network (averaged over a
selected timescale), and adopt it as optimization constraints.
Then, this model can help to answer the question whether
it is possible and worthwhile to temporarily reduce network
capacity and maybe also reroute some paths in order to save
some energy without sacrificing the QoS, that is maintaining
the current values of the flow rates. It should work especially
in the case, when the network is underutilized.

Shortcomings of the method may manifest themselves
however in more complex scenarios, when the controlled
network, or at least a part of it, works on its capacity limit.
The measured traffic is no longer a good estimate of the
demanded bandwidth, because flows are already truncated by
the network. The demand matrix must be provided in some
other way, e.g., by predictive model or educated guess.

It is then crucial, that demands, coupled through link
capacity constraints, do not exceed the bandwidth offered by
the network in any spot, which can be hard to assure in
nontrivial network topologies. Otherwise, a feasible solution
will not exist.

In such cases, a modified approach can be proposed, in
which flow rates are represented by variables rather than
constants. It exploits the fact, that Internet traffic used to be
elastic in a large part, which means, that the QoS is only a
little aggravated by small deviations from the assumed flow
rate. The combined routing and rate control problem has to
be solved, which leads to the solution feasible in terms of
the formulated model, even when the traffic demand is greater
than the capacity offered by the network.

Moreover, in some cases a minor reduction of flow rates,
which is accepted by the comprehensive model taking into
account the elasticity of a demand, may allow to accommodate
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the traffic in a smaller number of links, thus allowing for
further great reduction of power consumption.

IV. A GENERALIZATION – TWO-CRITERIA ROUTING
PROBLEM

The most important modification of the LNb model consists
in relaxing flow rates - from now on they are variables denoted
by vd. In a consequence, the objective function FLNb (2)
has to be augmented with a QoS related criterion Qd, which
represents a penalty for not achieving the assumed flow rate
Vd by the flow d. Qd(vd) is a convex and continuous function,
decreasing on interval [0, Vd]. It is reaching minimum (zero)
at Vd, the point in which user expectations are fully satisfied.
The convexity of Qd(vd) is associated with the conviction, that
small deviations from the nominal throughput ∆ = Vd − vd
are neglected by network users, while large deviations are
noticed and should be avoided. Moreover, since Qd(vd) is
monotonically decreasing, it assures that the slope of the curve
becomes steeper, as the rate vd approaches zero.

A two criteria - i.e., reflecting energy costs and QoS - mixed
integer network problem of simultaneous optimal bandwidth
allocation and routing may be formulated in the following way:

min
xp,ylk,zr,udl,vd,

p∈1,P ,l∈1,L,k∈1,K

r∈1,R,d∈1,D

{
F2C = αFLNb + (1− α)

D∑

d=1

Qd(vd) =

= α




L−1∑

l=1,3,5,...

K∑

k=1

ξlkylk +

P∑

p=1

Wpxp +

R∑

r=1

Trzr


+

+(1− α)

D∑

d=1

Qd(vd)

}
(12)

subject to constraints (3)-(7), (10)-(11) from LNb and

D∑

d=1

vdudl ≤
K∑

k=1

Mlkylk, l = 1, 3, . . . , L− 1 (13)

D∑

d=1

vdudl ≤
K∑

k=1

Ml̃kyl̃k, l = 2, 4, . . . , L (14)

0 ≤ vd ≤ Vd, d ∈ 1, D (15)

The parameter α ∈ [0, 1] is a scalarizing weight coefficient,
which can be altered to emphasize any of the objectives.

Such a problem in the particular case when α = 0, i.e.,
without the energy components, was first addressed by Jaskóła
and Malinowski [7] and independently by Wang et al. [8]. A
decomposed algorithm to solve it was proposed by Karbowski
[9].

A two-criteria optimal routing and bandwidth allocation
problem, taking into account the energy component, for a
completely different network and cost model than that of
Section II was presented in [10].

In general, the formulation (12)-(15), (3)-(7), (10)-(11) has
some drawbacks: it defines a mixed-integer nonlinear pro-
gramming problem with nonconvex, bilinear link capacity con-
straints (13),(14). At present the leading solvers - e.g., CPLEX,
Gurobi - can solve efficiently convex quadratic mixed-integer
quadratically constrained problems MIQCP, with positive
semidefinite matrices of constraints quadratic forms, which is
not the case of (13),(14) constraints. The general nonlinear,
mixed-integer, nonconvex solvers are very slow.

Fortunately, the problem (12)-(15), (3)-(7), (10)-(11) can be
quite easily transformed to the form accepted by fast mixed-
integer solvers, what we describe below. The reformulation
of nonlinear network problems to the input format of stan-
dard MILP or MIQP solvers seems to be a very promissing
approach nowadays [11].

V. ELIMINATION OF THE NONLINEARITY FROM
CONSTRAINTS

From the QoS components of the objective function
F2C (12) it is usually expected, that they assure so-called
proportional-fairness of the allocations of the bandwidth, when
the network is subject to a congestion [12]. Quadratic functions
may be used to achieve it [13] (unfortunately, linear - not), so
the objective function F2C can be quadratic and convex.

The only problem that still remains to solve is nonconvex
nonlinearity of the constraints (13), (14). It can be eliminated
by a transformation proposed in [14].

It consists in the introduction of auxiliary variables wdl =
vdudl, d ∈ 1, D, l ∈ 1, L (denoting the part of a traffic rate
in the link l assigned to the flow d) and the substitution of
these inequalities with subsequent set of linear inequalities:

∀l=1,3,...,L−1

D∑

d=1

wdl ≤
K∑

k=1

Mlkylk (16)

∀l=2,4,...,L

D∑

d=1

wdl ≤
K∑

k=1

Ml̃kyl̃k (17)

∀d=1,...,D,
l=1,...,L

wdl ≤ Vdudl (18)

∀d=1,...,D,
l=1,...,L

wdl ≤ vd (19)

∀d=1,...,D,
l=1,...,L

wdl ≥ vd − Vd(1− udl) (20)

∀d=1,...,D,
l=1,...,L

wdl ≥ 0 (21)

VI. THE FINAL FORMULATION OF THE PROBLEM

Summing up, the final formulation of our two criteria
energy-aware integrated routing and flow control problem is
as follows:

min
xp,ylk,zr,udl,vd,wdl

p∈1,P ,l∈1,L,k∈1,K

r∈1,R,d∈1,D

{
F2C = αFLNb + (1− α)

D∑

d=1

Qd(vd) =

ANDRZEJ KARBOWSKI, PRZEMYSŁAW JASKÓŁA: TWO APPROACHES TO DYNAMIC POWER MANAGEMENT 1179



= α




L−1∑

l=1,3,5,...

K∑

k=1

ξlkylk +

P∑

p=1

Wpxp +

R∑

r=1

Trzr


+

+(1− α)

D∑

d=1

Qd(vd)

}
(22)

subject to the constraints:

∀d=1,...,D,
p=1,...,P

L∑

l=1

alpudl ≤ xp (23)

∀d=1,...,D,
p=1,...,P

L∑

l=1

blpudl ≤ xp (24)

∀r=1,...,R,
p=1,...,P

gprxp ≤ zr, (25)

∀l=1,...,L

K∑

k=1

ylk ≤ 1 (26)

∀d=1,...,D,
r=1,...,R

P∑

p=1

gpr

L∑

l=1

(alp − blp)udl =





−1 r = sd
1 r = td
0 otherwise

(27)

D∑

d=1

wdl ≤
K∑

k=1

Mlkylk, l = 1, 3, . . . , L− 1 (28)

D∑

d=1

wdl ≤
K∑

k=1

Ml̃kyl̃k, l = 2, 4, . . . , L (29)

∀d=1,...,D,
l=1,...,L

wdl ≤ Vdudl (30)

∀d=1,...,D, wdl ≤ vd (31)
∀d=1,...,D,

l=1,...,L

wdl ≥ vd − Vd(1− udl) (32)

∀d=1,...,D,
l=1,...,L

wdl ≥ 0 (33)

∀d=1,...,D 0 ≤ vd ≤ Vd (34)

xp, zr ∈ {0, 1} p ∈ 1, P , r ∈ 1, R, (35)

ylk, udl ∈ {0, 1} l ∈ 1, L, k ∈ 1,K, d ∈ 1, D (36)

When QoS components Qd(vd) are quadratic and convex,
the obtained mixed-integer quadratic problem can be solved
by effective MILP/MIQP solvers, such as CPLEX, Gurobi.

Fig. 1. Test network

VII. NUMERICAL EVALUATION

The problem (22)- (36) was formulated, implemented and
solved with the help of the CPLEX solver for the test network
presented in Fig. 1, with: R = 7, L = 20, P = 20. Every
edge between two routers had two unidirectional links. We
performed the experiments for three demands (D = 3) : 1 →
7, 1 → 7, 5 → 6. It was possible for each link to operate in
five energy-aware states (K = 5). As their (penalty for not
achieving) QoS functions we took [7]:

Qd(vd) =
1

2
V 2
d − vd · (Vd − vd/2) (37)

The throughput of a given link l ∈ 1, L and the power
consumption in energy-aware state k ∈ 1,K were as fol-
lows: (Ml1 = 20, ξl1 = 15), (Ml2 = 40, ξl2 = 30),
(Ml3 = 60, ξl3 = 40), (Ml4 = 80, ξl4 = 60), (Ml5 = 100,
ξl5 = 75). As the power cost coefficients we took for
ports W1 = W2 = . . . = W20 = 30 and for routers
T1 = T2 = . . . = T7 = 300. The maximum demand
volumes were: V1 = 100, V2 = 50, V3 = 150. The scalarizing
coefficient was taken α = 1

2 .
From calculations we got the following optimal paths:

d = 1, 2 : 1 → 6 → 7; d = 3 : 5 → 3 → 7 → 6 and
the objective function F2C = 1957.499221. It means, that
only routers 1, 3, 5, 6, 7 were used and the links and ports
connecting them, that is, the rest of the network was in the
sleeping mode. The obtained optimal transmission rates were:
v̂1 = 75, v̂2 = 25, v̂3 = 100. All the used links worked at the
highest energy levels.

VIII. CONCLUSIONS

We modified the dynamic power management of energy-
aware computer networks model presented in [6] to capture
these situations, when the users’ demands are so high, that
there is no admissible solution of the problem LNb (2)-(11).
We suggest to use then a two-criteria model with flow rates
as additional decision variables. When the QoS functions are
quadratic and convex, it is possible to reformulate the problem
in such a way, that the same standard solvers, e.g., CPLEX or
Gurobi, can be used to find the solution. The resulting mixed-
integer programming problem has more variables, but the new
are only real, not binary, what should not influence too much
the time of calculations.
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The performed numerical test confirmed the appropriateness
of the formulation.
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Abstract—Recently, there has been an increasing need for
secure, efficient and simple notification methods for mobile
systems. Such systems are meant to provide users with precise
tools best suited for work or leisure environments and a lot
of effort has been put into creating a multitude of mobile
applications. However, not much research has been put at the
same time into determining which of the available protocols
are best suited for individual tasks. Here a number of basic
notification methods are presented and tests are performed for
the most promising ones. An attempt is made to determine which
methods have the best throughput, latency, security and other
characteristics. A comprehensive comparison is provided, which
can be used to select the right method for a specific project.
Finally, conclusions are provided and the results of all the tests
conducted are discussed.

I. INTRODUCTION

THE PURPOSE of this paper is the analysis and tests
of several selected notification methods for mobile plat-

forms. The reason for this research is the need to determine
the best way of sending simple as well as more advanced
messages about the events involved in the operation of grid
systems or telemetric networks. This makes it possible to
use the optimal approach in numerous projects that need to
inform users about their current status. This aspect is currently
of utmost importance for the industry as such notification
methods enable developers to engage users much more fully
and keep them in constant contact with their leisure and work
interests. These considerations have guided us throughout our
research and affected all our decisions on the selection and
ways of testing of the methods in question.

Several protocols and methods were considered based on
their purposes and current industry standards. The main
candidates were: CoAP (Constraint Application Protocol),
XMPP (Extensible Messaging and Presence Protocol) and
XMPP over SOAP (Simple Object Access Protocol), MQTT
(Message Queuing Telemetry Transport), MQTT-SN (Message
Queuing Telemetry Transport for Sensor Networks), AMQP
(Advanced Message Queuing Protocol), Cloud notification
systems (Google Cloud Messaging, Urban Airship), SMS
(Short Message Service) and Restful HTTP (Hypertext Trans-
fer Protocol).

Of course, these are not all the protocols that could be used
for mobile notifications, but these listed appear to hold the

most promise and therefore the purpose is to discern their
usefulness in the best way possible.

In addition to the protocols and methods above, we inves-
tigated other solutions, such as the Apple push notification
or Line application which, for various reasons, were not
considered further. The Apple push notification technology is a
good solution, but it is proprietary, i.e. limited to Apple devices
and that is why we decided to test more universal solutions
first. There are also solutions (applications) that use their own
protocols. A good example is Line application, which uses
a proprietary protocol. We considered testing this solution;
however, there are significant difficulties with accessing the
documentation for this protocol.

II. RELATED WORK

Mobile systems are a relatively new field of study and pick-
ing a specific topic such as comparing available notification
methods does not return many related work results. Some of
the protocols have been covered in separate articles and while
these took the sending of notifications into account, tests were
not always conducted in mobile systems.

The one available article [1] that compared notification
methods only covered cloud systems [2] and applications. It
discussed the following methods: C2DM (Google Cloud to
Device Messaging—the predecessor to GCM), Xtify, XMPP
and Urban Airship. As during our research that article was
relatively new, one might think that the information contained
there would still be relevant, but it turned out to be already
out of date. Google has meanwhile redesigned and rebranded
its notification system and Xtify was purchased by IBM. Only
Urban Airship is still available on the market in the same
configuration as previously. The article is more a comparison
of available commercial products than a real world testing
suite. As expected, the conclusion was that the fastest protocol
of the four tested was XMPP, but it had a characteristic slightly
different from the others.

Another article [3] only tested the MQTT protocol. The
author believed that it was the best possible choice and only
aimed to describe its main features and capabilities. Just a
single simple test and its averaged results together with the
amount of data transferred and power consumption over a
period of time were provided. In the conclusion, the author
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described the MQTT protocol as being both lightweight and
perfect for mobile platforms.

In [4], the authors investigated XMPP in the field of
collaborative applications. Its main purpose was to assess the
usefulness of XMPP in exchanging location data between
mobile clients and web servers. No testing was conducted, but
a thorough description of XMPP and the Android platform
was provided while also taking into account the ways of
integrating them. The article described XMPP as a general
purpose messaging protocol that is easily extensible.

An important aspects in the context of notification methods
are SLA parameters [5] and the power consumption of battery-
powered devices. In [6], the authors discussed the problem
of sending notification data using GPRS connectivity from
remote telemetry stations [7]. They proposed the concept of
adaptive message aggregation which extends the MQTT-SN
protocol, adjusting its behaviour to the GPRS (General Packet
Radio Service) connectivity profile in order to decrease the
energy consumption related to data transmission.

III. NOTIFICATION METHODS

The following section generally describes and analyses the
possible notification methods for mobile devices mentioned in
the introduction. As a result of this analysis, it was decided
to select some of them in order to perform the thorough tests
described later in this paper.

A. SMS

It is possible to use the Short Message Service as a notifi-
cation mechanism. An application would have to intercept the
SMS messages received by an Android phone and analyse
them to check whether they contain notifications from the
system. One could just use simple text messages without a
dedicated client application, but this would severely limit the
functionality available to users.

This approach has several major issues. First, the cost
of sending multiple messages to numerous clients could be
immense. Secondly, it is not guaranteed that the message will
be delivered on time or (sometimes) even on the same day.
What is more, all text messages have a maximum undelivered
period (which cannot exceed 7 days), and this means that some
notifications would not be delivered at all.

B. Google Cloud Messaging

In order to simplify the development of applications and to
extend phone battery life, Google has created a simple built-
in notification system for the Android platform, which only
maintains a single connection at any time.

This approach has some obvious drawbacks. Firstly, the
number of messages sent concurrently is limited to four per
application and there is no guarantee that the message will
be delivered, especially while the service is shared. Secondly,
there is no specified maximum delay, which is not acceptable
for most modern systems. Moreover, in posts like [8] it is
claimed that the method is not all that well documented and it
is not easy to make an application work reliably with Google

Cloud Messaging (GCM). Another problem with GCM is that
some people do not trust Google not to abuse its capabilities,
citing privacy or security concerns. One must also keep in
mind that GCM can be used by some malware applications as
described in [9].

C. Restful HTTP

Another possible solution would be to use a RESTful HTTP
service based on a pull queue model [10]. Such an imple-
mentation would have to pull notifications from the server at
certain intervals or when the user turns on the application.
Currently creating such a service is a very simple process and
does not require additional knowledge from most developers,
which is the main advantage of this approach.

However, using this method is very inefficient as it is
not clear at what intervals requests should be made. Using
too long an interval between requests may result in multiple
notifications being sent all at once, making the older messages
meaningless. Conversely, if the interval were too short, it
would use too much device resources. Moreover, much of the
workload is shifted to the mobile device and the amount of
data sent between server and client is sometimes doubled.

Some ideas for REST notification systems are discussed
in [11], however using a pure REST approach is highly
discouraged. Using the AMQP/REST mixed approach seems
much more plausible.

D. XMPP
XMPP is basically an open technology for real-time com-

munication, using XML (Extensible Markup Language) as the
base format for exchanging information. It was designed to be
easily extensible and one of its main uses are publish-subscribe
systems. It is the most mature protocol among all the solutions
selected as it was already in use in 1999. Throughout its
history it was used by companies such as Google in the Google
Talk communicator, by Microsoft in Skype or by Facebook in
WhatsApp Messenger.

The idea behind XMPP is similar to that of e-mail, with a
distributed server network in which each and every server can
create its own service. The XMPP standard enables message
encryption and XML support allows for the use of such
technologies as SOAP or EDI (Electronic Data Interchange).

A standard that is tightly coupled with XMPP is SOAP
over XMPP, which can be tested using the same means, as
sending a SOAP message is basically sending some content
over XMPP, which provides effective and reliable messaging—
both asynchronous and synchronous.

XMPP is a general purpose protocol that is easily extensible.
It was only designed to meet mobile platform requirements and
was not expected to outperform any other protocols. However,
its flexibility makes it a choice worth considering. In [4], a few
add-ons are mentioned like group chats or streaming services
with a possibility to transfer files.

E. SOAP over HTTP

SOAP is a lightweight protocol for message exchanges
that is independent from the system platform programming
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language. Its specification does not define a specific transport
layer protocol, but most implementations use HTTP. It is
important to mention, however, that HTTP is of no use for
asynchronous messaging and because of that SMTP is often
used instead. The protocol makes it possible to send many
short messages.

In the discussion on the use of SOAP in notification systems,
the following solutions should be considered: polling, both
endpoints having their SOA interfaces, using WS-notification
and using the message queueing solution encapsulated in
HTTP.

All the solutions above have been analysed and none of
them are easy to adapt to the needs of mobile notification
systems. The first solution requires the client to make requests
at certain points in time, which generates a lot of unnecessary
traffic and is quite resource-heavy on small devices. The
second idea is better, but would not work for most mobile
devices as not all requests would pass from the server to
the device since such HTTP requests are often blocked. A
good solution is to use WS-notification, but the problem with
making requests from the server is still present. What is more,
it is not a standard supported by all web servers. The final
solution uses queueing, but it involves a lot of unnecessary
technology, especially given that there are ready-made queue-
ing mechanisms that do not have to be encapsulated in HTTP
requests.

F. MQTT/MQTT-SN

MQTT is a publish-subscribe lightweight messaging pro-
tocol based on TCP/IP. It was designed to be open, simple,
lightweight and easy to implement, since it was intended to
be used in constrained environments with limitations such
as: expensive, low bandwidth, unreliable network, limited
processor or memory resources.

The entire protocol is based upon a central message broker,
which distributes messages published on a topic to all the
interested consumers. The “MQ” part of the name comes from
“Message Queueing”, however this protocol does not support
queuing by default. It has three types of quality of service for
message delivery, which are “At most once”, “At least once”
and “Exactly once”. It also has a mechanism that can be used
to inform interested parties about an abnormal disconnection
using the “Testament” and “Last Will” features.

What is interesting is the fact that MQTT has already
been used in numerous applications. The first implementation
of GCM(C2D)1 used exactly this protocol. DeltaRail’s latest
version of their IECC (Integrated Electronic Control Centre)
also uses MQTT for communications within their signalling
system, which is covered in [12].

This standard was created by IBM and because of that fact
the IBM MQTT client Java library was used for testing and the
Mosquitto open source message broker for distributing mes-
sages. Mosquitto’s simple construction allowed us to create a

1Android Developer Central - GCM Advanced Topic -
http://developer.android.com/google/gcm/adv.html

bash script sending a set number of messages. The Android
client connects to the broker using the IBM library and is fed
the messages sent by the script.

MQTT-SN is a variation of MQTT designed to be used in
sensor networks. In particular, it is supposed to be lightweight
and easily implementable on small devices (e.g. in non-
TCP/IP2 networks).

G. CoAP

CoAP3 is a specialised web transfer protocol for use with
constrained nodes and networks based on UDP (User Data-
gram Protocol). Its main task is to allow for communication
between small devices such as sensors, switches, etc. It was
designed on the basis of HTTP in order to simplify its
architecture and allow for multicast. It also provides a simple
mapping between CoAP and HTTP, which can be used to
create RESTful services. The messages are sent in a binary
format and their size is limited by the maximum size of a
datagram. Messages can be sent with acknowledgements or
without them depending on the designer’s needs. Although it
is a relatively new standard, it already has some additional
features proposed like “Observable”, which makes it possible
to notify all the clients subscribed about changes to the
resource.

H. AMQP

AMQP is an open standard application layer protocol for
message-oriented middleware that uses a binary format to
send its messages. It was designed to solve the problem of
interoperability between heterogeneous systems and message
brokers. It was first used in 2006 by JP Morgan. It offers both
point-to-point and publish-subscribe messaging types.

The most important advantage of AMQP is the fact that it is
independent of programming languages and platforms unlike
most messaging standards, for example JMS (Java Message
Service) [13]. Moreover, it offers several types of quality of
service in terms of delivery guarantees; these types are at-
most-once, at-least-once or exactly-once guarantees. It also
allows to encrypt messages, which is important especially
in the case of valuable scientific data. Currently it is a
widely used standard and has a large number of implementing
libraries like Apache Qpid, RabbitMQ [14] or StormMQ.

IV. TESTS

There are currently three main mobile operating systems
(Android, iOS and Windows Phone) available on the market
and numerous devices that support them. As it would be
neither possible nor sensible to test each and every one of
them, only one testing platform and device was chosen.

Google’s Android system was selected as the mobile plat-
form for testing purposes because of the considerable avail-
ability and open nature of the solution. All major protocols
and methods selected have working implementations for this
system.

2Transmission Control Protocol/Internet Protocol
3CoAP RFC 7252 - http://tools.ietf.org/html/rfc7252
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As a mobile device the Nexus 5 (LG D821) was used with
Android version 4.4.3 using the standard Dalvik engine. At this
point Android Runtime was already available but it seemed
not yet ready for serious testing. All data (from a mobile
device) was transmitted using an HSPA technology (operator:
T-Mobile).

In order to conduct all tests, a server platform was also
needed, which consisted of an Asus laptop with the Intel i5-
3320M processor and 8GB of RAM with Ubuntu 12.04LTS
and Oracle Java 1.7.0_60 installed. All data (from a server
platform) was transmitted over the Wi-Fi network using the
802.11g standard (54 Mbps).

For time-related test cases ClockSync4 was used to synchro-
nise with time servers on the mobile device. All applications
launched their message connectors in separate threads. Ser-
vices were not used so all memory usage diagrams show the
combined values of the connector and activity screen.

All useful notification methods should meet most of the
specifications listed below:

• the financial cost should be low—mostly for open source
and university projects;

• it should be possible to transmit more than just simple
text—to enable interaction between the application and
the main system;

• energy and memory usage should be minimal—the solu-
tion is to be used on mobile devices;

• message contents should be secure—confidential infor-
mation could be transmitted;

• minimal message loss—important data could be transmit-
ted;

• minimal delay—fast interaction is sometimes needed.
As a result of analysing the notification methods available

(see Section III) and taking the above assumptions into ac-
count, it was decided to test the following protocols: XMPP,
SOAP, MQTT, CoAP and AMQP.

In order to conduct testing for each protocol, the following
solutions were used:

• XMPP—in order to prepare the XMPP test, the Smack
library was used to implement the mobile client. It has
been ported to Android in a version called Asmack.
ejabber was used as a message broker. The second client,
which was sending messages to the mobile client, was
implemented in Python using the SleekXMPP library. The
mobile solution was plain and simple with its task limited
to keeping an open connection to the broker.

• SOAP—an attempt was made to test a basic polling
mechanism using a simple Python SOAP server5 and
a basic Android client6. It involved making a number
of requests for stress testing and a single request to
measure single message performance. After obtaining
initial results this method was discarded as it was more

4ClockSync - http://amip.tools-for.net/wiki/android/clocksync
5Python simple and lightweight SOAP Library (a.k.a. soap2py) -

https://code.google.com/p/pysimplesoap/wiki/SoapServer
6A simple SOAP client for Android -

https://code.google.com/p/droidsoapclient

than 10 times slower than any other and used a lot of
resources for polling, which is unacceptable for mobile
devices. It was decided to concentrate efforts on other
solutions specifically intended for such devices. The re-
sults collected are shown together with the other protocols
tested, but are not included in graph comparisons (in
Figure I) as they were much worse than for any other
test conducted.

• MQTT/MQTT-SN—a broker that works with the
MQTT/MQTT-SN protocol is the RSMB (Really Small
Message Broker) from IBM and while it is quite easy
to find, locating an appropriate client library (especially
for MQTT-SN) is much more difficult. The one that is
available for MQTT-SN7 is written in the C programming
language so it was of no use whatsoever for Android
devices. The project also appeared to have been aban-
doned (no recent contributions). A further search led to
a library written in Python8, which was then used to
implement a client that would be run using the QPython
interpreter. After a certain amount of research and testing
a stage was reached where messages were delivered from
the broker to the device but never reliably. Attempts to
change QoS settings failed as it appeared that the client
library implementation was not complete yet. For these
reasons MQTT-SN was excluded from testing and only
MQTT was tested. It appears that the protocol is not
mature enough yet to be used on a larger scale and that
it has no reliable or finished implementations.

• CoAP—there is a limited number of implementations.
The main Java libraries are jCoAP and nCoAP. jCoAP
is not up to date with the RFC (Requests for Comments)
7252 and therefore nCoAP was used which additionally
implements the “Observable” feature. To test the protocol,
a simple server was created with a time service and a
mobile client that was sending GET requests to the server.
At first it was intended to use the “Observable” feature,
but during stress testing it turned out that messages cannot
be sent too often using this implementation because of
errors. As a consequence, although “Observable” can be
quite useful, especially in mobile systems, it was decided
to have each notification sent as an answer to a separate
GET request.

• AMQP—RabbitMQ was selected, which is one of the
best documented and popular libraries. For testing pur-
poses a simple Python script was developed that can send
a set number of simple messages containing timestamps
and an Android client application. The client connects to
the RabbitMQ message broker and then the Python script
is used to send messages.

To assess the efficiency and usefulness of the notification
methods selected, several test cases were created and run for
each protocol. It is not claimed that it is a complete test suite,

7MQTT-SN client in C - https://github.com/njh/mqtt-sn-tools
8MQTT-SN client in Python - http://git.eclipse.org/c/mosquitto/

org.eclipse.mosquitto.rsmb.git/tree/rsmb/src/MQTTSClient/Python
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but rather preliminary testing. More work remains to be done
in this field.

A. Time per message

Each of the four applications designed to check how much
time it takes to process a single message while stress testing
was used with different numbers of concurrent messages sent.
Set sizes of 10, 50, 100, 200, 300, 400 and 500 messages
were chosen. Each message contained its timestamp in order
to enable the calculation of exact delay. Figures 1 (nCoAP),
2 (MQTT), 3 (RabbitMQ), 4 (XMPP), 5 (SOAP over HTTP)
show how much time it took to process a single message for
different stress test set sizes.

Fig. 1. nCoAP

Fig. 2. MQTT

Fig. 3. RabbitMQ

Fig. 4. XMPP

Fig. 5. SOAP over HTTP

Based on the graphs generated it can be stated that
RabbitMQ is the fastest in terms of performance and its
performance actually improves as more messages are sent
concurrently. The nCoAP was also quite effective, but it should
be kept in mind that each message was sent in response to
a GET request, so it could be faster yet. Both MQTT and
XMPP exhibit quite long message sending times. However
SOAP over HTTP being definitely the slowest solution. In
this test, RabbitMQ was the clear winner.

B. Resource usage

The second most important criterion after performance was
resource usage. It is crucial to use as little device resources
as possible on a mobile platform in order to consume less
power and allow for greater efficiency. In this section, peak
memory usage (shown in Table I - “RAM (Random Access
Memory) usage peak”) and CPU (Central Processing Unit)
power consumption (by using PowerTutor tool [15]) were
measured as presented in Figures 6 (nCoAP), 7 (MQTT), 8
(RabbitMQ), 9 (XMPP), 10 (SOAP over HTTP), while sending
1000 messages concurrently to be processed by each of the
mobile clients developed.

It is clearly visible that almost all protocols used similar
amounts of memory, with the only outlier being MQTT with
10 MB less RAM usage than others. A much larger difference
can be seen in power consumption levels. These seem to be
strongly correlated with each individual protocol’s processing
time. nCoAP and RabbitMQ consumed the least power. About
two times more power was consumed by XMPP and SOAP
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Fig. 6. nCoAP (2 consecutive runs shown)

Fig. 7. MQTT

Fig. 8. RabbitMQ (3 consecutive runs shown)

Fig. 9. XMPP

over HTTP. The worst result was achieved by the MQTT
protocol.

Fig. 10. SOAP over HTTP

C. Reliability

Message sending reliability was also tested as it is one of the
crucial issues to be tackled in mobile notification applications.
Especially important is the issue of what happens to messages
in a queue when the connection to the client is lost. This was
simulated by reconnecting to a Wi-Fi network while sending a
set of 1000 messages. All protocols were tested using default
settings. It turned out that only nCoAP managed to deliver all
messages, while the other protocols lost some or most of the
messages sent. Developers must take care to use the correct
settings for each protocol as QoS is not usually switched on
by default.

D. Ordering

This test case was meant to show whether protocols deliver
messages in the same order in which they were sent. Simi-
larly to the first test, a set of messages was sent containing
timestamps and the comparison of arrival times of successive
messages made it possible to determine whether they were
correctly ordered. Only nCoAP changed the order of messages,
which is most probably caused by using UDP. All other
protocols delivered messages in the correct order even during
high load.

E. Average delay

The final test case was used to calculate the average delay
when sending a single isolated message using each of the five
protocols (Table I - “Average delay”). It turns out that nCoAP
is the fastest when it comes to sending individual messages and
SOAP over HTTP is the slowest one among all the protocols
tested.

V. CONCLUSIONS

The results as shown in Figure 11 clearly demonstrate that
in terms of the maximum number of messages delivered per
second RabbitMQ is the leader; however, when it comes to
minimal delay, nCoAP tends to be able to deliver single
messages much quicker. This means that if large numbers
of notifications are to be sent, RabbitMQ could be used,
while in a sparse notification system CoAP should perhaps be
recommended. In the power consumption test the best results
were also achieved by RabbitMQ and nCoAP.
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Fig. 11. Comparison of protocols

It should also be noted that not all protocols are able to
easily pass through firewalls and NATs like XMPP, which is
the most mature of all the protocols tested. When it comes to
RAM usage, MQTT turned out to require the least megabytes,
which can be of great importance on mobile devices. A
summary of test results is shown in Table I.

In conclusion, the most promising solution seems to be
RabbitMQ but none of the protocols proposed outperformed
all the others in all test cases. This test suite only demonstrates
the performance of some implementations currently available
and the results might change for future releases or different
platforms. Before any protocol is selected, it is important to
specify the needs of the project in question and then compare
the protocols to determine which one best suits these needs.

TABLE I
OVERVIEW OF PROTOCOL PROPERTIES

nCoAP RabbitMQ MQTT XMPP SOAP
RAM usage
peak [MB]

47 44 35 46 38

Average delay
[ms]

91 185.5 339.6 192.3 972.2

Ordered no yes yes yes yes
Lost messages no yes yes yes yes
Content binary binary binary text text
Based on UDP TCP TCP TCP TCP
SSL support no yes yes soon yes

ACKNOWLEDGMENT

The research presented in this paper was partially sup-
ported by the National Centre for Research and Development
(NCBiR) under Grant No. PBS1/B9/18/2013 and by the Polish
Ministry of Science and Higher Education under AGH Univer-
sity of Science and Technology Grant 11.11.230.124 (statutory
project).

REFERENCES

[1] J. Hansen, T.-M. Grønli, and G. Ghinea, “Towards cloud to device
push messaging on android: Technologies, possibilities and challenges,”

International Journal of Communications, Network and System Sciences,
vol. 5, no. 12, pp. 839–849, 2012. doi: 10.4236/ijcns.2012.512089
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Abstract — This paper presents concept and 
prototype of universal easy-to-use and self-
configurable mobile application dedicated for open 
data sets collection and sending them to the central 
database storage based on CKAN platform. This 
article describes the concept of open data collection 
in crowdsourcing model using mobile phones and 
also an architecture of end user application (CKAN 
client) dedicated for Android operating system. 

I. INTRODUCTION 

The concept of Open Data has been known in 
science and business environments for many years. 
The main definition of such kind of information 
describes that “certain data should be freely 
available to everyone to use and republish as they 
wish, without restrictions from copyright, patents or 
other mechanisms of control” [1], [2].  

In the world there are many installed platforms, 
exposed open data sets produced by: cities, 
government institutions, scientific, and private 
companies. Large sets of this information being 
offered under open licenses such as mentioned in 
[3] are exposed in up to bottom model. Main part of 
such data comes from government institutions 
collecting and processing a large number of 
information about: their citizens, financial data or 
statistical information. Another idea regarding open 
data collection is concentrated on up to button 
approach. This model is based on idea of 
crowdsourcing and  allows citizens to collect data.  

 Because of growing popularity of mobile 
devices (e.g. smart phones or smart watches) in 
recent years this kind of devices becomes the most 
convenient tool for collecting and aggregating open 
data sets. Therefore, dedicated, easy-to-use mobile 
application use mobile phone functions such as 
GPS receiver and photo camera. In many cases it 
becomes the best tool for the data acquisition using 
crowdsourcing.  

II. EXISTING SOLUTIONS 

 

On the Internet we can find large set of mobile 
applications dedicated to open data collecting. For 
example Yanosik [4] – the most popular, based on 
crowdsourcing model, mobile application in 
Poland. This service allows drivers to report 
information about dangerous situations on the 
roads: accidents, construction zones, police patrols 
locations etc. Other application users, basing on the 
data collected and exposed in this system, can adapt 
their behavior to local conditions and thus improve 
the safety on the roads. Another exemplary system 
based on crowdsourcing concept is mobile 
application 19115 [5] developed by City of Warsaw. 
This service (mobile application is only one 
component of the 19115 system) is dedicated to 
report non-emergency incidents in Warsaw. 
Residents using this service can report any 
information about the city (road damage, problems 
with garbage, problems which needs the 
intervention of the municipal guard, etc.). It could 
be noticed that applications presented above are 
dedicated only to specific use cases (road traffic 
reporting or processing interventions in City of 
Warsaw) and it is not possible to use them to collect 
any kind of open data. These solutions are 
dedicated to specific usage, not configurable and 
closed from systems integration point of view.  

In literature we can find some open solutions 
dedicated to open data collection. Another type of 
mobile applications are those, mostly concentrated 
on processing and transferring open data from end 
user in universal form in which the scope and type 
of collected open data is configurable by the system 
administrators.  The very good example is Open 
Data Kit [6]- set of tools which manages mobile 
data collection. Open Data Kit allows to build a 
data collection in survey form, collect the data 
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using  mobile device and send data  to the  server. 
Tool supports also aggregation of data on the server 
side and visualize them. 

In literature, there can be found also applications 
dedicated for CKAN platform [7]  - open source 
framework de’facto  standard in open data 
exposition. First one is Ukansearch - mobile web 
application to improve access and availability to 
open data. Unfortunately actually Ukansearch  
allows only to search using tags datasets on the 
www.data.ug portal [8] and doesn’t support open 
data collection process. The second solution is 
sample CKAN Android client [9]. This tool was 
developed about 3 years ago and still exists only in 
beta version.  

III. CKAN 

CKAN (Comprehensive Knowledge Archive 
Network) – is open source data portal and open data 
exposition platform. This project was started in 
March 2006 [7] and is maintained by The Open 
Knowledge Foundation [10]. After 9 years of 
development CKAN is world-leading open data 
platform and there are more than 60 instances [11]  
of the system installed worldwide such as: data.gov 
- a portal of the United States government [12] 
British data.gov.uk [13], or the publicdata.eu 
European Union open data portal [14].  

 

 
Fig. 1. Example data set in CKAN platform 

 

CKAN platform allows for storage and 
management of open data repository, publication, 
search and visualize of data sets. System also 
allows developers to download and upload data sets 
via rich JSON based on API (Application 
Programming Interface). CKAN is open source 
software distributed under open license  Affero 
GNU GPL v3.0. 

IV. IDEA OF CROWDENABLER 

Because currently there is no universal mobile 
application dedicated to open data collection using 

CKAN portal the main goal was to build the 
concept, development and to test this type of 
application. 

Crowd Enabler is an application dedicated to the 
collection of open data. With it, users of 
smartphones with the Android operating system can 
complement the individual datasets hosted on the 
CKAN platform. Native application function allows 
to add individual records to CKAN using 
geolocation information based on implemented in 
the phone GPS receiver. The main feature of the 
Crowd Enabler application allows to add objects 
containing text data, image files and the 
geographical coordinates by the end-user of the 
mobile phone. A user with the application, may, at 
any place (with enabled internet access and GPS 
location), take a photo of any object, add 
descriptions, and add its geolocation.  

 

 
Fig. 2. Idea of Crowd Enabler 

 

From the CKAN administrator and mobile 
application end user point of view the application 
usage looks as follows: 
 

1) Data Set creation and upload Crowd Enabler.  
In  this step system administrator creates in CKAN 
an empty data set, prepares and uploads it as an 
CKAN resource. Then installs version of Crowd 
Enabler mobile application. The url to the Crowd 
Enabler is distributed (by e-mail or web page) to the 
end application users. 
2) Download Crowd Enabler mobile application. 
In this step application users responsible for open 
data collection download and install mobile 
application on their phones. It should be noticed 
that because of not publishing Crowd Enabler in 
Google Play application shop the option install 
from “Unknown sources” in mobile devices during 
this step must be turned on. 
3) Data collection. 
In this step application user can collect and store 
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data sets using mobile application. Application after 
start retrieves all information from CKAN platform 
using RDF metadata extension and reconfigures 
(changes names of the buttons and hints for editable 
fields). Application process open data in three 
following steps:  
a) collected geographic location based on GPS 
receiver, 
b) collected object description (in text form), 
c) collected  photo, 
d) sending data to the repository (CKAN). 

V. RDF ONTOLOGY USAGE 

 

Resource Description Framework (RDF) [15] is a 
standard for describing web resources. RDF using 
some of the extension such as Data Catalog 
Vocabulary (DCAT) can be used for description of 
any resources on the Internet and used for building 
semantic Web concept.  Semantic internet is the 
vision of Tim Berners-Lee and in data layer it’s 
architecture is based on Linked Data principles. 
These principles are as follows [16], [17]: 

• Usage URIs as names for things. 
• Usage HTTP URIs so that people can look up 

those names. 
• When someone looks up a URI, provides useful 

information, using the standards (RDF, SPARQL). 
• Exposition links to other URIs, so that they can 

discover more things.  
In presented in this paper application nonstandard 

RDF usage was proposed and implemented – this 
additional elements describing web resources were 
used for exposition of configuration data for mobile 
application. 

In Crowd Enabler RDF extensions were used to 
define some application parameters. (e.g. Text box 
description etc.). Application uses RDF extension in 
Data Catalog Vocabulary (DCAT) standard 
implemented in CKAN platform.  

 

Fig. 3. DCAT RDF extension in CKAN platform 

 

In CKAN in format key-value there were 4 
parameters defined and described in the table 
below: 
 

Table 1. DCAT RDF parameters defined in CKAN 
dedicated for Crowd Enabler 

 Parameter  description 

1 LocationDescription Task name / name of 
collected object 

2 Hint Collected object detailed 
description 

3 PhotoButton Task name (photo) 
4 AppNAme Name of application 

 

Based on RDF XML extension in CKAN 
parameters presented above are accessible for 
developers during access to the data set via API 
using additional header in HTTP request Accept: 
application/rdf+xml.   
 
<rdf:RDF xmlns:foaf="http://xmlns.com/foaf/0.1/" 
xmlns:owl="http://www.w3.org/2002/07/owl#" 
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-
ns#" xmlns:dcat="http://www.w3.org/ns/dcat#" 
xmlns:dct="http://purl.org/dc/terms/"> 
  <dcat:Dataset 
rdf:about="http://demo.ckan.org/dataset/monuments"> 
    <owl:sameAs rdf:resource="urn:uuid:3aecf676-
e1cd-4eda-9e35-6805d50bafae"></owl:sameAs> 
    <dct:description></dct:description> 
    <foaf:homepage 
rdf:resource="http://demo.ckan.org/dataset/monuments
"></foaf:homepage> 
    <rdfs:label>monuments</rdfs:label> 
    <dct:identifier>monuments</dct:identifier> 
    <dct:title>monuments</dct:title> 
        <dcat:distribution> 
            <dcat:Distribution> 
                <dcat:accessURL 
rdf:resource="http://demo.ckan.org/dataset/3aecf676-
e1cd-4eda-9e35-6805d50bafae/resource/53ed83a3-8d89-
4c81-b7a9-
eaa55553ea5b/download/table.txt"></dcat:accessURL> 
            </dcat:Distribution> 
        </dcat:distribution> 
        <dcat:distribution> 
            <dcat:Distribution> 
                <dcat:accessURL 
rdf:resource="http://demo.ckan.org/dataset/3aecf676-
e1cd-4eda-9e35-6805d50bafae/resource/5f3441dd-8473-
4c44-af20-
de71af3c625c/download/photo.jpeg"></dcat:accessURL> 
               <dct:title>photo</dct:title> 
            </dcat:Distribution> 
        </dcat:distribution> 
        <dct:relation> 
          <rdf:Description> 
            <rdfs:label>1. 
LocationDescription</rdfs:label> 
            <rdf:value>1. Find me, I am standing by 
the monument.</rdf:value> 
          </rdf:Description> 
        </dct:relation> 
        <dct:relation> 
          <rdf:Description> 
            <rdfs:label>2. Hint</rdfs:label> 
            <rdf:value>2. Describe the 
monument.</rdf:value> 
          </rdf:Description> 
        </dct:relation> 
        <dct:relation> 
          <rdf:Description> 
            <rdfs:label>3. PhotoButton</rdfs:label> 
            <rdf:value>3. Take a photo of the 
monument.</rdf:value> 
          </rdf:Description> 
        </dct:relation> 
        <dct:relation> 
          <rdf:Description> 
            <rdfs:label>AppName</rdfs:label> 
            <rdf:value>Crowd Enabler</rdf:value> 
          </rdf:Description> 
        </dct:relation> 
  </dcat:Dataset> 
</rdf:RDF> 

Fig. 4. DCAT RDF extension in CKAN XML 
dataset description 
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VI. SYSTEM ARCHITECTURE 

 

This section of this publication contains the 
architecture and functionality of Crowd Enabler 
application. This mobile application is dedicated for 
Android operating system and was developed using 
Eclipse and Android Development Tools (ADT) 

A) Programing environment 
 

 
 

Fig. 5.  Application class structure 

 

The main methods and classes implemented in the 
application are as follows: 

1. Method onCreate handles methods which are 
connected to buttons and starting ThreeadForRdf 
and ThreeadForPosts. 

2. Method onClick_find sets GPS coordinates. 
3. Method onActivityResult makes sure that 

our photo exists and is displayes in the app. 
4. Method onOptionsItem Selected handles 

pressing Settings. 
5. The main Method getRdfXml in Class 

ThreeadForRdf, gets useful informations from rdf 
about dataset. Using this, sets descriptions of 
buttons and editText. 

6. Method makeRequestImage in Class 
ThreeardForPosts sends image to dataset. Method 
makeRequest sends full data (in JSON) of record to 
dataset.   
 

- 

 
Fig. 6.  Application data flow 

 

Data flow between Crowd Enabler and CKAN 
platform is presented on Fig.6 

 

1) Dataset request – application after launch based 
on defined http resource connects with CKAN 
Platform, downloads metadata and RDF extensions 
in key – value form used for Crowd Enabler 
configuration.  
2) Crowd Enabler self-configures and shows GUI.  
3) User takes photo and uploads it on the CKAN 
server as open data resource. 
4) User performs an additional description of data 
record (text ,GPS coordinates), uploads and sets it 
to the CKAN. 

B) Application GUI 
 

End application user is a person who uses Crowd 
Enabler on it’s mobile phone – and collects open 
data records. After start, application connects to 
CKAN and catches from RDF scheme of metadata 
to change names of buttons and hints defined in the 
application GUI.  
When user wants to collect data using geolocation,  
must stand with his smartphone nearby an object 
which he wants to upload (e.g. memorial or 
monument). 

 

 
Fig. 7.  Application GUI 
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Fig. 8.  Application GUI 

 

After taking photo and adding additional 
description end application user sends data to a 
server by pressing Send Button. 
 

VII. MEASURENMENT 

 

Using Crowd Enabler application several data 
sets were collected  
1) monuments - historic buildings and monuments 
in Warsaw 

2) forgottenPlaces - some interesting places in the 
city 

3) Trees - the test group of trees 
The Figures bellow shows the example data sets 
with  forgottenPlaces and monuments in Warsaw 

Fig. 9. Data set with  forgottenPlaces in Warsaw 

 
Fig. 10. Example dataset with  monuments in 

Warsaw 

 

It needs to be stressed that for application test only 
small data sets in the amount of several records 
each were collected. 
 

VIII. SUMMARY AND FUTURE WORK 

 

In the future, authors intend to make some 
modifications in the Crowd Enabler application 

1) Improvement of application installation process 
- application can be exposed in Google Play 
application shop and installed after connection and 
download without “install from unknown source” 
Android option usage   
2) Usage of another geolocation sources instead of 
GPS (e.g. location based on Telco operator 
infrastructure, Wifi infrastructure etc.). 

The main goal of this project was to build a 
mobile client for CKAN open data platform. 

The universality of developed application based 
on self-configuration capabilities as well as 
proposed and tested nonstandard  RDF meta data 
usage needs to be emphasized.  It should be 
mentioned that Crown Enabler application has been 
created in Open Middleware Model using Open 
Application Programming Interfaces allowing in 
ease way to create innovative applications and 
services such as: [17], [19], [20], [21]. 

The potential of usage of the presented 
application is very wide. End application users can 
store large sets of  data, that can be described by 
location, photos and extended text description.  

 

Prototype of Crowd Enabler application was 
made as part of the Open Middleware 2.0  
Community by Orange Labs program [22] 
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 FEW years ago, the applications of WSN were rather
an  interesting  example  than  a  powerful  technology.

Nowadays, this technology attracts still more and more sci-
entific  audience.  Theoretical  works  from  the  past,  where
WSN principles were investigated, grew into attention-grab-
bing applications practically integrated by this time in a real
life. It could be said, that countless application fields, from
military  to  healthcare,  are  already  covered  by  WSN.  To-
gether  with  this  technology expansion,  still  new and  new
tasks and interesting problems are  arising.  Simultaneously,
such application actions stimulate the progress of WSN the-
ory that at the same time unlocks new application possibili-
ties. The typical examples are developments within the “In-
ternet-of-Things” field as well as advancements in eHealth
domain with WBAN IEEE 802.15.6 standard progress.

A

Wireless sensor networks, as the spatially distributed net-
works consisted of a number of relatively simple, low-cost,
low-power  components  interconnected  mutually,  provide
quite  wide  application  portfolio  for  different  branches  of
economy. As the main examples could be mentioned military,
industry, transport,  agriculture and healthcare.  However, in
the near future, even stronger expansion of WSN application
assortment is expected. In order to make this expansion pos-
sible, it is necessary to continually work on the solving of
typical questions/problems related to the WSN development,
e.g. standardization of communication protocols; the lack of
energy-efficient power sources; the development of new ul-
tra-low-power microelectronic components; etc.

An integration of WSN within the public data networks as
well as within the domains where confidential  and private
data are processed (e.g. E-Health) brings along problems re-
lated to the ethical  and legal  questions too. Therefore,  the
terms as  social  safety or  ethical  safety should  not  be  ne-
glected.

The problematic of WSN is one of actual activities getting
to the fore in the European Research Area since the issue of
sensor networks was covered through “IoT” in FP7 program
and strong continual extension is planned to be included also
in Horizon 2020 program, especially in sections such Smart
Transport;  Health;  Climate  Action  covered  under  Societal
Challenges Pillar.

It  is  therefore  essential  to  create  an  experience-sharing
platform for scientific researchers and experts from research
institutes, SMEs and companies who work in WSN domain
where they can exchange some relevant skills  and experi-
ences as well as discuss upcoming trends and new ideas from
this field. Moreover, the conference should also serve a func-
tion of a kind of networking platform facilitating intercon-
nectivity between participants in case of a future collabora-
tion.

TOPICS

Original contributions, not currently under review to an-
other journal or conference, are solicited in relevant areas in-
cluding, but not limited to, the following:

Development of sensor nodes and networks

• Sensor Circuits and Sensor devices – HW
• Applications  and  Programming  of  Sensor  Net-

work – SW
• Architectures,  Protocols and Algorithms of Sensor

Network
• Modeling and Simulation of WSN behavior
• Operating systems

Problems dealt in the process of WSN development

• Distributed data processing
• Communication/Standardization  of  communication

protocols
• Time  synchronization  of  sensor  network  compo-

nents
• Distribution and auto-localization of sensor network

components
• WSN life-time/energy requirements/energy harvest-

ing
• Reliability,  Services,  QoS  and  Fault  Tolerance  in

Sensor Networks
• Security and Monitoring of Sensor Networks
• Legal and ethical aspects related to the integration

of sensor networks

Applications of WSN

• Military
• Health-care
• Environment monitoring
• Transportation & Infrastructure
• Precision agriculture
• Industry application
• Security systems and Surveillance
• Home automation
• Entertainment – integration of WSN into the social

networks
• Other interesting applications
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Abstract—This paper presents real-time scheduler in operating
system running on ARM Cortex (M0, M3, M4) usable in small
mobile robotics with kernel response around 1ms. Thanks to
the strong modularity, advanced sleep modes and event driven
programming ability, it can be used for WSN applications too.

Index Terms—operating system, ARM Cortex M, mobile
robotics, WSN node, low-power, real-time

I. INTRODUCTION

REAL-TIME scheduler provides added value for embed-
ded software development in the form of strong modular-

ity, reusable code and rapid development [1]. Many embedded
applications work without operating system - usually single
purpose tasks or interrupt driven tasks. For more complex
applications, operating system can provide better results when
some common problems occure [2] [3] :

• Multiple sensors (or any inputs) reading
• Multiple control loops with different sampling time
• Communication (routing, resending)
• Power management
• System modularity and extension posibilities
• GUI running on background of the main process

From these, we can consider following operating system
requirements:

• Multiple parallel threads (often with priority scheduling)
• Real-time processing ability
• Code size acceptable for microcontroller abilities
• Sleep modes support
• Multiplatform compilation ability
• Modular architecture

II. SYTEM ARCHITECTURE

The operating system runs on a single chip microcontroller.
Supported cores are ARM Cortex M0, M0+, M3, M4 and M4F.
For testing, TI TivaC TM4C123G [5] (Fig. 1) with cortex M4F
core has been used. This MCU is running on 80MHz and it
disposes 256K flash memory and 32K SRAM. Other devices,
such as STM32L053, STM32F103, STM32F407, LPC812,
MKL02Z32 and MKL25Z4 have also been tested.

All parts are compiled using GNU GCC (using C99 stan-
dard) into single binary file, which can be loaded into flash
memory [4]. Recent source files can be downloaded from [6].

Fig. 1. TI TivaC launchpad testing board

Presented operating system consists of these parts:
• User application
• User libraries
• Kernel
• OS libraries
• Device low level libraries
All parts can work independently on each other. Only

necessary part is device low level libraries, represented as
HAL (hardware abstraction layer). Operating system is written
with microkernel architecture, where kernel only creates and
schedules threads. Other functions are implemented as optional
libraries.

In the following text, we briefly describe OS structure. The
priority scheduling algorithm compared with common round
robin is described in more details.

A. Booting process

After microcontroller reset, HAL is initialized first, espe-
cially clock configuration, GPIO initialization, UART timers
and ADC setup. All parts are initialized only if they are linked
in the binary. In other case, initialization of missing parts is
skipped. Absolute minimum requirement for OS running is
main clock initialization. For common problems, UART and
timers are necessary.
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Operating system libraries such as STDIO, software timers,
messages subsystem and mutexes are initialized next. After
this, kernel is initialized and user main thread is started.

B. User application and libraries
Users main loop is discussed in this section. The main

function is called void main_thread(). This main thread can
create other threads, by calling create_thread function. Fol-
lowing code shows how another thread can be created. When
void main_thread() is running, user can initialize it’s own
libraries, usually sensors, displays or communication module.
Boot up and four running threads screenshot is displayed in
the Fig. 2.

Listing 1. Thread creating
t h r e a d _ s t a c k _ t t h r e a d _ 0 1 _ s t a c k
[THREAD_STACK_SIZE ] ;

void t h r e a d _ 0 1 ( ) {
}

void m a i n _ t h r e a d ( ) {
c r e a t e _ t h r e a d (

t h r e a d _ 0 1 ,
t h r e a d _ 0 1 _ s t a c k ,
s i z e o f ( t h r e a d _ 0 1 _ s t a c k ) ,
PRIORITY_MAX ) ;

whi le ( 1 )
{
}

}

III. SCHEDULING ALGORITHM

Main part of OS is the microkernel core. Preemptive
multitasking with two options, round robin scheduling or
time decrease priority scheduling is implemented. To compare
different schedule algorithms (especially real-time processing),
we first need to define error function. Consider set of threads
as

ti ∈ T (p, k, s, d, c), (1)

where p represents thread priority (lower number - higher
priority), k is the counter of thread priority current value,
s stands for thread state (running, waiting, created), d states
thread deadline time (set by user, usually in ms), c is thread
running code (represented as Turing machine).

Let us define thread execution time function as g(ti) and
error function as

e =

Tc∑

i=1

|di − g(ti)|, (2)

where Tc is threads count. This function represents the error,
which corresponds with the difference between required dead-
line time and measured time of running thread. Using priorities
we can define error as

Fig. 2. OS terminal screenshot

e =

Tc∑

i=1

|di − g(ti)|
1

pi
, (3)

where lower pi means higher priority.
Consider that the faster execution of the thread is not

an issue. This fact means that CPU spends remaining time
waiting (executing other threads or sleeping). We can write
this as (4) and (5).

ei =

{
di − g(ti) if di < g(ti)

0 else
(4)

e =

Tc∑

i=1

|e(ti)|
1

pi
(5)

Threads with higher priority (smaller pi) have
bigger influence on the total error. To implement
priorities, we define following structure for each thread:

Listing 2. thread structure
s t r u c t sThread {

u16 cn t , i c n t ;
u32 f l a g ;
u32 ∗ sp ;

} ;

where cnt and icnt are counters used for priority scheduling,
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corresponding with p and k respectively in (1). When
thread is created, p and k are set to priority value and
remain constant (variability during execution is also possible,
but not tested yet). Each nonzero k is decremented after
each timer interrupt. Thread with smaller k is chosen
for the next execution and its k is loaded back to p.
Realization in C code is presented on following code listings.

Listing 3. priority scheduler
u32 i , min_i = 0 ;

/∗ f i n d t h r e a d w i t h minimum c n t ∗ /
f o r ( i = 0 ; i < THREADS_MAX_COUNT; i ++)
{

i f ( _ _ t h r e a d _ _ [ i ] . c n t <
_ _ t h r e a d _ _ [ min_i ] . c n t )

min_i = i ;

/∗ decremen t c o u n t e r s ∗ /
i f ( _ _ t h r e a d _ _ [ i ] . c n t != 0 )

_ _ t h r e a d _ _ [ i ] . cn t −−;
}

_ _ t h r e a d _ _ [ min_i ] . c n t =
_ _ t h r e a d _ _ [ min_i ] . i c n t ;

_ _ c u r r e n t _ t h r e a d _ _ = min_i ;

For full function, other common functions like thread
creating, waiting or setting into waiting state are implemented.

Listing 4. kernel functions

void s c h e d _ o f f ( ) ;
void sched_on ( ) ;

void y i e l d ( ) ;

u32 g e t _ t h r e a d _ i d ( ) ;

void k e r n e l _ i n i t ( ) ;
void k e r n e l _ s t a r t ( ) ;

u32 c r e a t e _ t h r e a d (
void (∗ t h r e a d _ p t r ) ( ) ,
t h r e a d _ s t a c k _ t ∗ s _ p t r ,
u32 s t a c k _ s i z e ,
u16 p r i o r i t y ) ;

void k e r n e l _ p a n i c ( ) ;

void s e t _ w a i t _ s t a t e ( ) ;
void w ak e _ u p _ th r e ad s ( ) ;
void w a k e _ u p _ t h r e a d s _ i n t ( ) ;

void j o i n ( u32 t h r e a d _ i d ) ;

Fig. 3. FPU and CPU calculation times

IV. EXPERIMENTAL RESULTS

For testing OS, few experiments were performed. First one
was aimed for the basic multitasking test and comparison of
performance using hardware and software emulated float per-
formance. There were four running threads in this experiment.
One thread was calculating Julia set fractal and results were
displayed on LCD. Total number of calculating points was set
to 96x96. Quantity of algorithm iterations was changing from
interval 〈4, 40〉. Performance result is represented in the Fig. 3.
In this test, basic functionality has been tested, especially
preemptive multitasking, timers and terminal interface.

Next testing was focused on the real-time processing ability.
There were two main and six child threads (only first three
are shown in figures). Each thread was waiting specified time
(required waiting time) and this time was measured. Difference
between required and measured time was used to compare
round robin and priority scheduler scheduling algorithms. We

Fig. 4. Round robin real-time test
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Fig. 5. Priority scheduler real-time test

can see round robin results in the Fig. 4 (all threads have same
results). It can be seen, that required value is bellow measured
lines and the time difference is around 1ms. Little peaks are
consequence of timer resolution, which is 1ms. Situation with
priority scheduler can be seen in the Fig. 5.

Threads with the maximum priority perfectly meet the
conditions. Threads with lower priorities were executing for
much longer time. Following priority values pi have been used:

• PRIORITY_MAX = 8
• PRIORITY_MID = 128
• PRIORITY_MIN = 255

Fig. 6. Schedulers error comparison

Fig. 7. Priority scheduler real-time test with similar priorities

We can use (5) to compute total error from meassured
times. Result is shown in the Fig. 6. From priority scheduling
algorithm, it can be seen that it converges into round robin
when priorities are equal. This experiment was accomplished
and results are presented in the Fig. 7.

V. CONCLUSION

In this paper, priority scheduler has been explained and OS
was briefly introduced. From experimental results, we can see
that priority scheduler has better results, when considering
error function definition (5). Of course, if we consider maximal
deadline time without looking for priorities, round robin
has better results. For applications, where same priority is
necessary, round robin (or priority scheduler with same pri-
orities represented in the Fig. 7) provides better solution. For
applications, where it is needed to prioritize some processes,
priority scheduler is of course better choice.
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Abstract—To provide a strong security service in Wireless 

Sensor Networks (WSNs), cryptographic mechanisms are 

required. Generally these security mechanisms demand 

intensive use of limited resource, such as memory, and energy 

to provide a defense against attacks. Monitoring the behavior of 

nodes and detecting risks according to these behaviors, and 

then taking decisions based on these measurements generally 

requires the use of a trusted Key Management scheme. In this 

paper we compare two existing security key management 

schemes that were designed for use in mobile ad hoc networks: 

“An overlay approach to data security in ad-hoc networks” 

authored by Jorg Liebeherr, Guangyu Dong, and ”A 

hierarchical key management scheme for secure group 

communications in mobile ad hoc networks” authored by Nen-

Chung Wang, Shian-Zhang Fang. Then a Hybrid Security Key 

Management Mechanism designed for use in the marine 

environment is proposed. This scheme focuses on reducing the 

memory storage of keys, using a leader node that is responsible 

for both the node joining and the node revoke processes. This 

security mechanism is implementing in real time on the 

Waspmote sensor platform. 

I. INTRODUCTION 

Design of smart security solutions for wireless sensor 

networks for specific fields such as marine environments 

is a big challenge. Since smart security protocols must be 

designed to have efficient and flexible key distribution 

systems to prevent attacks while conserving energy [1], 

[5]. This work aims to provide a secure technique using 

both Symmetric and Asymmetric key algorithms. Our 

designed scheme seeks protection against attacks by 

providing the standard security services such as confiden-

tiality and authentication in addition to addressing the re-

keying process between adjacent nodes, as well as reduc-

ing the number of stored keys. Therefore the sensor nodes 

are configured in a point-to-point topology which is suit-

able for marine coastal WSN systems. 

The system proposed in [2] uses public/private keys, 

pre-message keys and requires that offline signed certifi-

cates are stored in each node. Authentication between 

nodes is performing without coordination with other 

nodes; this makes trust revocation difficult for ‘bad’ 
___________________________ 

The authors would like to acknowledge the support of the SFI funded 

MaREI (Marine Renewable Energy Ireland) Centre and Ministry of Higher 

Education and Scientific Research - Libya 

 

 nodes. Each node maintains a single symmetric key that 

it shares with its current neighbours in the network topol-

ogy. Furthermore, a public key is required in the authenti-

cation of new neighbours, and every node requires its 

neighbour’s public key for use with the RSA public key 

algorithm. 

The system proposed in [3] offers key management for 

secure group communications using a two-layer structure. 

The selected cluster head constructs and transmits a group 

key to all nodes. This scheme uses symmetric keys for 

subgroup keys and communication keys. The Diffie–

Hellman “DH” key exchange scheme is utilized to 

achieve secure key transmission between subgroups. The-

se schemes are discussed in section II below. 

Section III presents a comparison between the neigh-

bourhood key and hierarchical key management schemes 

for secure group communications. Section IV proposes a 

new hybrid key management scheme and section V con-

cludes. 

II. TRUST KEY MANAGEMENT TECHNIQUES FOR WIRELESS 

SENSOR NETWORKS 

There are essential practices for developing a good 

trust management system for WSNs and for the manage-

ment of the necessary cryptographic keys [3]. In [2] Jorg 

Liebeherr, Guangyu Dong  presented a key management 

and encryption scheme, called the neighbourhood key 

method, that ensures integrity and confidentiality of ap-

plication data in overlay networks. The neighbourhood 

key method avoids network wide re-keying operations 

and payload data re-encrypting at each hop.  

A. Updating and Exchanging Neighbourhood Keys 

The solutions presented in this scheme [2] are orthogo-

nal to the problem of secure routing, which seeks protec-

tion against attacks to routing protocols.  Each node has 

its own certificate and this certificate has been signed by 

a trusted third party using X.509 Version 3. These certifi-

cates, which include secret keys are exchanged between 

neighbours to use in encrypting or signing messages of  
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authenticated nodes. Encryption of data and the signing of 

hashes in each node are done with a single symmetric key 

called a”neighbourhood key”. The neighbourhood key is 

shared with its current authenticated neighbours in net-

work.  

A joining node must generate a new neighbourhood key 

and send it to all of its authenticated neighbours in order 

to maintain confidentiality in the network.  

Therefore every node must use a public key algorithm 

to encrypt the new neighbourhood key with the public 

keys of all the authenticated neighbours that are stored in 

the node during the authentication process as shown in 

“Fig. 1,”.  In this phase, nodes update keys only with cur-

rent neighbours. However updating and exchanging a 

new neighbourhood key is executed whenever the set of 

authenticated neighbours are changed or the specified 

maximum lifetime of the current neighbourhood key is 

expired. The security issues are exacerbated during fail-

ures in reconstruction of the network topology when one 

or more nodes join and leave the network at the same 

time.  

The neighbourhood Scheme prevents nodes against a 

DoS attack from a malicious adversary by implementing 

an integrity test, and also the allowed frequency of trans-

mitted Key Request messages is limited.  

B. Constructing and Transmitting Keys Using Cluster 

Head  

Nen-Chung Wang, and Shian-Zhang Fang [3] intro-

duced a hierarchical key management scheme for secure 

group communications in a mobile ad hoc network. They 

proposed a new approach with a two-layer structure 

whereby a cluster head manages information between 

nodes in the layers as shown in “Fig. 2”. Node with the 

largest weight value in each level is selected to be a clus-

ter head [4]. The key transmission operation between 

nodes in the same level subgroup and with nodes in other 

level subgroups is coordinated by the cluster head.  

Level 1 subgroup “L1-subgroup” contains all of the 

nodes in the subgroup and the level 2 subgroups “L2-

subgroup” are selected based on their positions. The node 

with the largest weight value in every L2-subgroup will 

be selected as the level 2 cluster head “L2-head” to man-

age the other nodes of the L2-subgroup.  

The Diffie–Hellman “DH” scheme is used for secure 

transmission between nodes in subgroups, and each sub-

group has its own subgroup key. L1-head generates the 

communication keys that are used between the different 

subgroups. The encryption and decryption operation dur-

ing data transmission in different subgroups is only 

through subgroup keys, which means that packets are 

transmitted through the cluster heads. 

The level 2 cluster head “L2-head” is responsible for a 

new node joining its subgroup. It initiates the generation 

of a new subgroup key “K ” after a new node joins a 

subgroup. 

A node leaving of subgroup [4] falls under three cases: 

the leaving of ordinary nodes, the leaving of L2-heads 

and the leaving of L1-heads. These cases for each scheme 

are explained in the section III.  

III. SECURITY ANALYSIS AND COMPARISON BETWEEN 

NEIGHBOURHOOD AND HIERARCHICAL KEY MANAGEMENT 

SCHEMES  

In this section, the neighbourhood key and hierarchical 

key management scheme for secure group communica-

tions are compared under the headings; Security Keys, 

Node joining process, and Node leaving process. 

A. Security Keys 

In both schemes the packet during data transmission is 

encrypted using different cryptographic algorithms de-

pending on the packet function; AES for symmetric en-

cryption, RSA for public key encryption, and Diffie-

Hellman scheme to generate keys. Two symmetric keys 

“128 bits” in the neighbourhood scheme are generated in 

every node, one is shared with all authenticated neigh-

bours and the other is used to encrypt the payload of the 

message. 

                                      { } , { }  (1) 

Where “M” is message, “ ” is source key, and “ ” is 

neighbourhood key of node j. 
In order to reduce the delay that is incurred by decrypt-

ing and re-encrypting the message between forwarded 

nodes, a node only needs to re-encrypt the source key 

“ ” with its own neighborhood key before transmission. 

However the hierarchical key management scheme uses 

 
Fig.1. Authentication of nodes 

 

 
Fig.2. Subgroup key transmission operation between nodes 
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three security keys to deliver data between nodes in a 

network. Symmetric subgroup keys “ ” are used for 

transmission between all nodes that fall under the L1-

head subgroup. Additionally, secure data delivery in dif-

ferent subgroups is achieved through symmetric commu-

nication keys “ ” and “ ” which only belongs to the 

source node and the destination node. “ ” is used for 

the first encrypted packet transmitted. 

Example: Assume node A in subgroup X would like to 

send data to node C in subgroup Y: 

In node A:  

                                           {M}  (2)  

Packet will encrypt and decrypt with “ ” when 

transmitted through nodes in the same subgroup.  At the first 

forwarding node in the subgroup Y: 

                                           {M}  (3) 

After receiving the packet, the first forwarding node in 

the subgroup Y will decrypt the packet with “ ”, then 

encrypt the decrypted packet with “ ” and then send 

the packet to node C 

                                           {M}  (4) 

Where M is message, “ ” is the Diffie-Hellman 

generated key, and “ ” is the symmetric, Y 

subgroup key. 
The decryption and encryption steps are repeated until 

the destination node receives this packet. 

All nodes in a subgroup have their own public and pri-

vate keys. In case of any change in subgroup members, 

the L1-head will encrypt the regenerated Symmetric sub-

group keys “ ” with the public key of each node 

before sending it to the nodes via the L2-heads in its sub-

group. 

B. Node Joining Process 

In the neighbourhood key method the authentication 

process relies on public key certificate that are signed by 

an offline trusted third party [7][8]. Also nodes can per-

form authentication with new nodes independently with-

out any coordinate from any other nodes. A new node 

sends a join request including its own signed certificate to 

existing nodes. Certificates between nodes will be ex-

changed after the received node has verified the certifi-

cate of the new node. Once the certificates are exchanged, 

the nodes will exchange symmetric neighbourhood keys 

using the RSA algorithm. Whenever a node receives re-

quest messages from a node for the first time it must up-

date its neighbourhood key store.  

Since rebuilding and redistributing of a new neigh-

bourhood key to all nodes is required each time a node 

joins or leaves the network, the network may take a long 

time to stabilise. This issue will worsen when many nodes 

join and leave the network at the same time.  

The benefit of the hierarchical key management 

scheme is mainly based on its hierarchical structure. 

When a new node joins a subgroup, rekeying is not a 

global operation. The L2-subgroup head just regenerates 

the L2-subgroup key “ ” for this subgroup, which 

can be relatively few nodes. 

C. Node leaving process 

When an authenticated neighbour has not sent a mes-

sage for a long time in the neighbourhood key scheme it 

is assumed to have left the network and a new neighbour-

hood key must be generated and transmitted to its authen-

ticated neighbours. Whereas in the hierarchical key man-

agement scheme the leaving of a node falls under three 

scenarios;  

  For the leaving of an ordinary node, the level 2 

 cluster head regenerates the L2-subgroup key.  

  In the case of the L2-head leaving the subgroup. 

 The node with the largest weight value of the re-

 maining ordinary nodes in the subgroup will be se-

 lected to be the new L2-head.  

  The third case is the leaving of L1-heads; L2-head 

 with the largest weight value of the L2-heads in 

 the subgroup will selected to be the new L1-head. 

IV. PROPOSED TRUST SECURITY MECHANISM FOR MARINE 

WIRELESS SENSOR NETWORKS   

This section outlines the proposed smart security tech-

nique for Wireless Sensor Network nodes suitable for use 

in marine coastal environments. The scheme addresses 

issues highlighted above in [2] and [3] such as the rekey-

ing process and the number of stored keys required in 

each node. This scheme uses the advanced encryption 

standard “AES-128” and the public key cryptosystems 

“RSA-1024” to allow the secure transmission of data be-

tween nodes in the network. The pre-distribution of keys 

is currently been used is the scheme, whereby keys are 

allocated to all sensor nodes before deployment and se-

curely transferred between nodes using a master key.  

A. General Outline of the Scheme 

Each node keeps its own symmetric key, called an ad-

jacent key “ ” that it shares only with its two neigh-

bours in the network “Fig. 3”. Also each node must have 

 

 

 Encrypted link with Neighbourhood keys 
Encrypted link with Leader Node shared Key 

 Fig.3. Four nodes in sequence point- to- point topology 
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a symmetric master key called the leader node key“ ” 

that is generated by the master node called Leader Node. 

The RSA algorithm is used for key management in updat-

ing the leader node key. 

Each node performs authentication and revocation in 

coordination with a leader node.  In the authentication 

process a new joining node simply sends a request-to-

joint command to any ordinary node included with its 

Identification. Then the ordinary node sends the received 

Identification to the leader node. The leader node will 

verify the Identification based on stored certificates in a 

trust database of its network members. Once a new node 

is authenticated from the leader node, adjacent keys are 

securely exchanged between nodes. These keys are en-

crypted with the leader node key“ ”. 

One of the most important aspects of our security 

mechanism is the process of revocation and rebuilding the 

network topology when a node leaves. The leader node 

monitors the behaviour of all nodes in the network 

through broadcasting a ‘hello’ message, and all nodes 

must reply with a response message. If any node does not 

respond to the ‘hello’ message, the leader will revoke this 

node and rebuild the network via one of its authenticated 

neighbours. 

As already mentioned, the leader node uses the public 

key of the authenticated neighbours to securely share a 

new symmetric leader node key and the identification of 

the revoked node. 

B. Key Maintenance and Revocation Process in Pro-

posed Technique  

When a node leaves the network, it should not be able 

to decrypt the future encrypted traffic [6]. The leader 

node monitors all nodes’ activities continuously in the 

network and every node maintains contact with the leader 

node. In case of any node not responding the leader node 

will remove this node from its member list and reconnect 

its neighbours to keeps the network functioning as shows 

in “Fig. 4”. 

Fig.4. Key maintenance and revocation process: sequence diagram 
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In “Fig. 4” assume that node C does not response to 

the ‘hello’ message and nodes B and D are its two 

neighbouring nodes.  

Notation Used: 
New_K : New shared secret key between Leader 

and nodes “128bits”. 

IDx: A unique Identification of node x. 

STAMP : Part of message means the included ID is 

revoked. 

 

New_K : New shared secret key between D  and 

its neighbours “128bits”. 

 

New_K : New shared secret key between B  and its 

neighbours “128bits”. 

STAMP : Part of message means the included ID is 

authenticated. 
K : Public Key of D. 

K :    Public Key of B. 

 

Messages Exchanged: 

1:       “Hello” 

2:     { _ , , STAMP } . 

2.1:     { _ , _ } . 

2.2:     { _ } _ . 

2.3:    { } _ . 

3:        { _ , , STAMP } . 

3.1:    { _ , _ } . 

3.2:    { _ } _ . 

3.3:     { } _ . 

4:        { , STAMP } _ . 

4.1:     { _ } _ . 

4.1.1:  { } _ . 

4.1.2:  { , STAMP } _  

4.2:    { _ } _ . 

 

C. Description of key maintenance: 

After the relationships among the nodes are re-

established, all nodes must send a response to the ‘hello’ 

message to the leader node. The leader node knows the 

certificates of all the nodes in the network. Assuming that 

node C does not response to the ‘hello’ message, then the 

LN must remove it from the network. Due to the point-to-

point topology the nodes that are positioned before and 

after the revoked node C must be securely reconnected. 

The scenario for the revocation of node C “Fig. 4” is de-

scribed below. 

Step 1:  Node C does not response to ‘hello’ message. 

Step 2:  After the LN has verified all node responses, 

the leader node will send an encrypted message 

to node D. This message includes a new leader 

node master key “ _ ” and the Identifica-

tion of the revoked node C. Node D will update 

and share its adjacent key “New_K ” and new 

leader node key “ _ ” with authenticated 

node E, its neighbour. Node D will confirm 
this step by sending Identification of the re-

voked node “C” encrypted with” _ “ to 

leader node. 

Step 3:  After receiving the revoked message of node C, 

node B will update its adjacent key and share 

both “ _ ” and” _ ” with its au-

thenticated node A.  

Step 4: leader node will coordinate the authentication 

process between B and D as shown in “Fig. 5”. 

Initially, leader node will send the Identification 

of B and STAMP  to node D in order to recon-

figure the network. Then nodes D and B will 

mutually exchange their shared keys using the 

master key” _ ”. 

D. Advantages 

This approach provides a number of advantages in 

comparison with [2] and [3]. Firstly, each node in [2] per-

forms authentication independent of and without coordi-

nation with other nodes. An exchange and verification of 

certificates between neighbours in the network occurs 

only when needed. However management of the authenti-

cation process in [3] is occurring via the L2-head and the 

L1-head. 

In our scheme the authentication process is coordinated 

by the leader node LN. Ordinary nodes store only infor-

mation of their neighbours which leads to reducing the 

number of keys stored in every node and also the security 

risks involved in storing large number of network keys. 

Furthermore, when a new node joins the network, authen-

ticated nodes do not need to regenerate their keys if they 

are not a neighbour of the new node. After the new node 

is verified by LN, it will exchange adjacent keys with its 

neighbours “Fig. 5”. This increases the life of the node as 

well as lifespan of the entire WSN as it only communi-

cates with its closest nodes. The second advantage is that 

the encryption and decryption operation during data 

transmission in [3] is occurring through” ”, subgroup 

keys and communication keys. Therefore, it has a longer 

transmission time than our scheme, which encrypts and 

decrypts only the part of the source key when a message 

is forwarded. The third and important advantage of this 

 

Fig.5. Rebuilding the network topology after node C revocation 
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security mechanism is updating the shared key, where 

only current neighbours of a revoked node will regenerate 

their symmetric keys. The leader node will distribute a 

new master key through the trustworthy nodes. In the 

network, ordinary nodes are deployed in a line topology, 

and the distance between every two neighbours is around 

1500m. In order to cover a range of up to 7000m, in this 

scheme, we have used XBee-802.15.4-Pro/2.4GHz inte-

grated with Waspmote. This advantage will lead network 

to securely reconnect in case of three neighbour nodes are 

revoked.  

V. CONCLUSION 

The overall objective of this work is to design a smart 

security technique for Wireless Sensor Network nodes 

that can successfully operate in marine coastal environ-

ments. We address some potential drawbacks of two ex-

isting key management schemes that would be considered 

suitable and combine their advantages. These protocols 

used symmetric-key and public-key based key transport 

protocols for the provision of authentication between 

nodes. However, both schemes require updating all 

shared keys whenever the membership in the network 

changes. The time required to build and distribute new 

keys will lengthen the time it takes to establish a stable 

topology in comparison with our proposed scheme which 

restricts key update to the neighbours of the leaving node. 

An implementation of the technique is currently being 

performed on the Waspmote sensor platform and it is 

hoped that some measurements will be available for the 

conference presentation. 
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Abstract—In Wireless Sensor Networks (WSNs), clustering
techniques are usually used as a key effective solution to prolong
the network lifetime by reducing energy consumption among the
sensor nodes . Despite many works on clustering in WSNs this
issue is still outstanding. However, the most existing solutions suf-
fer from long and iterative clustering cycles. In an attempt to fill
in this gap, we propose a new cluster-based protocol, referred to
as Load-balancing Cluster Based Protocol (LCP) that introduces
a new inter-cluster approach to increase network lifetime. This
new protocol rotates continuously the election of the Cluster Head
(CH) election in each cluster, and selects the node with the highest
residual energy in each round. Extensive simulation experiments
show that our proposed approach effectively balances the energy
consumes among all sensor nodes and increases network lifetime
compared to other clustering protocols.

Keywords—WSNs; Distributed clustering; lifetime; Routing;
Network.

I. INTRODUCTION

THE Wireless Sensor Network (WSN) technology has
been one of the major avenues of networking and Internet

of Things (IoT) due to their potential role in digitising smart
physical environments [1]. WSNs composed of a large number
of sensor nodes with limited battery power, which can be
either densely or sparsely deployed in harsh and extreme
environments, such as wild remote areas, natural habitats, and
regions with access risk. On one hand, sensor nodes are usually
battery-powered with limited operating time, and therefore
they are highly sensitive to failure [2] [3]. On the other hand,
the design an energy efficient WSNs protocol to prolonging
the network lifetime is a challenging task due to the unique
nature and strong networking constraints of wireless sensor
networks [4].

The research community proposed different routing pro-
tocols to optimise the routing process in WSNs. Typically,
the routing protocols for WSNs can be classified into three
categories: flat, location and hierarchical based routing [5].
In flat routing, all nodes have identical functionality and they
work together to sense and route [6]. Location based routing
protocols rely on the position information of each node to
discover and build optimal routing paths [7]. Compared to the
two previous categories, in hierarchical routing approaches, the
sensing field is subdivided into a set of administrative domains
called clusters [8]. Each cluster has an organised leader or a
root node called the ClusterHead (CH). The primary aim of the
CH is to collect data from attached and associated downstream

nodes and forward it to the best next well-known hierarchical
upper level upstream neighbour node. The data is forwarded in
a hop-by-hop manner until it reaches the Base Station (BS).
The BS can then send the data, using a wired or wireless
Internet connection, to an end user located outside the sensing
field [9][10].

A number of cluster protocols based on energy efficient have
been proposed in the literature [11]. These approaches attempt
to minimise energy consumption by reducing the transmission
of redundant data. Clustering approaches focus primarily on
the communication process during cluster organisation and
CH election and neglect the effect of information processing
on energy consumption. Hybrid Energy-Efficient Distributed
(HEED) is one of the clustering protocols that uses both energy
and communication costs to select CHs in a probabilistic
manner. This protocol uses different inter-cluster approach
in order to reduce energy consumption and to prolong the
network lifetime [12].

In this paper, we present a new energy-aware distributed and
dynamic clustering protocol, namely A Load-balancing Cluster
Based Protocol (LCP). LCP addresses load balancing issues
in cluster-based routing approaches. Given that cluster-based
protocols require regular re-clustering for balancing energy
consumption. However, re-clustering process in interval time
for entire network increases the network overhead and conse-
quently decreases the network operation time. The proposed
model provides a pre-defined interval of time at the beginning
of every round to select the CH. This delays the frequency of
the re-clustering messages received from the BS. If the sensor
nodes do not receive the BS message, the CHs continues
rotating the leadership among them within the same members
of cluster by electing the node with the highest residual energy
each round. The performance evaluation of LCP is examined
in depth and compared to HEED [12], LEACH [13] and R-
HEED [14]. Obtained results demonstrate that LCP enhances
the network lifetime by 15%.

The rest of the paper is organised as follows. In Section II,
we review a set of up-to-date clustering algorithms proposed
for WSNs. Section III presents the features of the new LCP
protocol. Section IV presents a detailed description of the
simulation environment and the simulation results. Finally,
section V reviews the entire study and offers conclusions and
recommendations for future work.
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II. RELATED WORK

Different cluster-based approaches have been proposed by
the research community to address the challenging issues of
WSNs. Some of these approaches are as follows:

A. Low Energy Adaptive Clustering Hierarchy (LEACH)

Heinzelman, et al. proposed the first well-known clustering
LEACH protocol [13]. This protocol was targeted at prolong-
ing the lifetime of WSNs and reducing the energy consumption
of sensor nodes. From an algorithmic point of view, LEACH is
hierarchical, probabilistic, distributed and single-hop protocol.
It forms clusters based on the strength of received signal, while
CH nodes act as default gateways to the BS, as illustrated in
Fig. 1. In LEACH protocol, nodes make autonomous decisions
without relying on a centralised third party entity. In addition,
all nodes have an equal opportunity to become CHs. Initially,
a node generating a random number between (0-1) to be a CH
by comparing it with a threshold value T (n), calculated using
Equation (1).

Fig. 1. Basic LEACH topology [11]

Nodes with a random number lower than T (n) then become
CHs. Each elected CH broadcasts an advertisement to non-
CHs to form a cluster.A non-CH node selects a CH that
expending the least energy for communication.

T (n) =

{
p

1−p(rmod 1
p )

0
ifn ∈ G (1)

Where p is the desired percentage of nodes to be CH; r is
the current round; G is the set of nodes that have not been
cluster heads during the last 1/P rounds.
Generally, LEACH provides a good model for energy con-
sumption while providing an equal probability for node to
be elected CHs. Once chosen as a CH, a sensor node can-
not be reselected in a subsequent round. Moreover, LEACH
avoids unnecessary collisions between CHs because it uses
the Time Division Multiple Access (TDMA) protocol. Despite
its generally good performance, LEACH also has some clear
limitations. It uses single-hop communication which limits its
scalability. In addition, the probabilistic election mechanism

of CHs may lead to either high concentrations of CHs in one
part of the network, or to orphan nodes (nodes without CHs
in their neighbourhood.

B. LEACH-Centralised (LEACH-C)

To address the shortcomings of LEACH with respect to
determining each CHs location and number rounds,a new
version of LEACH, named LEACH Centralised (LEACH-C)
proposed [15]. In the new version, the BS decides which sensor
nodes are eligible to become CHs and form a cluster. Each
node transmits its location and energy level to the BS, which
in return calculates the average energy level for the network
and eliminates the nodes with remaining energy levels below
this average, to form the set of CHs for that round. In the
centralised algorithm the energy load is distributed among all
nodes equally, where the numbers of CHs are specified and
the network is divided into optimum and equal sized clusters.
However, the construction of clusters with an equal number of
nodes in each cluster is not guaranteed in this protocol, and it
is not always possible for nodes distant from the BS to send
information about their status.

C. CHybrid Energy-Efficient Distributed (HEED)

O. Younis et al. [12] Introduced HEED clustering protocol.
In this protocol, the authors enhanced LEACH protocol by
introducing two basic parameters to elect the CHs. The first
main parameter concerns the remaining energy of each node,
and the second parameter is the intra-cluster ”communication
cost”. For example, the cost can be a function of neighbour
proximity or cluster density, that can calculated using Equation
(2). Unlike LEACH, HEED protocol the CH nodes are not
randomly selected. Only nodes with high levels of remain-
ing energy can become CH nodes. In addition, when two
nodes are within each other’s cluster range, the probability of
both becoming cluster heads is negligible. In comparison to
LEACH, in HEED, the CHs are well distributed throughout the
network. However, this protocol cannot fix the cluster count
in each round. In addition, the energy consumption is not
balanced, because more CHs could be generated more than
expected, which creates massive overheads due to multiple
election rounds.

CHprob = Cprob ×
Eresidual

Emax
(2)

Where: Cprob is an initial percentage of cluster heads among
all n nodes, Eresidual is the estimated current energy of the
node, Emax is the referenced maximum energy (corresponding
to a fully charged battery).

D. Distributed Energy-Efficient Clustering (DEEC)

Li Qing et al. [16] proposed the DEEC algorithm for
WSN to improve HEED performances. In DEEC, the CHs
are selected with a probability based on the residual energy of
each node and the average energy of the network. The authors
of this algorithm assumed that nodes would have different
amounts of energy. With the adaptive values, the sensor
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nodes determine their role probabilistically in each round. The
main drawback of DEEC is that each node demands global
knowledge from the network, which increases the overheads.

E. Rotated Hybrid, Energy-Efficient and Distributed (R-
HEED)

W. Mardini et al. [14] introduced R-HEED. With this
protocol, the authors improved the performance of HEED by
applying a different inter-cluster approach. The new approach
conducts the cluster reformation based on certain rules. At the
start of setup phase on every round, the CHs node must delay
for period of time waiting for a cluster reformation message
from the sink .if the cluster reformation message not received,
each cluster persevere with rotating the cluster head task in
the same cluster. However, randomly rotating the CH does
not take into account energy consumption.

F. Distributed weight based energy efficient hierarchical clus-
tering protocol (DWEHC)

P Ding et al. [18] proposed a new protocol called DWEHC
that improves HEED performances. Their primary aim was to
to improve energy consumption by forming balanced cluster
sizes and improving intra-cluster routing. Each sensor node
begins broadcasting its (x, y) coordinates to search for its
neighbour. After finding neighbouring nodes in its area, each
node calculates its weight. Weight is the only parameter
calculated locally and used for CH election; it is represented
by weight in DWEHC as defined by Equation 3.The node
with the largest weight is selected as a CH. The ordinary
nodes become child nodes by joining CH. The nodes at this
stage, are considered first level members because they have a
direct link to the CH. As the child nodes are further divided
into levels (level 1, level 2, etc.) the total number of levels
is seen to depend on the cluster range and the minimum CH
energy. Like HEED, DWEHC is a fully distributed clustering
protocol with a more balanced CH distribution. In addition,
its clustering process does not rely on network size. However,
this protocol cannot increase its energy efficiency give its inter-
cluster communication function and the large control message
overheads.

Wweight(s) =


 ∑

u∈Nα,c(s)


 (R− d)

6R
× Eresidual (s)

Einitial (s)
(3)

Where: R is the cluster range, d is the distance from node
s to neighbouring node; Eresidual(s) is the residual energy in
the nodes; Einitial(s) is the initial energy in the nodes.

G. Power-Efficient and Adaptive Clustering Hierarchy
(PEACH)

The majority of existing clustering protocols consume large
amounts of energy, incurred by cluster formation overheads
and fixed-level clustering. This is especially true when sensor
nodes are densely deployed. To address this problem, Sangho
Yi et al. [17] proposed PEACH protocol to reduce energy
consumption, that improve the network lifetime.In PEACH

protocol, a node selected as CH when the packet received
was for the that node . When the packet is received by a
different node and is not the destination for the packet, the
node will join the destination of that packet. Simulation results
showed that PEACH consumes lower energy and prolonges
the network lifetime comparative to the LEACH, and HEED
protocols. However, the network is not very scalable, because
all the nodes must have global knowledge of the network.

III. THE LCP CLUSTERING PROTOCOL
The proposed scheme builds on the success of the HEED

protocol. The clustering phase of the HEED protocol has
been modified to make it more energy-efficient. The modified
version is named A Load-balancing Cluster Based Protocol
(LCP). In LCP, the clustering operation is divided into several
rounds, each round has two phases: the setup and the steady-
state phase. LCP is similar to HEED in terms of the following
features:

• The elected CHs sent advertisement message within clus-
ter range.

• The cluster formation "setup phase" finish in O(1) itera-
tions.

• Each node become member only to one cluster and
communicates directly with its CH.

• Through the cluster formation process, Nodes can become
either a tentative_CH or a final_CH, or it can be covered.

• At the end of the clustering procedure, CHs node forms
a network backbone. Thus, the data is forwarded in hop-
by-hop through CHs until it reaches the BS.

• The steady state phase for LCP protocol is alike HEED,
and CH election is done as part of an iterative process.

The setup phase is divided into four phases: 1) Initialise phase,
2) Repeat phase, 3) Finalise phase and, 4) Rotation phase.
The following steps describe the proposed phases, which are
illustrated in Fig. 2.

1) Initialise phase: At the beginning of this phase, nodes
exchange their information with neighbours in order to
computes its cost. Unlike HEED, the costs are exchanged
through the cluster head message. The LCP algorithm
sets an initial percentage of node become Cluster head
Cprob. Thus, each sensor node establishes its probability
of becoming a CH based on the reaming energy CHprob

according to HEED.
2) Repeat phase "Main Processing": Each node in this

phase is subject to a delay time, in which it can decide
whether the node will be elected as candidate CH node
"tentative_CH". If the node not elected as tentative_CH,
it will declare itself a cluster head node "final_CH". The
final_CH node broadcast a cluster_head_msg (Node ID,
tentative, cost) within cluster range.

3) Finalize phase: During this phase, most sensor nodes
declare itself either a cluster head node or a member
node. If node received a cluster head advertise message,
it will join the final_CH with the lowest cost. The
node neither final_CH or has not received cluster head
advertise message, it will declare itself a final_CH node.
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Fig. 2. A Load-balancing Cluster Based algorithm.

4) Rotate phase: After elect the CHs node and form clusters
in the first round, each CH constructs a turning schedule
for its member when it becomes a CH. The turns are
sorted based on residual energy in the sensor node. Node
with the highest residual energy will be the first candidate
to become a CH for next round. Therefore, at begging of
the next round unlike HEED protocol is not necessary
to re-cluster the network. Node within the same cluster
in subsequent rounds continues rotating the CH role
between them, by selecting the node with the highest
residual energy every round. When first cluster finishes
the rotating process,it inform the BS by sending re-form
cluster message via multi-hop route. BS re-broadcast the
message among the nodes inform them to start a new
cluster process, See Rotate phase in Fig. 3.

Fig. 3. A Load-balancing Cluster Based Protocol Rotate phase.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the LCP
mechanism by using open source Castalia simulator [19]. We
consider a sensor network, composed of (100-350) sensor

nodes, which are randomly deployed in a playground of
200mX200m square region. All sensor nodes are fixed and
homogeneous and with limited stored energy. Nodes are not
equipped with GPS-capable antennae. The BS is placed at the
center of the sensor field. The energy consumption for each
sensor node is calculated by data transmission and aggregation
per round. The energy efficiency of LCP is compared against
LEACH, HEED, R-HEED. Simulation parameters are given
in Table I.

TABLE I
PARAMETER SETTINGS

Parameter Value
Deployment field 200 X 200 m
Data packet size 200 bytes
Control packet 25 bytes

Number of node 100-350
Initial cluster radius (RC) 25m

Sink position (0,0)
Initial energy 25J

Threshold distance (d0) 75m
Deployment method Uniform, Random
Rotated time (Tr) 20 Sec

Radio model CC4220

We use in this paper the residual energy matric,and the
network lifetime metric to evaluate the performance of our pro-
tocol. The residual energy metric is computed by the average
energy remaining in all nodes at a specific round. The network
lifetime metric is based on WSN applications require.For
example , applications require that all node must work to
ensure the network has good coverage. Thus, the network
lifetime metric for these applications should be measured ac-
cording to the lifetime of the shortest-living node. Some Other
applications they only need a specific percentage of nodes have
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to remain alive to achieve the applications requirement [17].
Therefore, the network lifetime in our protocol ,is measured
by following three different metrics.

1) First Node Die (FND): is defined as time elapsed in
rounds until the first node has consumed all available
energy.

2) Half Nodes Die (HND): is defined as time elapsed in
rounds until half of the nodes have consumed all available
energy stores.

3) Last Node Dies (LND): is defined as time elapsed in
rounds until all the nodes have exhausted their entire
energy supply.

The "round" definition in our paper refer to the time interval in
seconds befor the network statr a new cluster process.Therfore
, no difference between the round concepts in LCP ,and HEED
in terms of time.In LCP protcol we specified a round time of
20 seconds.

Fig. 4. Number of alive sensors Vs numbers of rounds for LEACH, HEED,
R-HEED and LCP.

Fig. 4 . demonstrates the total number of nodes remaining
alive following the simulation round. LCP increases the net-
work lifetime compared to its peers. Fig. 5. demonstrates the
relationship between the remaining energy and the number of
nodes. It is evident that LCP consumes the least amount of
energy. Furthermore, how the increasing number of the nodes
affects the lifetime of each protocol has been evaluated. . Fig.6
demonstrates the network lifetime until the first node dies,
when the number of nodes varies between (150- 350).

Figure.7 and 8 also reveals the same comparisons to define
the network lifetime.In Fig.7 shows the number of rounds
until half of the nodes die, while Fig.8 show the number of
rounds until the last node dies. It is evident that the network
lifetime improves when the number of nodes increases in all
protocols. Figs 6, 7 and 8 show that in all three cases LCP
protocol performs better than the rest of the protocols. This
advancement is caused by the rotating process of the cluster
heads within the same cluster.

Consequently, the rotating process leads to reduc the energy
consumption among the nodes, and increasing the network
lifetime. It can be easily observed from the simulation results
that when the number of the nodes increases the percentage

Fig. 5. Total remaining energy in LCP in comparison with HEED, R-HEED.

Fig. 6. Comparing LEACH, HEED, R-HEED and LCP using different number
of node for FND metric.

improvement also increases. Therefore, it can be reasoned
that when Increase the amount of nodes it reduce the energy
consumed during the setup phase.Thus, the energy saved as a
result of this new clustering scheme will be maximised, which
will improve the networkâĂŹs lifetime.

Fig. 7. Comparing LEACH, HEED, R-HEED and LCP using different number
of node for HND metric.
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Fig. 8. Comparing LEACH, HEED, R-HEED and LCP using different number
of node for LND metric.

V. CONCLUSIONS AND FUTURE WORK

In this paper, the clustering scheme Load-balancing Clus-
ter Based Protocol (LCP) for wireless sensor networks was
proposed as a more energy-efficient protocol. The main con-
tribution of the LCP protocol is its ability to continue rotating
the cluster head (CH) role between nodes within the same
cluster, by selecting the node with the highest residual energy
to become a CH for the next round. We compared and evalu-
ated the LCP protocol performance with well-known Energy
Efficient clustering protocols, which is have the same aim
increase the network lifetime. The simulation results showed
that LCP protocol significant balance the energy consumption
among the entire node and achieves an obvious improvement
to the network’s lifetime by 15%.

Finally, we evaluated our protocol performance in term
of energy consumption. Hence our future work we plane
to investigate the performance of LCP according to other
networking metrics, such as packet delivery ratio and end-
to-end delay.
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Systems (IJAIS) âĂŞ ISSN : 2249-0868 Foundation of Computer
Science FCS, New York, USA vol. 5, no.2, pp.41-50, January 2013.

[9] S. P. Singh and S. C. Sharma, ”Cluster Based Routing Algorithms
for Wireless Sensor Networks,” International Journal of Engineering &
Technology Innovations (IJETI), vol. 1, no 4, November 2014.

[10] A. Marya, A. Kumar, and C. Mohan, ”Energy efficient hetero-
geneous leach with enhanced stability for wireless sensor net-
work systems,” International Journal of Applied Science and En-
gineering Research (IJASER), vol. 3, no. 5, pp. 920-931, 2014.
http://dx.doi.org/10.6088/ijaser.030500002

[11] D. J. Dechene, A. El Jardali, M. Luccini, A. Sauer, ”A Survey of
Clustering Algorithms for wireless Sensor Networks,” Information and
Automation for Sustainability (ICIAFS), 4th International Conference ,
Publication Year: 2008 , pp. 295-300.

[12] O. Younis and S. Fahmy, ”HEED: A Hybrid, Energy-Efficient, Dis-
tributed Clustering Approach for Ad Hoc Sensor Networks,” IEEE
Trans. Mobile Computing, vol. 3, no. 4, pp. 366-379, Oct.-Dec. 2004.
http://dx.doi.org/10.1109/TMC.2004.41

[13] W. Heinzelman, A. Chandrakasan and H. Balakrishnan, ”Energy-
Efficient Communication Protocol for Wireless Microsensor Net-
works,” Proc. 33rd Hawaii Intl. Conf. Sys. Sci., Jan. 2000.
http://dx.doi.org/10.1109/HICSS.2000.926982

[14] W. Mardini, M. B. Yassein, Y. Khamayseh, and B. a. Ghaleb, ”Rotated
hybrid, energy-efficient and distributed (R-HEED) clustering protocol in
WSN,” WSEAS Trans. Comm , vol. 13, pp. 275-290, 2014.

[15] W. Heinzelman, A. Chandrakasan, and H. Balakrishnan, ”An
Application-Specific Protocol Architecture for Wireless Microsensor
Networks,” IEEE Trans. Wireless Comm., vol. 1, no. 4, pp. 660- 670,
Oct. 2002. http://dx.doi.org/10.1109/TWC.2002.804190

[16] L. Qing, Q. Zhu, and M. Wang, ”Design of a distributed
energy-efficient clustering algorithm for heterogeneous wireless sen-
sor networks,” Computer Commun., vol. 29, pp. 2230-2237, 2006.
http://dx.doi.org/10.1016/j.comcom.2006.02.017

[17] S. Yi, J. Heo, Y. Cho, and J. Hong, ”PEACH: Power-efficient and
adaptive clustering hierarchy protocol for wireless sensor networks,”
Comput. Commun., vol. 30, no. 14-15, pp. 2842-2852, Oct. 2007.
http://dx.doi.org/10.1016/j.comcom.2007.05.034

[18] P. Ding, J. Holliday, and A. Celik, ”Distributed energy-efficient hi-
erarchical clustering for wireless sensor networks,” in Proceedings
of the IEEE International Conference on Distributed Computing in
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Abstract — Application scenarios of WSN implementations 

are really broad. Due to their typical characteristics, such 

advantageous power consumption, wide communication 

coverage and relatively broad sensing possibilities, many 

application fields can be covered. In this paper, the problematic 

of power metering is targeted. Places with shared power 

sources, where electricity usage is calculated equally according 

to the number of users, are often misused by single users for 

illegitimate power usage. Special WSN was developed and 

implemented in a scenario of multi-store parking garage to 

solve this problem. 

I. INTRODUCTION 

ireless sensor networks (WSNs), as the front-end 
representative of Internet-of-Things framework, are 

still more and more implemented in real applications of  our 
present life. When considering the typical WSNs 
implementation advantages, as their scalability, capability, 
integration simplicity or operability easiness, their 
application usage is really broad. The typical applications 
cover mainly the problematic of environment monitoring 
[1], [2], [3], e.g. with particular focus on the specific 
parameters of the nature [4], [5], [6], [7]. Other typical 
abundant application field is the area of Intelligent 
Transportation systems, where WSNs already got used to 
the climate, see [8], [9], [10], [11]. Secondary areas, with no 
such a high WSN implementation capabilities, are military 
[12] and eHealth [13], where some strict security/safety 
rules make the accommodation of central applications 
difficult. However, by implementation of specific 
approaches, as [14], [15], [16], [17] and [18], the application 
fields covered by WSNs could be wider, e.g. agriculture, 
industry, home automation… Especially the last two areas 
offer interesting opportunities of WSN indoor 
implementations, the application problematic on which this 
paper is geared to. 
 
Real applications of WSNs indoors are the challenging 
tasks, which due to the certain specific conditions - stronger 
multipath, blocked line-of-sight, interference,..- attract not 

so many realizations. The possibility of energetic self-
sufficiency - as of the WSN biggest asset - omission, due to 
the unlimited energy sources indoors, makes utilization of 
WSNs indoors a lot ineffective. However, there exist some 
indoor applications, where utilization of application-specific 
WSNs can be advantageous. 
 
In [19], authors introduced a smart home system which 
could supervise household appliances remotely and realize 
real-time monitoring of home security status through mobile 
phone offering the possibilities of real-time monitor of the 
house status. In [20], the paper described a practical design 
and implementation of WSN for controlling and monitoring 
system in multi-storey building implemented in the 
university building. Authors in [21] proposed a service 
oriented architecture for development of an enterprise 
networking environment that was used for integrating 
facilities management applications and building 
management systems for the purpose of the enterprise 
environment control. The application of WSN brought in 
this case significant benefits due to the lack of wiring 
installations allowing flexible positioning of the sensors, 
especially when building retrofitting was concerned. In [22], 
the paper presented a WSN-based smart monitoring and 
control system for building automation. The system was 
developed with focus on significant reduction of energy 
consumption of the building under control. The data 
gathered by WSN were used in order to calculate and 
estimate the requirements for heat corrections, with respect 
to ventilation and weather predictions. Non-traditional usage 
of Facebook as a platform for such kind of indoor sensor 
network monitoring system was examined in [23]. For the 
purposes of building emergency-management system, an 
indoor emergence guidance algorithm based on WSN to 
guide people to a building exit gate while helping them 
avoid a hazardous area was introduced in [24]. WSN was 
responsible for real-time monitoring of the environment, 
when emergency event was detected the proposed algorithm 
was applied. The proposed guiding mechanism was 
successfully examined and verified through the real test bed 
implementation. 
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Developments in the field of WSNs, coming out from the 
MEMS system designs advancements, allow realizing 
special WSN-based-systems for smart grids too. Smart grid 
technology is one of the recent developments in the area of 
electric power systems that aid the use of non-conventional 
sources of energy in parallel with the conventional sources 
of energy [25]. By realizing the two-way communication 
between the utility and the smart meters in the houses, smart 
grid enables a time-of-use tariff to reduce peak load through 
incenting residents to adopt a more efficient usage of 
domestic appliances [26]. However, by application of 
specific WSN-based smart grids, implementation of local 
networks, allowing bidirectional communication of local 
distribution grid with related electric meter. Reliable and, 
especially, more efficient power metering could be in this 
case reached. Some applications of WSN-based smart grids 
can be seen in [25], [26], [27] or [28], where different 
application scenarios were discussed: e.g. the designs of 
power sensing nodes to calculate the power for any kind of 
loads; the designs of special energy management schemes 
connecting non-urgent appliances to the smart meter through 
the wireless sensor networks; the architecture of reliable 
communication protocol for the harsh WSN-based smart 
grids environment; the architecture of WSN as a platform to 
enable detailed household monitoring interfaced with smart-
grid through a single input to the building control system. 

II. SHARED-POWER SOURCES METERING 

In this paper, the problematic of local power metering at 
special places with the shared power meters and, therefore, 
shared bills for power sources, is targeted. Places with 
shared power sources, where electricity usage is calculated 
equally according to the number of users, are often misused 
by single users for illegitimate power usage. The creativity 
of the individuals is unlimited. The people are able to risk 
their health to spare a little amount of money modifying the 
installations to provide the possibilities of power feeding for 
their gadgets. The most common case is to extend the pure 
lighting installations with sockets, where their rarely used 
devices, which have to run permanently, are attached, e.g. 
freezers, wine coolers, servers, battery chargers, heaters(!)... 
These devices do not require such a high power, so the 
circuit breakers can cope with this load. In the Fig. 1 can be 
seen the typical “cheating” scenario.  

 
The problem, which was described above, was bother the 

users of public garages in Slovakia, housing estate 
“Vlčince” in Žilina (Fig. 2), where people paid exceptional 
amount of money for their garages “taking advantage” of 
shared power metering. The particular garages were 
equipped just with garage door openers - power 
consumption under load around 400W, in standby only 1W - 
and with neon-tube lamps - 20W - but the average daily 
power consumption was after re-counting on each user 
3kWh-1/year, what means 830Wh-1/day per common user 

which opens and closes the garage doors in 30s two times a 
day. 
 

 
Fig. 1 a) normal lighting installation b) modification of 

normal lighting installation extended by power socket for 
“black” power consumption 

 
Therefore the inspection of particular garages was 
performed to investigate the quality of electrical installations 
- not every user wanted to make the garage accessible. 
 

 
Fig. 2 Investigated garage house 

 
The reason was trivial, “black” power sockets were 
presented in some garages. The garage owners modified the 
installations and used the power sockets for illegitimate 
power usage. In the figures below can be seen the 
installation modifications. 
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Fig. 3 Lighting installation as the source of shared power  

 

 
Fig. 4 Modification of lighting installation by screw terminal 

 

 
Fig. 5 Illegal socket as a “black” extension of lighting 

installation 
 

To help people to overcome this problem, the special WSN-
based power grid monitor was introduced. The power grid 
monitor is a system for energy consumption monitoring in 
the electricity grid. It consists of a measuring device in the 
form of the outlet adapter and the display device. The outlet 
adapter task is to measure the mains voltage and current that 
passes through it. The measured data are sent wirelessly to 
the display device. The outlet adapter consumes no more 
than 30mW during the measurement and it is able to 
measure with 15 kHz sampling rate (it means 300 samples 
per period (20 ms)). The outlet adapter is able to turn on / 
off the output which allow controlling remote devices, e.g. 
external lighting, or black power consumption characterized 

by increased power consumption. Moreover, switching can 
be automated on the time basis, power consumption or the 
outlet adapter temperature. So it can be used as a fuse. 

As a display device with API, there is currently used a 
personal PC with its own wireless module in the form of a 
USB key. Wireless module communicates with the outlet 
adapter in unlicensed bands at frequencies around 868 MHz. 
Wireless range is 200m in ideal conditions, in real about 
half. The outlet adapter can be upgraded to have wired data 
connection, but currently does not have this opinion. USB 
acts in this case as an interconnection gateway providing 
connection to the other users (admin) with particular nodes 
employing the star architecture. 

A. The outlet adapter 

The outlet adapter device is capable of measuring mains 
voltage and current drawn from the output of the outlet 
adapter. This output can be turned on / off via the 
communication interface. The device has a wireless 
communication interface for unlicensed bands around 
868MHz. Wired interface is not implemented yet, but there 
is this option. Also "Power-line" communication can be 
added, it means to transfer data directly via the electricity 
grid. 

 
Possible use of the outlet adapter: 
• Electricity meter - The device can measure the power 

consumption and report it to the remote computer.  
The graphical application on the computer evaluates 
the power consumption of multiple outlet adapters. 

• Electronic fuse - The device can monitor current limit 
and turn off output when the limit is exceeded. Turn 
off limit can be set in application. The device should 
be turn on again after a time period so no manual 
turn on is needed. 

• Remote device switching - User can through a 
computer with a wireless module freely turn on / off 
the device plugged into the outlet adapter. This is an 
advantage especially for the inaccessible devices e.g. 
Christmas lights in an exterior or on the roof. 

• Power inverter management - Modern household 
equipped with a solar panel and power inverter can 
use consumption information so that the inverter will 
only supply the power that the household 
consummates (and charge the batteries with the rest 
power). So the household wouldn´t become energy 
producer and could be resistant to short power 
dropout. During the power dropout the device will 
separate the household and the rest of the electricity 
grid. The inverter would then supply the household 
or a part of it. 

 
Present version of the socket, which will be in our case 

installed at each garage doors power input is shown in a Fig. 
5. To secure the socket, the socket cover is connected to the 
I/O pins of the socket, so the operator knows when the cover 
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was removed. Therefore, if the cheater would like to 
somehow manipulate with the particular socket, it could be 
easily identified, since each socket will be accessible only 
from particular garage interior. A newer version of the 
device could be in a DIN rail housing thus could be put 
between circuit breakers.  

 

 
Fig. 6 The outlet adapter, system socket 

 

B. Wireless Module for PC 

Small module as a USB key contains a wireless 
transceiver with built-in antenna. The module transmits in 
the unlicensed bands, the same as the outlet adapter. 
Communication radius is approximately 200 meters in ideal 
conditions; in the building it is a bit less (depending on the 
particular location). The primary usage of the module is for 
receiving measured data from the individual outlet adapters. 
User application installed on a computer can interpret this 
data (e.g. consumption graph plotted for each outlet adapter 
for a certain period, displaying current / average 
consumption…). The USB module is shown in the Fig. 6. 

  
The modules are able to communicate well with each 

other, allowing the interconnection of computers over a 
greater distance as Wi-Fi network. The transmitter can be 
improved in order to reach the communication radius near to 
1km. The disadvantage is the low communication speed - 
only 12kbps. Other possible applications could be for 
warehouses or logistics centers where computers are far 
apart and need to transfer only a small amount of data. 

III. DESCRIPTION OF THE SYSTEM HW DESIGNS 

Outlet adapter is using MSP430AFE252 microcontroller, 
which has a differential 24-bit sigma-delta converter with 
two input channels (there are also versions with more 
channels). Input voltage range for the converter is +-0,5V. 
One channel measures the electric grid voltage on the 
voltage divider adapted for its input range. The second 
channel measures the voltage at the current transformer 
"AX-1000" from the manufacturer "Talema". Mains 

conductor passes through the transformer to the device 
connected to the outlet adapter. The voltage at the 
transformer is thus proportional to the current flowing 
through the device (current includes also its own 
consumption). The maximum operating current which can 
microcontroller converter measure is 10A. Output from the 
power latching relay flows "JSL-D5N-K" manufacturer 
"Fujitsu". The relay is used to control the output of the two 
coils, which are activated by a voltage of 5V. The maximum 
power that can load the component part was set by the 
manufacturer to 2000W. 

 

 
Fig. 7 USB wireless module for PC, interconnection 

gateway 
 
Outlet adapter electronics is powered from the switching 

power supply from "Myrra" producer. The switching power 
supply changes the AC mains to stabilised operating voltage 
3,3V with a maximum current consumption 750 mA. 
Producer guaranteed that average efficiency is 65% for this 
switching power supply. We did not observe any 
malfunctioning during its working. The outlet adapter 
includes a charge pump "TPS60401" manufacturer "Texas 
Instruments". The charge pump is connected as a voltage 
inverter and serves as a power supply for the bistable relay. 

 
Changing the voltage using the charge pump is 

advantageous for this application. The main reason is its 
high efficiency and low circuit complexity. Low output 
current may seem like a disadvantage because of the higher 
current necessary to change the relay status. Usage of the 
bistable relay however means that the control current in the 
coils may not stay for the conservation of the relay. Its 
switch requires only short pulse. Since the relay is the only 
component that uses a negative potential, it does not matter 
if it is this tension fluctuate. To switch the relay is sufficient 
to have a negative voltage branch of a sufficiently large 
capacity of which short pulse will pass. 

 
The wireless transmitting and receiving is provided 

through "CC1120" device from "Texas Instruments". The 
module combines transmitter with maximum output of 
16dBm and receiver sensitivity of -123dBm at a 1,2kbps. 
Important features are summarized in the following points: 

• Operating voltage is from 2V to 3.6V. 
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• 4-wire communication SPI bus and an interrupt 
signal. 

• Special FIFO memory for transmitting and for 
receiving, both 128 bytes. 

• Maximum transmission power to 50 Ohm antenna 
varies depending on the supply voltage. For 2V 
power supply is 12dBm and for 3.6V is 16dBm 

• Power consumption when in max+imum power 
transmitting mode (+ 15dBm) is 50 mA. Power 
consumption for receiving mode is 
approximately 22,6 mA. 

• The transmission frequency rate can be 164-
192MHz, 274-320MHz, 410-480MHz or 820-
960MHz 

• Width of the transmission channel can range from 
7812 Hz to 200 kHz. 

• Circuit supports the following modulation: FSK-2, 
2-GFSK, 4-FSK, 4-GFSK, ASK, OOK, DSSS 
and analog FM 

• The maximum bit rate is half of the width of the 
transmission channel. For the two-state 
frequency modulation is the highest bit rate of 
100ksps. When four state modulation it can be 
equal to the width of the channel - thus 
maximum 200kbps. 

 
Wireless module offers the useful function "Enhanced 

Wake on Radio" (eWOR). This is a power-saving mode of 
receiving when the module turns on and off wireless module 
at regular intervals to detect the presence of the transmitter. 
This process reduces the average current consumption 
during receiving. It is possible to make the communication 
protocol in order to use this function by simply increasing 
the preamble size before the data packet so the receiver had 
more opportunities to capture the packet.  

 
Wireless module CC1120 supports hardware processing 

of the packet that is shown in the figure below.  
 

 
Fig. 8 Hardware packaging data into packets 

 
The preamble does not contain any valuable data, usually 

only alternation of ones and zeros. The task of the preamble 
is to give remote devices possibility to capture the presence 
of a transmitted signal to wake up from standby. The data 
transfer can be realized even without the preamble. Next 
important part is the synchronization word. Its purpose is to 
indicate the start of transmission of important data. If the 
receiver does not receive proper synchronization word 

transmission failed. Next part is the length of the packet. 
Length of the packet means only the size of user data that 
follow this part. This part may be omitted and sets the 
protocol for constant packet length. The last addition is the 
CRC code through which the correctness of the transferred 
data can be checked. Wireless module calculates its own 
CRC code from the received data and compares it with the 
received CRC code. If during transmission, there are some 
interference sources, which caused data defection, data are 
automatically declared non-conformity and will be erased. 

  
The transmitted data encapsulates also two bytes for 

addressing devices and two bytes for the security key. The 
current implementation of the key can be understood as a 
password by which the system will or will not respond to the 
packet. 

 
Smart metering units have their own standardized 

protocol that ensures compatibility among devices from 
different manufacturers. It is described in the standard "EN 
13757", developed by "CENELEC". Wired communication 
protocol is commonly referred to as "Mbus" and wireless 
version as "WMbus". Standard "EN 13757" contains six 
documents. The latest ones are from 2013. [29], [30], [31], 
[32], [33] 

 
The current weaknesses of the system are mainly related 

to the crisis cases. As an example, a power failure in the 
electric grid can be considered. Power failure causes loss of 
measured data which have not been sent to headquarters. 
The biggest problem is the loss of measured consumption. 
There are two ways to prevent it. The first is to use the 
backup battery, which provides data transmitting after power 
failure. This case assumes that the central has its own 
backup battery. The advantage of this method is the 
possibility of error detection in electrical distribution. If the 
mains voltage re-starting, headquarter can detect the status 
of the measuring devices. If the device reports the absence 
of voltage, it is situated in the faulty branch. The second 
way how to deal with data loss in case of power failure is 
using of non-volatile memory in which can the node hold 
the regularly stored data. In case of failure by using of such 
equipment, only a small part of data record will not be 
recorded. 

 
Headquarter for the measuring device presents a personal 

computer. Ability to communicate in the ISM band at a 
frequency below 1 GHz gives the USB device. For proper 
operation of the device to a computer it is necessary to add a 
custom driver. Subsequently, the device appears as a virtual 
serial link. The easiest way is through the usage of direct 
communication from serial line.  

 
The main scope of the WSN implementation was to 

distinguish the difference between authorized and 
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unauthorized power consumption. An analysis of power 
characteristic waveforms will help with this problem, since 
it provides the information about the load type.  

IV. POWER FACTOR ESTIMATION 

The definition of the power factor (PF) in AC circuits is 
well-known as the ratio of the real power P that is used to do 
work and the apparent power S that is supplied to the circuit: 

  , (1) 

where PF is power factor, P is real power in watts [W] and 
|S|  is apparent power - the magnitude of the complex power 
in volt·amps [VA]. 
The power factor can get values in the range from 0 to 1. 
When all the power is reactive power with no real power 
(usually inductive load) - the power factor is 0. When all the 
power is real power with no reactive power (resistive load) - 
the power factor is 1. 
For sinusoidal current, the power factor PF is equal to the 
absolute value of the cosine of the apparent power phase 
angle φ: 

 , (2)
 

where φ is the apparent power phase angle. 
In order to estimate power factor, we can compute real 
energy EPP consumed during one period by formula: 

 , (3) 

where Ui in [V] and Ii in [A] are sampled values during one 
period of mains voltage, Ts is the sampling period in [s] and 
n is number of samples sampled during one period of mains 
voltage. 
Now we can estimate apparent energy ESP as: 

  , (4) 

We can get URMS and IRMS as the maximal sampled value 
divided by the square root of two: 

  , (5) 

  , (6) 

where UMAX and IMAX are absolute maximums of sampled 
waveforms. 
When we have all this values we can compute power factor 
PF by the formula: 

 , (7) 

In normal case the light bulb has resistive character. 
Therefor the power factor is very close to 1. In case of 
inductive (or capacitive) load the power factor is lower. This 
indicates that the lessee uses forbidden type of appliance. 
Differences between reactive and resistant power waveforms 
can be seen in the figures below. 

 
Fig. 9 Waveform of reactive power characteristics 

 

 
Fig. 10 Waveform of resistant power characteristics 

V. CONCLUSION 

The paper described the first try to implement the 
application-specific indoor WSN for power metering at 
places with shared power sources. Practical measurement 
shows, that the network is ready to be finally applied. 
However, approval of all garage owners is necessary, what 
is at the moment an irresolvable problem. Other concrete 
application scenario has therefore to be found. 

ACKNOWLEDGMENT 

The research is supported by the European Regional 
Development Fund and the Slovak state budget for the 
project ”Research Centre of University of Žilina”, ITMS 
26220220183. 

 
”We support research activities in Slovakia/project 
cofounded from the resources of the EU.” 

1220 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



REFERENCES

[1] M  J.  Miček,  J.  Kapitulík:  WSN  sensor  node  for  protected  area
monitoring, FedCSIS, 2012: IEEE. - ISBN 978-83-60810-51-4.

[2] Chakravarthi, V. S.; Bhaskar, R. S.; Kusanur, V. - Conceptual Frame
Work of Smart WSN for Bangalore Urban Environment Monitoring,
4th  International  Conference  on  Computational  Intelligence,
Communication  Systems and Networks (CICSyN), 2012,  Pages: 59-
63, DOI: 10.1109/CICSyN.2012.21

[3] Peng Yu; Xu Yong; Peng Xi-yuan - GEMS: A WSN-based greenhouse
environment  monitoring  system  -  IEEE  Instrumentation  and
Measurement Technology Conference (I2MTC), 2011,  Pages: 1 – 6,
DOI: 10.1109/IMTC.2011.5944132.

[4] M. Hodon, P. Šarafín and P. Ševčík - Monitoring and Recognition of
Bird  Population  in  Protected  Bird  Territory,  ISCC  2015,  The
Twentieth  IEEE  Symposium  on  Computers  and  Communications,
Larnaca, Cyprus, 06.-09.July.

[5] J. Papán, M. Jurecka, and J. Púchyová - WSN for forest monitoring to
prevent illegal logging,  In:  FedCSIS: Proceedings of the Federated
conference on computer science and information systems. pp. 809 –
812. Wroclaw, 2012, Poland.

[6] Ning Jin; Renzhi Ma; Yunfeng Lv; Xizhong Lou; Qingjian Wei – A
novel design of water environment monitoring system based on WSN,
International  Conference  on  Computer  Design  and  Applications
(ICCDA), 2010,  Year: 2010,  Volume:  2,  Pages:  V2-593  –  V2-597,
DOI: 10.1109/ICCDA.2010.5541305

[7] J. Miček, O. Karpiš, V. Olešnaníková and M. Kochláň - Monitoring of
Water Level Based on Acoustic Emissions, ISCC 2015, The Twentieth
IEEE  Symposium  on  Computers  and  Communications, Larnaca,
Cyprus, 06.-09.July 2015.

[8] O. Karpiš,  J.  Juríček and J. Micek - Application of wireless sensor
networks  for  road  monitoring,  In  10th  IFAC  workshop  on
programmable devices and embedded systems, 2015, Vol. 3. pp. 611–
617.

[9] M.  Hodoň,  M.  Chovanec  and  M.  Hyben  -Intelligent  traffic-safety
mirror, In:  Studia  informatica universalis - ISSN 1621-7545.  - Vol.
11, no. 1 (2013), online, pp. 87-101.

[10] R. Žalman, J. Kapitulík and M. Kochláň - Distributed Sensor Network
for  Vehicles  with  Prior  Right  Detection,  The  Twentieth  IEEE
Symposium  on  Computers  and  Communications, Larnaca,  Cyprus,
06.-09.July 2015

[11] R. Žalman, J. Milanová - Analysis and synthesis of acoustic signal in
transport  systems,  CSIT  2014, Lviv,  Ukraine.  ISBN  978-617-607-
669-8. - p. 166-167.

[12] J. Furtak, J. Chudkiewicy - The concept of authentication in WSNs
using TPM, Proceedings of the 2013 IEEE Federated Conference on
Computer Science  and Information Systems, pp.  183 - 190,  978-1-
4673-4471-5.

[13] J. Púchyová, M. Kochláň, and M. Hodoň - Development of Special
Smartphone-Based  Body  Area  Network:  Energy  Requirements,
Proceedings of the 2013 IEEE Federated Conference on Computer
Science and Information Systems, pp. 895–900, 978-1-4673-4471-5.

[14] M. Kochlan, and P. Sevcik - Supercapacitor power unit for an event-
driven wireless sensor node, In: Federated Conference on Computer
Science and Information Systems (FedCSIS), 2012 Publication Year:
2012 , Page(s): 791 – 796.

[15] O.  Karpiš:  Solar-cell  based  powering  of  a  node  for  traffic
monitoring, IOSR journal of engineering, 2013. - ISSN 2278-8719. 

[16] T. Bernard,  and  H.  Fouchal  -  Slot  Scheduling  for  Wireless  Sensor
Networks,  In:  IOS  Press,  Journal  of  Computational  Methods  in
Science and Engineering, doi:10.3233/JCM-2012-0432

[17] V.  Olešnaníková  and  J.  Púchyová  -  Analysis  of  voice  activity
detection for implementation into WSN. CSIT 2014, Lviv, Ukraine. -
ISBN 978-617-607-669-8. - p. 75-76.

[18] M. Hodoň et al. - Maximizing Performance of Low-Power WSN Node
on  the Basis  of Event-Driven-Programming  Approach,  ISCC 2015,
The Twentieth IEEE Symposium on Computers and Communications,
Larnaca, Cyprus, 06.-09.July 2015.

[19] Y. Zhai,  X.Cheng  -  Design  of  Smart  Home  Remote  Monitoring
System Based on Embedded System,  2nd International  Conference
on  Computing,  Control  and  Industrial  Engineering  (CCIE), 2011
IEEE(Volume:2 ), 20-21 Aug. 2011,  Page(s): 41 - 44, ISBN: 978-1-
4244-9599.

[20] Vo, Minh-Thanh, Tran, Van-Su ; Nguyen, Tuan-Duc ; Huynh,  Huu-
Tue  -  Wireless  Sensor  Network  for  Multi-Storey Building:  Design
And  Implementation,  Published  in:  International  Conference  on
Computing,  Management  and  Telecommunications  (ComManTel),
2013, 21-24 Jan. 2013, Page(s): 175 - 180, ISBN: 978-1-4673-2087-0

[21] Malatras,  A.; Asgari,  A.; Bauge,  T. - Web Enabled Wireless Sensor
Networks  for  Facilities  Management,  IEEE  Systems  Journal,
Volume:2, Issue: 4, Page(s): 500 - 512, ISSN: 1932-8184

[22] Skeledzija, N., Cesic,  J. ; Koco, E. ; Bachler, V. ; Vucemilo, H. N.;
Dzapo,  H.  -  Smart  Home Automation  System for  Energy Efficient
Housing,  37th  International  Convention  on  Information  and
Communication  Technology, Electronics  and  Microelectronics
(MIPRO), 2014,  26-30 May 2014,  Page(s): 166 - 171,  Print ISBN:
978-953-233-081-6

[23] Youngjin  Choi  et  al.  -  Monitoring  System  Employing  Facebook
Platform for WSN, IEEE 15th International Conference on Advanced
Communication  Technology  (ICACT),  2013,  27-30  Jan.  2013,
Page(s): 1037 - 1041, ISSN: 1738-9445, ISBN: 978-1-4673-3148-7

[24] A. Adel Ali, M. Al-Shaboti, and A. Al-Zubairi - An Indoor Emergency
Guidance  Algorithm  Based  on  Wireless  Sensor  Networks,
International Conference on Cloud Computing (ICCC), 2015, 26-29
April 2015, page(s): 1 - 5, ISBN: 978-1-4673-6617-5

[25] Yerra, R. V. P.; Bharathi, A. K. ; Rajalakshmi, P. ; Desai, U. B. - WSN
Based  Power  Monitoring  in  Smart  Grids,  7th  International
Conference on Intelligent Sensors, Sensor Networks and Information
Processing, 6-9 Dec. 2011,  p: 401 - 406, Print  ISBN: 978-1-4577-
0675-2

[26] Peng Han ; Jinkuan Wang ; Yinghua Han ; Qiang Zhao - Novel WSN-
Based Residential Energy Management Scheme in Smart Grid, IEEE
International  Conference  on  Information  Science  and  Technology
(ICIST), Page(s): 393 - 396, 23-25 March 2012, ISBN: 978-1-4577-
0343-0

[27] Sahin, D.; Bulbul, S.; Gungor, V.C.; Kocak, T. - Reliable Routing in
Wireless Sensor  Networks  for  Smart  Grid  Environments,  Published
in:  20th  Signal  Processing  and  Communications  Applications
Conference  2012, 18.04.-20.04  2012,  p(s):  1  -  4,  E-ISBN:  978-1-
4673-0054-4, Print ISBN: 978-1-4673-0055-1

[28] A. Marchiori - Enabling Distributed Building Control with Wireless
Sensor  Networks,  IEEE  International  Symposium  on  a  World  of
Wireless,  Mobile  and  Multimedia  Networks, Page(s):  1  -  3,  20-24
June 2011, ISBN: 978-1-4577-0352-2

[29] EN 13757-4:2013:  Communication  systems  for  meters  and  remote
reading  of  meters  -  Part  4:  Wireless  meter  readout (Radio  meter
reading for operation in SRD bands) 

[30] UM1759  User  manual  Wireless  M-Bus  firmware  and  application,
June  2014  DocID026279  Rev  1,  available  on-line  at
http://www.st.com/st-web-ui/static/active/jp/resource/technical/
document/user_manual/DM00115100.pdf

[31] http://www.ti.com/tool/WMBUS
[32] EN 13757-2:2004:  Communication  systems for and remote reading

of meters - Part 2: Physical and link layer
[33] EN 13757-3:2004:  Communication  systems for and remote reading

of meters - Part 3: Dedicated application layer
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Abstract—The energy consumption in Wireless Sensor Net-

works, WSN, need to be balanced in order to avoid early deple-

tion of nodes. In this paper we use a common context to analyze

a broad range of the energy balancing algorithms suggested in

literature. In addition we suggest three new algorithms to com-

plete the range. Altogether, nine different balancing techniques

are analyzed. We focuses on networks running the IPv6 Rout-

ing Protocol for Low-Power and Lossy Networks (RPL) routing

protocol. Our simple change in RPL’s parent selection proce-

dure  can  give  a  significant  balancing  effect  without  any  in-

crease in management cost. However, the best balancing algo-

rithm is when the nodes exchange residual-energy information

to ensure forwarding through the highest residual-energy next-

hop  node.  The  increased  information  exchange  implies  in-

creased  management  cost  due  to  the  amount  of  information

transmitted and added computational load.

I. INTRODUCTION

IRELESS sensor networks (WSN) generally con-

sist of wireless nodes with a collective objective of

gathering measured information at the sink [1]. The moni-

tored area may be large compared to the nodes’ transmis-

sion range. Hence, the information needs to be relayed to

reach the sink. The topology of the relaying paths may

create imbalance in the traffic share, and therefore the en-

ergy consumption, between the nodes. Energy imbalance

results in lifespan variation between the nodes. Observa-

tions of real networks in [2] and [3] show that some nodes

relay a substantial portion of the traffic, thus they become

hot-spot-nodes having a high energy consumption rate. 

W

Depleted or dead nodes make the gathered data incom-

plete and, more important they may cause network parti-

tioning.  Applying  energy  balancing  routing  algorithms

levels the traffic load, hence lifetime, between the nodes.

The ideal situation is long living WSNs where all nodes

have equal lifetime. However, this ideal situation not fea-

sible due to the increased traffic density toward the sink

in multihop networks. The goal in multihop networks is

instead to balance the energy consumption between nodes

at  equal hop distance from the  sink.  Network manage-

ment will  be simplified if  the nodes at each rank have

similar lifetime. Balancing algorithms are the topic of this

paper. 

Our contribution is  threefold. First  we present a me-

thodical review of a broad range of energy balancing al-

gorithms. The algorithms range from approaches requir-

ing simple changes of the applied routing algorithms, to

approaches that require complex add-ons. Second we use

a common context to compare these algorithms. Third, we

suggest three new balancing algorithms to complete the

collection of balancing algorithms found in the literature.

The  tree  suggested  algorithms  are  random selection  of

preferred-parent,  conserving  of  Single  Point  of  Failure

(SPOF) parent and energy balancing based on eavesdrop-

ping.  

To get a good estimate of the energy pattern in the net-

work we use the nodes residual-energy. The residual-en-

ergy gives the true picture of the energy variation that ap-

pears between the nodes. In addition, residual-energy is

directly related to the nodes lifetime. 

To evaluate  the  impact of  different  energy balancing

techniques, we use the routing protocol suggested by In-

ternet  Engineering Task Force (IETF) for  use in  WSN,

IPv6 Routing  Protocol  for  Low-Power  and  Lossy  Net-

works (RPL) [4]. RPL creates routing entries in the nodes

which  forms  an  overall  destination  oriented  directed

acyclic graph (DODAG) rooted at the sink. The graph is

created by broadcasting of DODAG Information Object

(DIO) messages. The sink initiates the transmission, and

the  messages  are  further  broadcasted  throughout  the

whole network. The DIO includes the senders’ rank infor-

mation. The rank indicates a node’s distance to the sink.

The rank increases as the distance to the sink increases.

The sink is at rank 0 and the sink’s one-hop neighbor de-

fines the rank-one nodes and so forth. Each node caches a

parent-list  containing  all  neighbors  that  report  a  rank

equal to the lowest rank heard. A preferred-parent is se-

lected among the nodes in the parent-list. The preferred-

parent is used as the current next-hop node on the path to-

ward the sink. To maintain the DODAG, the nodes trans-

mit DIO messages periodically at intervals decided by a

trickle timer [5].  

The rest of the paper is structured as follows. In Sec-

tion 2 we present related work, in Section 3 introduces the

different energy balancing approaches to be analyzed, the
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simulation is presented in Section 4, and Section 5 com-

prises the conclusion.

II.RELATED WORK

Several energy balancing approaches are suggested in

the  literature.  Energy  balancing  based  on  selecting  the

most energy optimal path is suggested in [6] - [13]. In all

but the two latter of these algorithms are energy informa-

tion  exchanged  through  DIO  messages.  Applying  DIO

messages to exchange energy information means the en-

ergy  balancing  depends  on  the  number  of  data  packet

transmitted per transmitted DIO message. Thus, increased

energy balance is paid by increased DIO transmission fre-

quency, which means increased average energy consump-

tion. Further, the trickle timer [5] decides the DIO emis-

sion  frequency  such  that  the  emission  frequency  de-

creases exponentially with time in converged networks.

Hence, the balancing effect of the algorithms discussed in

the next paragraph will decline with time.

The object function (OF) for RPL suggested in [6] de-

fines the path cost as the energy level of the node on the

path with lowest residual-energy. The node that advertises

the highest path cost is preferred as selected parent, and

the  lower  energy nodes are  spared.  The  authors  of  [8]

suggest that the node with the highest remaining energy

among the nodes with the lowest expected transmission

count (ETX) is chosen as the preferred-parent in network

running RPL. Both ETX and node energy is used to select

between  parent  nodes  of  equal  hop-count  in  [9].  The

residual-energy is included as a denominator in the addi-

tive distance metric in [10]. Using it as in the denomina-

tor makes the cost of a node increase toward infinity as

energy approaches zero. Hence, the paths including low

energy nodes is avoided due to their high cost. A routing

metric that calculate the expected lifetime of the nodes is

defined in [11]. The expected lifetime is calculated as the

ratio of the node’s residual-energy over the total energy

spent to transmit data. The paths including the most con-

strained nodes are avoided by defining the path weight as

the minimum expected lifetime along the path.  An ap-

proach similar to RPL is used to create paths for networks

with multiple sinks in [7]. Several equal-rank nodes are

cached as potential  parent based primary on hop-count

metric, secondary the nodes energy metric and third on

the highest link-quality-indication. Algorithms where the

highest  residual-energy  path  is  selected  or  the  lowest

residual-energy paths are avoided are part of our analysis.

Energy  information  is  exchange  through  the  ACK

packet in the approach presented in [13]. The network run

RPL,  and  the  nodes  perform  a  weighted  selection  to

choose among its available next-hop nodes. The selection

is  weighted between distributing the traffic through the

lowest  delay  path  and  distributing  the  traffic  to  nodes

with higher remaining energy. In the routing protocol sug-

gested  in  [12],  the  energy  information  is  both  piggy-

backed on data packets and included in the ACK packets.

Hop-count is used as the metric to generate  parent-list.

Data packets are transmitted to the highest energy mem-

ber of the parent-list.  If there is no parent node available,

the packet is transmitted to the sibling node with the high-

est amount of energy. Our analysis includes an algorithm

where the ACK message exchange the energy informa-

tion.  

Energy consumption can be balanced by continuously

spreading the transmitted data  over multiple  paths,  and

such methods are also part of our analysis.  Approaches

using multiple paths are suggested in [14] [15]. RPL is

used as the routing protocol in [14] where the forwarding

load is weighted between the members of the parent-list.

The weighting is based on the members’ residual-energy.

The transmission range dynamically adjusted to maintain

k parents. Energy information is exchanged between the

nodes through ACK and DIO packet. In addition is also

hello packets mentioned as possible information carriers.

The approach in [15] enables multipath data forwarding

through energy-sufficient paths, as opposed to minimum-

energy-cost  paths.  They  propose  a  routing  algorithm

which makes a hierarchical routing graph similar to RPL.

The nodes forward packets through alternate paths to ex-

tend the network lifetime. The conditions of the paths are

monitored by the sink which re-initiate path search if the

number of working paths gets lower than two. Multiple

paths are also discussed in the surveys presented in [16]

[17].  Survey [16] cites  an algorithm presented  in  [18],

which takes both the energy level and hop distance into

account to allocate different data rates to multiple disjoint

paths. The sink decides the rate of the different paths and

assign  messages  are  sent  form  the  sink  to  the  source

nodes to inform about the path rates. The top-down sur-

vey paper [17] cites an interesting improved cost function

used to balance the energy consumption among the nodes

[19]. The improved cost calculation algorithm makes the

cost increase rapidly with decrease in the nodes remain-

ing energy. Hence, traffic is directed away from hot-spot

nodes. The approach requires that the nodes cache several

states  for each neighbor and that  energy information is

exchanged periodically. The survey paper [17] also dis-

cusses energy balancing by using a few relay nodes with

enhanced capabilities. In addition they discuss use of mo-

bile sinks. These algorithms increase the start-up manage-

ment cost of the networks, and increases the network cost.

Clustering is among the energy efficient algorithm dis-

cussed the survey presented in [20] and suggested to im-

prove energy utilization in [26]. The basic idea of energy

efficient clustering is to perform energy efficient rotation

of the clusterhead assignment and let the clusterhead per-

form  energy  efficient  management  of  the  local  cluster

traffic. Clustering is not part of our analysis as it is not

very well fitted for RPL running network.

Balancing  the  energy  consumption  by  making  the

nodes alternate between direct transmissions to the sink

and using multi-hop transmissions is suggested in [21].
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The protocol is used as an extension to RPL in [22] which

presents a smart/green test-bed of nodes spanning across

several smart offices. The findings of [22] shows that the

protocol suggested in [21] balances the network energy

consumption  compared  to  classic  RPL.  However,  it  is

more energy expensive giving an overall increased energy

dissipation. This algorithm is only considered for one-hop

networks, while we are considering multihop networks.

III. BALANCING NETWORK ENERGY CONSUMPTION

In this section we present the different energy balanc-

ing algorithms that are analyzed. Our hypothesis is that

introducing small changes in the parent selection proce-

dure improves the WSN energy balance, while substantial

enhancements come at a cost of increased management

complexity  and  information  exchange  between  nodes.

Further, efficient energy balance is achieved when focus-

ing on reducing the load of the hot-spot nodes.

The following text lists nine algorithms. The tree new

algorithms that we suggest are A: Randomize parent se-

lection, D: Weighting round-robin based on SPOF-parent

energy  level  and  H:  weighting  round-robin  based  on

eavesdropping. 

A. Randomize parent selection

As a first approach to enhance the energy balance in

WSN, we suggest a simple change in the preferred-parent

selection algorithm. The aim of the suggested algorithm is

to reduce the probability of creating hot-spot nodes. The

probability  is  reduced  by  preventing  that  several  child

nodes select the same preferred-parent if other potential

parents exist. According to the RPL algorithm, all nodes

cache a parent-list containing all candidate parent nodes.

A  preferred-parent  are  selected  among  the  parent-list

nodes,  using a  specific  parameter  as  tiebreaker. Hence,

nodes with globally good tiebreaker value will be selected

by all  potential  child  nodes  and may therefore  become

hot-spot nodes. 

Our suggested algorithm creates a small change in the

preferred-parent selection procedure to reduce the proba-

bility  of  creating  such  hot-spot  nodes.  The  nodes  ran-

domly select a preferred-parent among the nodes in the

parent-list instead of using a preordain tiebreaker parame-

ter  value.  Hence,  the  probability  that  several  potential

child nodes select the same node as preferred-parent is re-

duced. The forwarding load is therefore more balanced.

The weakness of the algorithm is that it can give energy

consumption  imbalance  if  selected  parents  are  located

such that they represent single paths for other nodes.

B. Round-robin through multiple paths 

Selecting a single preferred-parent may overload some

potential parents while leaving some potential parents un-

used.  Thus, our analysis comprises an approach where

this imbalance is alleviated by making the nodes transmit

data packets to all nodes in their parent-list in a round-

robin fashion. The approach shares the forwarding load

equally between all  members of  the nodes’ parent-lists.

The main weakness of the approach is the load imbalance

that is  created between nodes with different number of

child nodes.

C. Weighted round-robin based on energy information in 

DIO messages 

To level the energy imbalance that may appear using

the  round-robin  approach  we  implement  algorithms  in

which  the  nodes  exchange  energy  information  during

DIO transmission. The information is used to perform a

weighted-fair-sharing between the parent nodes. Thus, the

nodes share the traffic load among the nodes in the par-

ent-list according to their  relative residual-energy level.

The energy-balancing effect of the weighted algorithms

depends  on  the  freshness  of  the  energy  information

cached for the nodes in the parent-list. Hence, increased

DIO  exchange  frequency  means  improved  energy  bal-

ance.  However,  increased  DIO exchange  frequency in-

creases  the  energy  consumption  in  the  network.  Thus,

there is a tradeoff between energy balance and average

energy consumption. 

Weighted round-robin ensures that the energy depletion

rate of the low energy parents is reduced, hence the en-

ergy balance is  improved.  However, the  algorithm pre-

serves the existing energy imbalance relationship between

parent nodes.

D.Weighting round-robin based on SPOF-parent energy 

level 

The goal of  our single point  of  failure (SPOF) algo-

rithm is to prevent early depletion of SPOF nodes. We de-

fine SPOF nodes as nodes that are part of one or more

parent-lists containing only one member. In other words,

a child that has a SPOF parent is disconnected from the

routing graph if the parent node dies. Child of SPOF par-

ent  forwards  all  data  through  the  SPOF  parent.  Even

when the SPOF parent has a very low energy level, the

child  has  no  other  option  than  continue  forwarding

through the SPOF parent. Hence, depleting of the SPOF

node is continued. 

To reduce the depletion rate of the SPOF nodes we sug-

gest to direct traffic originating from higher rank nodes

away from the SPOF nodes.  In  order to  do so,  we let

nodes with a SPOF parent advertise the energy level that

is the lowest of its own and its SPOF-parent’s residual-en-

ergy level.  Thus, traffic is directed away from the paths

including the SPOF node. 

Directing the traffic away from the SPOF nodes may

come at  an  expense  of  other  low energy nodes  on the

same rank as the SPOF node. However, child with SPOF

parent continue to transmit their own generated data to

their SPOF parent, while other nodes only get a weighted

amount of traffic from their respective child nodes. 

The DIO is used to exchange energy information.
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E. Weighted round-robin based on prediction parents energy 

consumption

The energy information gained through received DIO

can be used to predict the energy consumption pattern in

between DIO updates. To test such energy prediction al-

gorithms, we implement an algorithm that estimate par-

ents current energy level based on statistics of former en-

ergy consumption. The algorithm is as follows. The resid-

ual-energy a  node advertises in  consecutive transmitted

DIOs is cached at the receiving nodes. The timespan be-

tween the consecutive DIO is further used to estimate the

depletion rate of the transmitting node. The current en-

ergy level is estimated using the individual parents’ en-

ergy drain rate and last advertised energy level. The esti-

mated energy level is used to perform weighted-fair-shar-

ing between the parent nodes.

F. Weighted round-robin while avoid lowest energy parent 

In order to focus on the hot-spot nodes we suggest a

partly weighted algorithm. The data is weighted between

the parent nodes. However, no data is transmitted to the

parent with the lowest residual-energy. Hence, the load on

the hot-spot nodes is reduced. This algorithm requires that

the nodes exchange residual-energy information through

the DIO message.

G.Use the highest energy parent node 

In  the  multiple  path  approaches,  although  weighted,

each parent receives data for forwarding from their child

nodes. This applies even if the residual-energy level of

the parent is low. Hence, if  all  nodes transmit approxi-

mately equal amount of traffic, the nodes that are mem-

bers of several paths are depleted faster than other nodes. 

The depletion pace of low energy nodes is reduced in

approaches  where  the  lowest  energy  parent  is  avoided

such as the approach presented in subsection III.F. How-

ever,  nodes  forces  parents  with  second  lowest  energy

level to forward traffic. Hence, the lowest energy nodes

alternates their states with next lowest energy nodes. 

A simple solution is to use only the highest energy par-

ent node as the next-hop node. This algorithm is similar

to the algorithm used in [8]. We implemented this algo-

rithm and used DIO to exchange energy information. 

H.Weighting round-robin based on eavesdropping 

Utilizing information conveyed in DIOs may give an

incomplete view of the current energy levels of the nodes

in the parent-list. The reason is that traffic imbalance, and

associated energy consumption imbalance that occurs be-

tween DIO transmissions are not taken into account. 

In  order  to  predict  parents’ energy  consumption  be-

tween DIO updates, we suggest that nodes eavesdrop on

the traffic transmitted in the area. The algorithm operates

as follows. Nodes read the source and destination address

information  in  the  eavesdropped traffic.  The  address  is

matched against the content in the parent-list of the eaves-

dropping nodes. When a match is found, the energy level

of the associated parent-list entry is reduced according to

the  eavesdropped  information.  The  energy  level  of  the

nodes in the parent-list is then used to perform weighted-

fair-sharing. 

Eavesdropping does not significantly influence on the

nodes energy consumption. The reason is that overheard

packets destination address has to be read anyway to de-

termine the intended receiver of the packet. The energy

consumption due to overhearing is not taken into account

when comparing the different balancing techniques. The

reason is that the extent of overhearing energy consump-

tion  is  mainly  decided  by  the  energy  saving  approach

chosen at the MAC layer, while we are concentrating on

the routing layer algorithms’ impact on energy consump-

tion.  

The  eavesdropped  traffic  may  not  give  a  complete

overview of the parent nodes traffic load. For instance,

child nodes of  a  common parent may not receive each

other’s packets due to hidden node. Thus, the calculations

of the energy consumption of the parent-list nodes may be

imprecise.

I. Weighting round-robin based on energy information 

conveyed in ACK packets 

Lastly, we implement an algorithm in which informa-

tion about the nodes’ energy variation in  between DIO

transmissions is exchanged through ACK packets. ACK

packets  are  sent as a response of  received data  packet.

Hence, the nodes achieve a complete overview of the di-

verse  energy  levels  of  the  nodes  in  their  parent-list  as

each parent relays a packet.

However, the energy information of parents with low

residual-energy is less current. The reason is that low en-

ergy nodes seldom forward data as they have low weight.

In addition, nodes that rarely transmit data can have stale

energy information for the nodes in their parent-lists. This

may give temporary screwed forwarding load among par-

ent nodes. However, the energy levels are continuously

TABLE 1.

 Color-codes used in the figures to define the different energy balancing

algorithms

A Randomize parent

B Round-robin

C Weighted - DIO informaion

D Weighted - SPOF parent

E Weighted -  predicted energy

F Weighted -  avoid lowest

G Use highest energy node

H Weighted - eavesdropping

I Weighted -ACK informaion

Naive RPL 
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balanced as energy information is updated, smoothing the

discrepancy over time. 

Weighted-fair-sharing is performed based on the energy

information.

IV. SIMULATIONS 

We perform simulations to evaluate the different dis-

cussed algorithms. The energy consumption in WSN in-

creases toward the sink as the inner nodes are obligated to

relay  traffic  for  outer  nodes.  Thus,  we  mainly  present

simulations segregated on the node’s rank. Applying an

energy balancing algorithm will not change the average

energy consumption for  the nodes at  the different rank

since the total number of packet transmitted through each

rank is unchanged. 

We concentrate  on transmitting and receiving energy

consumption.  Overhearing  energy is  not  taken  into  ac-

count.  The  reason  for  omitting  the  overhearing  energy

consumption is that we concentrate on energy balancing

at the network layer, and overhearing energy consumption

is strongly dependent on the energy saving approach ap-

plied at the MAC layer. Overhearing may give a small

variation in the average energy due to the chosen path.

However,  the  difference  between  the  energy  consumed

due to overhearing become negligible because the algo-

rithms are compared at given average node density.  

As discussed above, the average energy consumption at

each rank is consistent regardless of applied balancing al-

gorithm.  However,  an  efficient  energy  balancing  algo-

rithm  makes  the  residual-energy  of  the  most  depleted

node approach the average residual-energy at the given

rank. Hence, we present the average and minimum resid-

ual-energy after each node has generated 100 data pack-

ets. 

Energy information is used to tune the traffic load be-

tween parent nodes in some of the evaluated algorithms.

In networks running these algorithms, each node caches

residual-energy information of its parents. The accuracy

of the cached information depends on the update interval.

For  the  algorithms  that  exchange  energy  information

through DIO messages, the accuracy is improved by re-

ducing the number data packets exchanged per DIO trans-

mitted.  The  residual-energy  information  accuracy  ap-

proaches the accuracy of the ACK algorithms if the DIO

emission  frequency approaches the data  rate.  However,

increased DIO exchange frequency increases average en-

ergy consumption. Further, the DIO exchange frequency

is decided by the trickle timer such that the exchange fre-

quency is strongly reduced in converged stable networks.

Thus, the energy balance is declining over time when the

balance depends on DIO exchanged information. 

In our initial simulations, 100 data packets create suffi-

cient network traffic to discriminate the balancing effect

of the different category of balancing algorithms. How-

ever, each node transmit a total of 16 DIO messages dur-

ing the simulation runs, hence the number of data packets

transmitted for  each DIO transmission is  low. Thus,  to

improve  the  basis  of  comparison we present  additional

simulation results for the weighting algorithms. Only two

DIO messages are transmitted during the simulation run

in these additional simulations, and the number of trans-

mitted data packets is increased to 300. This gives a more

fair comparison between the algorithms relying on DIO to

exchange energy information,  relative to the algorithms

that  use additional  means  to  exchange energy informa-

tion.  

We evaluate the different energy balancing approaches

by performing simulations in OMNET++ [23], using the

MiXiM module for wireless communication. The nodes’

energy consumption is calculated based on traffic load.

Based on the observations and references in [24], we as-

sume that receiving and transmission of data packets con-

sume the same amount of energy. The different types of

packets have different packet sizes. Management packets

are  assumed to  be half  the  size  of  data  packets,  while

ACK packets are one tenth of the size of the data packets.

These relative values are chosen based on an assumption

that  data  packets  never  need  the  maximum  allowed

packet sizes as they are mainly limited to carry only mea-

sured  data,  while  management  packets  only  carries

strictly needed information.  Maximum data frame sizes

and  ACK  frame  sizes  information  extracted  from

802.15.4 datasheet [25]. 

The nodes are randomly distributed in an 800m times

800m area. The nodes transmission range is 141m. The

number  of  nodes  is  varied  such  that  the  node  density

changes from 8 to 20. The node density is defined as the

number on nodes inside a circle with radius equal to the

nodes  transmission  range.  Every  simulation  point  pre-

sented represents the average value of 30 simulation runs

with different seeds for random deployment of nodes.  

As discussed above, the average energy consumption is

equal for each rank over all energy balancing algorithms.

However, the residual- energy values of the most depleted

nodes change with the applied balancing algorithm. The

most optimal energy balancing algorithm is the algorithm

in which the residual-energy of the most depleted nodes

converges to the average value.  Therefore, we compare

the algorithms with respect to their ability to make the

nodes with lowest residual-energy approach the average

value of their associated rank. Figure 1 shows simulation

results that demonstrate to what extent the different algo-

rithms make the lowest and average values converge. All

the algorithms discussed in Section 3 are presented in the

figure.

The  nodes’  average  residual-energy,  as  well  as  the

residual-energy of the most depleted nodes are presented

in Figure 1. This is the residual-energy level of the nodes

after each node has generated and transmitted 100 data

packets. In addition to data, management traffic has been

exchanged to make the network converge. Further has pe-

riodic DIO updates been transmitted. The circled shaped
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markers with the corresponding lines show the average

residual-energy values. The energy levels for the most de-

pleted nodes are shown as short horizontal markers. In or-

der to clarify the information displayed in the figure, the

best and the worst of the residual-energy levels are dis-

played with solid curves through their associated markers.

Hence, the orange curve cut through the markers repre-

senting the highest residual-energy level and light green

curve  cut  through  the  markers  representing  the  lowest

residual-energy. The colors of the markers and lines indi-

cate the corresponding energy-balancing algorithm as de-

fined in Table 1. To prevent that the important informa-

tion gets hidden in an overloaded display, the 95% confi-

dence interval is not shown in the figures. However, the

95% confidence interval is always within 7% of the aver-

age values. Simulations performed for node densities of λ

= 10 and λ = 15 show the same trends as shown for λ = 8

and λ=20 in Figure 1.

The simulation results displayed in Figure 1 shows that

native RPL creates energy imbalanced networks. The na-

tive RPL simulation results are represented by the light

green marks and the light green curve. Native RPL gives

the  overall  lowest  residual-energy for  all  ranks  and  all

node densities. The reason is that a fixed parent is used

throughout the whole simulation scenario, further is low-

est node-id used as a tiebreaker when choosing between

potential  parent  nodes.  The  latter  means  that  several

nodes choose the same preferred-parent node. 

The  difference  between  the  lowest  residual-energy

node and the average value increases toward the sink. The

reason is the increased traffic density. A given imbalance

in traffic share causes an increase in the real traffic load

difference as the total traffic increases.

The energy imbalance increases rapidly with node den-

sity for approaches where the parent node is fixed. This is

observed in Figure 1 where the light green native RPL

line  rapidly  moves  away  from the  average  line  as  the

node density increases. The reason is the increased num-

ber  of  neighbors.  Increased  number  of  neighbors  in-

creases the number of child nodes for the fixed parent.

Based on the discussion above it is clear that some kind

of energy balancing techniques should be added to net-

works running native RPL. Our suggested random pre-

ferred-parent selection algorithm presented in subsection

III.A, demands a minor change in the RPL implementa-

tion.  Nevertheless,  the  residual-energy  of  the  most  de-

pleted node is reduce by over 10% compared to native

RPL for high density networks. This is seen in the Figure

1 comparing the light green native RPL marks with the

dark green marks. 

However, the most efficient energy balancing algorithm

is the one presented in subsection III.G, in which the par-

ent  with  the  highest  residual-energy  is  selected  as  the

next-hop node.  The algorithm is  represented by the or-

ange marks in the Figure 1. Using highest energy parent

increases the residual-energy of the most depleted node

more than 25% compared to the native RPL. The merit of

the  algorithm  is  that  the  residual-energy  nodes  are

avoided. This result corresponds to the results presented

in [8] and [6] where ETX is used as a metric to populate

the parent-list. However, using the parent with the highest

residual-energy means that energy information has to be

Fig 1. Residual-energy in the nodes after each node has generated 100

data packets.
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exchanged between the nodes. Randomizing parent selec-

tion, presented in subsection III.A, does not add any over-

head. 

The weighted  share  algorithms increase the residual-

energy of the most depleted nodes with 15 to 20% com-

pared  to  native  RPL  in  high  density  networks.  The

weighted share algorithms are presented in subsection II-

I.C-F and III.H-I.  The  improved performance  complies

with the studies performed in in [14] [15]. However, the

poorer performance of these algorithms compared to the

highest energy parent algorithm, III.G, is due to the fact

that the lowest energy parent is still used, although rarely. 

In subsection III.F we suggest the improved weighting

algorithm, where the most depleted node is avoided while

the traffic is weighted between the other parents. The im-

proved algorithm is represented by the red marks in Fig-

ure 1, and shows that the residual-energy of the most de-

pleted node is always distinguishable higher than the gen-

eral weighting algorithms. 

The  round-robin  approach,  represented  by  the  light

blue marks, contributes less to balance the energy than the

weighting algorithms. The reason is that parent with low

residual-energy are loaded with the same amount of traf-

fic as the other parents.  

The  simulated  weighted-fair-sharing  algorithms  ex-

change energy information through DIO messages as well

as through the algorithm-specific energy information ex-

change technique.  Thus,  the  energy information  update

intervals between the different algorithms converge if the

DIO exchange frequency is high compared to the packet

exchange frequency. This phenomenon is demonstrated in

Figure 1 as it is difficult to discern between the simula-

tion results for the algorithms that use weighting as bal-

ancing  technique.  To better  illustrate  the difference  be-

tween  the  weighting  algorithms  we  performed  simula-

tions where each node generated 300 data packets. The

DIO exchange is limited such that each node only gener-

ates two DIOs during the whole simulation. The simula-

tion result is shown in Figure 2. 

As expected, when the DIO exchange frequency is re-

duced, the ACK method has an improved balancing per-

formance relative  to  weighting  based on DIO informa-

tion. The ACK method is presented in subsection III.I and

weighting based on DIO information is presented in sub-

section  III.C.  The  improved  balancing  performance  is

seen  in  Figure  2  where  the  blue  marker  of  the  ACK

method is closer  to the average values than the yellow

DIO  information  markers.  In  Figure  1,  the  blue  ACK

markers  are  actually  hidden  by  the  yellow  markers.

Hence,  the  ACK  and  the  DIO  information  performed

equally well when the number of data packets per DIO

packet is low.

The eavesdrop-algorithm described in subsection III.H

and represented with the black marks and line in the Fig-

ure 2, has the worst balancing capabilities. This applies

especially for the one-hop nodes. The reason is increased

traffic density in these areas of the network. High traffic

density means that nodes often become hidden terminals

preventing them from eavesdropping neighbors’ traffic. 

Fig 3. Number of child nodes versus rank for different node den-

sitiesFig 2. Residual-energy in the nodes after each node has transmitted

300 data packets 
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Our SPOF-algorithm described in subsection III.D and

presented with purple line and marks in Figure 2, gives

the best balancing effect. The reason is that higher-rank

nodes are encouraged to choose paths that does not in-

clude the nodes that act as SPOF. However, SPOF nodes

are not completely unloaded from forwarding data since

child nodes have to forward all traffic through their SPOF

parent nodes. 

At higher rank nodes the SPOF-algorithm gives equal

or  marginally  less  balance  compared  to  all  other

weighted-fair-sharing algorithms. However, the most effi-

cient energy-balancing algorithm is the algorithm that fo-

cuses on energy balance among the lowest rank nodes, al-

though  this  may  give  reduced  balancing  effect  at  the

higher-rank  nodes.  The  reason  is  that  the  lowest  rank

nodes  always  consumes the  highest  average  amount of

energy.

Increased number of child nodes enlarges energy im-

balance between nodes, in particular for algorithms that

uses fixed preferred-parent nodes. The number of child

nodes increases with increased node density and reduced

rank. This is demonstrated in Figure 3 which shows the

number of child nodes versus rank for two different node

densities, λ=8 and λ=20. This figure supports the findings

in Figure 1 related to the rapidly increase in energy imbal-

ance for increased node density. The circled shaped mark-

ers in Figure 3 with the corresponding lines show the av-

erage values. The square shaped and the diamond shaped

markers shows the 95% confidence interval. In addition,

the highest values, averaged over all different-seeds simu-

lations are shown as triangular markers. The lowest val-

ues,  averaged  over  all  different-seeds  simulations  are

shown as short horizontal lines.

V.CONCLUSION

Simulations presented in this paper show that the en-

ergy imbalance is substantial in network running the na-

tive RPL routing protocol. Thus, some kind of energy bal-

ancing  algorithm  should  be  used  to  prevent  premature

node depletion. 

A total of nine energy balancing algorithms applicable

for RPL running networks are analyzed in this paper. Six

of the algorithms are based on various approaches sug-

gested in literature. In addition, we suggest three new en-

ergy balancing approaches to complement the selection of

algorithms.  A common context is  used to  simulate  and

compare the performance of all the algorithms.

The simplest of our suggested approach is just a tiny

adjustment of RPL’s parent selection algorithm. Instead of

using a preordain tiebreaker parameter, the preferred-par-

ent  (next-hop  node)  is  randomly  selected  among  the

nodes in the parent-list.  The adjustment gives a signifi-

cant  balancing  effect.  Especially  in  high  density  net-

works,  where  the  residual-energy  of  the  most  depleted

node is  increased more than 10% compared to  running

native RPL. 

The second and the third suggested algorithm use the

nodes’ residual-energy to weight-balance the transmitted

traffic between all available parent nodes. In the second

algorithm, a node with a single point of failure (SPOF)

parent advertises a residual-energy level equal to the low-

est of its own and its parent energy level. The algorithm

requires residual-energy information to be exchanged be-

tween  the  nodes  during  RPL  management  packet  ex-

change. 

In the third algorithm, the nodes eavesdrop on the traf-

fic in their vicinity to estimate neighboring nodes resid-

ual-energy  level.  Increased  traffic  density  degrades  the

eavesdropping algorithm in the proximity of the sink. 

Simulations shows that the SPOF algorithm performs

best of all the weighting algorithms. Compared to native

RPL is the SPOF algorithm increasing the residual-energy

of the most depleted node with over 20%. 

However, the best energy balancing is achieved when

nodes choose the preferred-parent as the member of the

parents  list  that  has  the  highest  residual-energy  level.

Simulations of the algorithm show that, compared to na-

tive RPL, the residual-energy of the most depleted nodes

increases by 25%. The merit of this algorithm is that the

lowest residual-energy paths are always avoided. On the

contrary, weighting the traffic between all potential parent

nodes means that also the lowest energy nodes are used,

although rarely. However, to select the node with highest

residual-energy, the nodes must exchange energy infor-

mation. Randomly selecting the preferred-parent requires

no extra information exchange. 

Although the energy consumption is balanced, it is al-

ways  the  nodes  closest  to  the  sink  that  consumed  the

highest amount of energy. However, balancing the energy

consumption of equal rank nodes can give reduced net-

work management cost.
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[8] C.  Abreu, M. Ricardo and P.M.Mendes,  «Energy-aware  routing for

biomedical  wireless  sensor  networks,»  Journal  of  Network  and

Computer  Applications,  p.  270–278,  2014.  http://dx.doi.org/

10.1016/j.jnca.2013.09.015

[9] L. Chang, T. Lee, S. Chen and C. Liao, «Energy-Efficient Oriented

Routing  Algorithm  in  Wireless  Sensor  Networks,»  International

Conference  on  Systems,  Man,  and  Cybernetics  (SMC),  pp.  3813 -

3818, 2013. http://dx.doi.org/ 10.1109/SMC.2013.651

[10] K. S. Shivaprakasha and M. Kulkarni, «Energy Efficient Shortest Path

Routing  Protocol  for  Wireless  Sensor  Networks,»  International

Conference  on  Computational  Intelligence  and  Communication

Networks  CICN,  pp.  333  -  337,  2011.  http://dx.doi.org/

10.1109/CICN.2011.70

[11] O.Iova, F. Theoleyre and T. Noel,  «Improving the network lifetime

with  energy-balancing  routing:  Application  to  RPL,»  Wireless  and

Mobile  Networking  Conference  (WMNC),  pp.  1  -  8  ,  2014.

http://dx.doi.org/ 10.1109/WMNC.2014.6878864 

[12] S. Chiang, C. Huang and K. C. Chang, «A Minimum Hop Routing

Protocol  for  Home  Security  Systems  Using  Wireless  Sensor

Networks,» Transactions on Consumer Electronics, pp. 1483 - 1489,

2007. http://dx.doi.org/ 10.1109/TCE.2007.4429241

[13] P.  T.  A.  Quang  and  D.  Kim,  «Enhancing  Real-Time  Delivery  of

Gradient  Routing  for  Industrial  Wireless  Sensor  Networks,»

TRANSACTIONS  ON  INDUSTRIAL INFORMATICS,  pp.  61-68,

2012. http://dx.doi.org/ 10.1109/TII.2011.2174249

[14] M. N.  Moghadam, H.  Taheri  and M. Karrari,  «Minimum cost  load

balanced  multipath  routing  protocol  for  low  power  and  lossy

networks,»  Wireless  Networks,Volume  20,  Issue  8,  pp.  2469-2479,

2014. http://dx.doi.org/ 10.1007/s11276-014-0753-7

[15] R.  Vidhyapriya  and  P.  T.  Vanathi,  «Energy  Efficient  Adaptive

Multipath  Routing  forWireless  Sensor  Networks,»  IAENG

International Journal of Computer Science, pp. 56-64, 2007. 

[16] K. Sha, J.  Gehlot and R. Greve, «Multipath Routing Techniques in

Wireless  Sensor  Networks:  A  Survey,»  Wireless  Personal

Communications,  pp.  807-829,  2013.  http://dx.doi.org/

10.1007/s11277-012-0723-2

[17] T.  Rault,  A.  Bouabdallah  and  Y.  Challal,  «Energy  efficiency  in

wireless sensor networks: A top-down survey,» Computer Networks,

vol.  Volume  67,  p.  104–122,  2014.  http://dx.doi.org/

10.1016/j.comnet.2014.03.027

[18] Y. M. Lu and V. W. S. Wong, «An energy-efficient multipath routing

protocol  for  wireless  sensor  networks,»  International  Journal  of

Communication Systems, p. 747–766, 2007. doi : 10.1002/dac.843

[19] A. Liu, J. Ren, X. Li, Z. Chen and X.Shen, «Design principles and

improvement of cost function based energy aware routing algorithms

for wireless sensor networks,» Computer Networks , p. 1951–1967,

2012. http://dx.doi.org/10.1016/j.comnet.2012.01.023

[20] N.  A.  Pantazis,  S.  A.  Nikolidakis  and  D.  D.  Vergados,  «Energy-

Efficient Routing Protocols in Wireless Sensor Networks: A Survey,»

Communications  Surveys  &  Tutorials,  pp.  551-591,  2013.

http://dx.doi.org/ 10.1109/SURV.2012.062612.00084

[21] C.  Efthymiou,  S.  Nikoletseas and J.  Rolim,  «Energy balanced data

propagation in wireless sensor networks,» Journal Wireless Networks ,

p. 691–707, 2006. http://dx.doi.org/ 10.1007/s11276-006-6529-y

[22] C. M. Angelopoulos, G. Filios,  S. Nikoletseas,  D. Patroumpa, T. P.

Raptis and K. Veroutis, «A Holistic IPv6 Test-Bed for Smart, Green

Buildings,» International Conference on Communications (ICC), pp.

6050-6054, 2013. http://dx.doi.org/ 10.1109/ICC.2013.6655569

[23] «OMNET++ : http://www.omnetpp.org/. (Mars 2015)». 

[24] A.-L.  Kampen,  K.  Øvsthus,  L.  Landmark  and  Ø.  Kure,  «Energy

Reduction in Wireless Sensor Networks by Switching Nodes to Sleep

During Packet  Forwarding,» The Sixth International  Conference on

Sensor  Technologies  and  Applications,  SENSORCOMM,  pp.  189-

195, 2012. 

[25] C.  R.  F.  H.  IEEE  P802.15  Working  Group,  «Part  15.4:  Wireless

Medium  Access  Control  (MAC)  and  Physical  Layer  (PHY)

Specifications  for  Low-Rate  Wireless  Specifications  for  Low-Rate

Wireless,» IEEE Std 802.15.4™-2006, 2006. 

[26] K.  K.  Gagneja  and  K.  E.  Nygard  «A  QoS  based  Heuristics  for

Clustering  inTwo-Tier  Sensor  Networks,»  Proceedings  of  the

Federated Conference on Computer Science and Information Systems,

FedCSIS, pp. 779–784, 2012.

ANNE-LENA KAMPEN ET AL.: ENERGY BALANCING ALGORITHMS IN WIRELESS SENSOR NETWORKS 1231







Abstract—The  paper  is focused  on  the  use  of  methods  of

compressed  sensing  (CS)  in  energy  efficient  monitoring  of

signals. CS allows to minimize the number of data that need to

be transmitted to the sink node in the WSN environment. As a

case study, we use compressed sensing for monitoring of mains

voltage  deformation.  In  this  case  we  can  assume  that  the

measured signal  is  sparse  in  frequency domain and using  of

methods of  compressed sensing is  meaningful.  Computational

complexity  imposed on the sensor node is  minimized. On the

other  hand,  reconstruction  of  the  original  signal  in  the  sink

node requires relatively high computing power.

I. INTRODUCTION

NTERNET is  undergoing a  third stage  of  development

nowadays.  Since  1995,  the  Internet  has  evolved  from

interconnecting desktops and later  mobile devices (tablets,

smart  phones),  via  networking  of  all  devices  (Internet  of

Things) to the Internet of Everything - IoE (networking of

things, people, data and processes). According to estimate of

Cisco [1] there are about 200 things for every one person on

the  Earth  that  can  be  connected  to  the  data  network.  It

follows  that  in  the  near  future  we  can  see  the  network

containing up to 1.5 x 1012 elements. Meaningful use of such

a  network  is  a  huge  challenge  for  the  visionaries  and

theorists, but also for programmers, workers in the field of

transmission  technology  and  developers  and  technical

resources. According to [2] we expect that in the next five

years,  the number of connected devices will increase from

the current value of 12 x 1010 to about 35 x 1010, Fig.1. 

I

In  the IoE  raises  huge  space  for  development  and

implementation  of  new  applications  of  Wireless  Sensor

Netvorks  (WSN).  Recall  that  WSN  consists  of  spatially

distributed autonomous sensing elements that work together.

They are distributed in the monitoring area and continuously

evaluate the status of the monitored object. The term object

here is understood in its broadest sense and may represent

guarded area, production line or living being. Based on this

definition  the  WSN  represents  a  natural  part  of  a  global

network IoE. The above projections indicate that in the near

future we will see the growing number of WSN applications.

This work was supported by the Research & Development Operational

Programme funded by the ERDF.

It  is  natural  that during  development  of  successful

applications of WSN we are facing many constraints. Some

of these constraints arise from the relationship of the society

to the new information technologies (fear of loss of privacy,

inability to effectively utilize the benefits of the system and

many others). These limits are not analyzed in this paper. Let

us  mention  technical  limitations  that  determine the  extent

and success of WSN applications:

• limited energy resources of WSN elements,

• limited  processing  power,  storage  capacity,

communication  speed  and  range  of  broadcast

modules of network elements,

• limited size of individual elements,

• limited  (or  even  excluded)  maintenance  of  the

network elements during their lifetime,

• constraints  imposed  by  the  requirements  for

working conditions of WSN components,

• price  limits for  a  single network element  and  the

like. 

Many of these limits are becoming less important with the

continuous development of new electronic components and

technologies. Others, however, will permanently restrict the
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development  of  new applications.  One of  such limitations

that must be respected in the development of applications is

the limited capacity of energy resources.  Note that limited

energy  consumption  of  WSN node  affects  other  technical

parameters  - computing power,  communication  speed  and

range, and so on.

The problem of efficient  powering of network elements

can be addressed in the following ways: 

• consistent use of energy harvesting (EH) exploiting

resources that are available in the application [3],

• appropriate  design  of  network  topology  with

minimal  demands  on  communication,  optimal

distribution  of  network  tasks,  dynamic

reconfiguration of the network with respect to the

current  state  of  energy  resources  of  individual

elements, etc.,

• reducing consumption of sensor nodes that can be

achieved by combining two approaches:

◦ using only low-power elements in the process

of sensor node development,

◦ choosing of such a mode of operation of sensor

node that minimizes energy consumption.

Energy harvesting systems used for powering of network

elements  are  usually  designed so  that  they  can  ensure

continued  operation  of  the  nodes.  The  term  Zero  Power

Wireless Sensor [4] indicate precisely those solutions that do

not need a power source for their operation, but are able to

drain  the  necessary  energy  from  the  environment.  The

construction of sensor nodes is based on modern circuit with

reduced consumption. During the operation the sensor nodes

use sleep modes with reduced consumption and the sensor

wakes up to the active state only when it is necessary. The

wake up event is usually based on external conditions. Such

systems  are  referred  to  as  "event-driven".  The  node  is

brought  into  active  mode  only under  specified  conditions

(e.g.  change of the observed variables by defined amount,

the achievement of pre-defined state of the object, etc.). In

many cases (e.g. by monitoring of non-stationary processes)

is  such  system  more  energy  efficient  when  compared  to

conventional "Time-driven" systems.

However, there is a group of systems that strictly speaking

cannot be classified into any of the above mentioned classes.

It is a class of systems that use for collection, transmission

and  processing  of  information  methods  known  under  the

name compressed  sensing.  The  next  section  describes  the

basic theoretical background of compressed sensing. 

II. COMPRESSED SENSING

The basis of the theory of digital processing of continuous

signals  is  Shannon's  theorem,  which  says  that  a  perfect

reconstruction of the sampled signal is only possible if the

sampling frequency is at least twice the maximum frequency

component contained in the original signal. The theorem is

universally  applicable,  however,  in  some  cases  the  strict

requirement  for  the  sampling  rate  can  be  substantially

released.  Recent  research  [5],  [6]  has  shown  that  this  is

possible particularly in the case if the sampled signal is in

some  domain  sparse.  Sparse  means  that  relatively  few

coefficients describing the signal in the domain are non-zero.

Let y be a one-dimensional discrete signal comprising of n

elements. Next, let x be the representation of the signal y in

some  domain  (e.g.  Fourier  or  wavelet).  For  linear

transformation it holds that x = Fy and y = Yx where F and

Y and are square n x n matrices representing the direct and

inverse  transformation  and  are  composed  from  linearly

independent base vectors (usually orthonormal).

We say that the signal x is s-sparse (for 1 ≤ s ≤ n) if it has

at most s non-zero coefficients. Intuitively, if the signal is s-

sparse, it should have only s degrees of freedom. In that case

one  needs  substantially  only  s measurements  for  the

reconstruction of the original signal. This is the basic idea of

the compressed sensing - the number of measurements that is

required for the perfect reconstruction of the original signal

is directly proportional to its sparsity.

Let's  show how it is possible to reconstruct  the original

signal  y,  if  we  have  only  m-dimensional  vector  of

measurements b, while s ≤ m < n. The challenge is to find a

solution to the equation Ax = b, where A has dimensions m x

n and is referred to as a measurement matrix. If  m < n, the

problem is underdetermined and generally it  has infinitely

many solutions. Provided that any subset of  2s columns of

the  matrix  A are  linearly independent,  the  solution  of  the

defined problem is the sparsest vector x: 

minx∥x∥0    subject to   Ax=b (1)

where

∥x∥0=∑
i=1

n

∣x i∣
0
     {1⩽i⩽n , xi≠0}

denotes the sparsity of the vector x.

Unfortunately,  l
0
 minimization  is,  in  general,  NP  hard

problem  as  it  requires  a  search  of  all ( s

n) possible

solutions. The problem is that the  l
0
 minimization is not a

convex optimization problem, and therefore one cannot use

the  appropriate  optimization  algorithms.  Replacing  l
0

minimization  by  l
2
 minimization  (least  squares  problem)

yields not satisfactory results. A more accurate estimate of

the solution xe can be obtained by l
0
 minimization:

x
e=minx∥x∥1    subject to   Ax=b (2)

where

∥x∥1=∑
i=1

n

∣xi∣

l
1
 norm as a means of finding the most sparse solution has

been used already in 1973 in reflection seismology [7]. The

problem (2) is a convex optimization problem, which can be

effectively solved using methods of linear programming. It is

1234 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



often referred to as basis pursuit (BP). Equivalence of l
0
 and

l
1
 minimization  is  guaranteed  if  either  of  the  following

sufficient  conditions  is  met.  The  first  condition  is  a

requirement that the matrix  A approximately maintains the

Euclidean length of the  s-sparse signals. This characteristic

of  the  matrix  A is  called  the  restricted  isometry property

(RIP) [9]. RIP is related to the isometric constant d
s
 defined

as the smallest number such that

(1−d s)∥x∥2

2⩽∥Ax∥2

2⩽(1+d s)∥x∥2

2
(3)

holds for all s-sparse vectors x. 

We can say that  A obeys the RIP of order  s if  d
S
 is not

very close to one. It is met if all the subsets of s columns of

the  matrix  A are  approximately  orthogonal.  However,

checking whether the matrix A obeys the RIP is generally NP

hard  problem. Some matrices  are  known to obey the RIP

with  overwhelming  probability  (e.g.  Random  Gaussian

Matrices, Bernoulli matrices, partial Fourier matrices). There

is  a  prove  in  [12]  that  Gaussian  and  Bernoulli  random

matrices  probably  obey  the  RIP  when  the  number  of

measurements satisfies the condition m ≥ Cs ln(n/s), where C

is some constant dependent on d
s
.

It is much easier to verify the second sufficient condition

based  on  mutual  coherence  μ(A).  Mutual  coherence  is

defined as the cosine of the smallest angle between any two

columns of matrix A. Mutual coherence has to be as small as

possible (cosine is  close to zero  for  angles  close to 90 °,

which means that the columns are independent). Incoherence

of the matrix  A indicates that if the signal is sparse in one

domain, it has to be spread out in the other domain (the one

in which it is sampled). In practice, this means that columns

of the matrix A are roughly uniform in magnitude.

Both sufficient  conditions  essentially  require

independence of columns of the matrix A. Interconnection of

RIP and mutual coherence has been shown in [11]. For an

orthogonal square matrix it holds that both d
S
 and µ(A) equal

to zero. However, for m x n matrix (m < n) it is not possible

to  ensure  the  complete  independence  of  columns, we just

require them to be roughly orthogonal.

Simulation experiments in [18] have shown that there is

rather universal dependence between the ratios m/n and s/m.

This  dependence  can be  used  for  selection  of  appropriate

number of samples m if the sparsity s of the signal is known.

Practical experiments indicate that most s-sparse signals can

be perfectly reconstructed if m is in range from 3s to 5s [13].

We  have  shown  that CS  is  applicable  for  the

reconstruction of sparse undersampled signals. However, to

be useful in practice, it is necessary for CS to cope with both

nearly sparse signals and with noise. In other words, CS must

be  robust.  Most  real  signals  are  not  strictly  sparse  and

measurements are corrupted with at least quantization noise,

as the sensors do not have infinite precision. In this case, it is

necessary to find solution to the equation: 

b=Ax+e (4)

where e is a random variable.

If the sensed signal is not strictly s-sparse, we require it to

be at least s-compressible. S-compressible signal has at most

s significant  coefficients  and  all  the  other  coefficients  are

close to zero. In other words, if the coefficients are sorted by

value, all coefficients, except for the first s, are smaller than

some  small  nonzero  constant.  Thus,  the  majority  of  the

signal’s information content is  concentrated  in only a few

coefficients.  Typical  examples  of  the compressible objects

are  images  when  expressed  in  appropriate  base  (e.g.

wavelet).  This  feature of  natural  images has been used  in

compression  algorithms such as  JPEG2000  for  years.  We

can say that many images are efficiently sparse in wavelet

base.

To  reconstruct  the original  signal  in  case  of  noisy

measurements  one  can  use  l
1
 minimization  with  relaxed

conditions: 

minx∥x∥1    subject to   ∥Ax−b∥2

2⩽ϵ (5)

This is a linear programming optimization problem with

quadratic conditions (Basis Pursuit Denoising - BPDN). The

problem  can  be  reformulated  as  quadratic  programming

problem with linear conditions (known as LASSO): 

minx∥Ax−b∥2

2
   subject to   ∥x∥1⩽ϵ (6)

For  appropriately selected  parameter  l the  problem (5)

can be expressed without conditions:

minx

1

2
∥Ax−b∥2

2+λ∥x∥1 (7)

Several types of algorithms can be used to reconstruct the

original signals. Methods based on a convex optimization are

computationally  demanding.  This  category  includes  Basis

Pursuit (BP), Basis Pursuit Denoising (BPDN), interior point

methods [17] and projected gradient methods. This category

is  sometimes  supplemented  by  Iterative  Shrinkage

algorithms such as Iterative Hard Thresholding (IHT).

The  second  group  of  algorithms  consists  of greedy

algorithms  that  are  looking  for  non-zero  coefficients

incrementally,  starting  with  the  most  significant.  Among

greedy  algorithms  belong  mainly  Matching  Pursuit  (MP)

[14] and its variations: Orthogonal Matching Pursuit (OMP)

[8], regularized OMP (ROMP), Stagewise OMP (StOMP),

OMP with Replacement (OMPR) and also the first sub-linear

algorithm  OMPR-Hash.  This  category  includes  also

Subspace  Pursuit  (SP)  [16]  and  Least  Angle

Regression(LARS)  [15].  Some  of  greedy  algorithms  are

capable of providing similar guarantees of stability as BPDN

while they are faster. Also they have the advantage of being

easier to understand.

There  are  also combinatorial  algorithms  (e.g.  HHS

pursuit),  which  are  very  fast,  but  they  require  a  lot  of

measurements.

Special  types  of  algorithms  are Total  Variation  (TV)

algorithms. These are used mainly in the reconstruction of

ONDREJ KARPIŠ ET AL.: USING OF COMPRESSED SENSING IN ENERGY 1235



images where one may require sparsity of the gradient of the

image.  TV  algorithms are  particularly suitable  for  images

composed from smooth areas separated by curves (objects

without  complex  textures).  Such  images  are  common  in

medicine (MRI, angiogram, and the like). 

Compressed sensing can be used if:

• the signal is sparse in any known base,

• measurements  or  calculations  at  the  sensor  are

expensive in some sense,

• calculations at the receiver are cheap.

The application area of compressed sensing is very broad:

MRI, astronomy, WSN, communication [10] and so on. The

use of CS in wireless sensor networks is particularly useful.

Compressed sensing allows to substantially simplify sensor

nodes. The use of compressed sensing saves limited energy

resources at several levels:

• Signal  sampling - the number of  AD conversions

required is a fraction compared to the conventional

sampling using Nyquist frequency.

• Preprocessing of the signal - transfer of all acquired

samples  is  usually  undesirable.  It  is  necessary to

reduce the amount of data to be transmitted by a

communication  channel.  Signal  preprocessing

algorithms often involve computationally intensive

transformations  such  as  Discrete  Fourier

transformation.  Compressed  sensing  does  not

require pre-processing at all.

• Data transfer - energy is saved especially if we need

to transfer the whole measured signal to the central

node.  Transmission  of  data  is  typically  the  most

energy  intensive  operation  in  the  processing  of

distributed data. Transmission of a smaller number

of data has a positive effect on energy balance of

the node and also on the throughput of the entire

network.

From the perspective of information processing the block

structure of the node only consist of two parts: sensing and

transmission. Simplification of the node and a reduction of

its  consumption  significantly  increases  its  reliability  and

extends its lifetime.

Note  that  the sampling process  can  be  done  in  several

ways.  We  can  use  random  sampling,  but  then  we  must

transmit  pairs  of  numbers  (sample-time).  The  major

advantage  of  the  compressed  sensing is  then  deteriorated.

The second possibility is to use a pseudo-random sampling

when the  signal  is  sampled  according  to  a  predetermined

scheme, which, of  course,  has  to be known in the central

node, in which the original signal is recovered. 

Pseudo-random sampling is advantageous also because it

is possible to fit  it  for  a  specific application. The sensing

matrix can be defined in order to meet all the prerequisites

needed  for  perfect  signal  reconstruction.  The  compressed

sensing can be realized also in such a way that the signal is

captured at a Nyquist rate and then a subset of the samples

corresponding to  the sensing matrix is  picked  out.  In  this

case there is no energy saving during sampling but only in

blocks of preprocessing and transmission. The development

of sensors that allow sensing of physical quantities using the

principles  of  compressed  sensing  is  one  of  intensively

researched  areas.  Successful  penetration  of  CS into  WSN

depends  mainly on  the  availability of  suitable  (cheap  and

energy-efficient) sensing elements.

III. EXAMPLE OF USING CS IN WSN

One of the cases where it is possible to effectively use the

compressed sensing is the monitoring of power quality. To

provide high quality electric power service, it is essential to

monitor  number  of  parameters  at  different  places  in  the

network.  Among the  monitored  parameters  belong current

and voltage RMS, phase relationship between waveforms of

a multi-phase signal, power factor, frequency, total harmonic

distortion, different kinds of power and many more. In this

example  we  will  focus  on  measuring  of  total  harmonic

distortion (THD). 

THD can be calculated using following equation:

THD=
√∑

i=2

N

V i

2

V 1

(8)

where V
i
 is the RMS voltage of i-th harmonic and i = 1 is

index of the fundamental frequency component.

As indicated  by  (8),  we  need  to  know  the  frequency

spectrum of  the  measured  signal  in order  to  calculate  the

THD.  The  second  option  is  to  use  filters  to  obtain  the

fundamental  component and all  other  components [19].  In

both  cases  it  is  necessary  to  make  quite  a  number  of

calculations on the sensor side.

THD monitoring is now more important than ever, given

the  increasing  use  of  switching  power  supplies  to  power

consumer electronics. Switching power supplies are causing

clipping of supply voltage. Fig. 2 shows a clipped sine wave

and its spectrum. The frequency of the sine wave is 50 Hz

and the amplitude is clipped to 0.9.

Fig 2.  Clipped sine wave and its spectrum
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The more clipped  is the sine wave,  the more energy is

concentrated in the higher harmonics and the greater is the

value  of  THD.  If  both  half-waves  are  clipped,  non-zero

coefficients  correspond  to  odd  order  harmonics.  Clipping

only  one  half  of  the  sinusoid  causes  a  doubling  of  the

number  of  harmonics  (all  the  harmonics  are  non-zero).

However, this case is not common in practice. The number

of non-zero coefficients in the spectrum of clipped sinusoid

is  theoretically  infinite  and  must  be  reduced  to  make

calculation feasible. This truncation causes some error, but it

is relatively small and it can be neglected. For example, the

THD of the example signal is 4.6416 % taking into account

only the first ten non-zero coefficients or it is 4.6444 % if the

number of non-zero coefficients is one hundred.

Since the representation of the clipped sine wave is sparse

in the frequency domain, it is possible to engage principles

of  the  compressed  sensing.  Compressed  sensing  allows

reducing the  cost  of  the  sensor  element  but,  on  the  other

hand, increases the demand for the computing power of the

central network node.

To verify the possibility of using compressed sensing in

this  case  we  conducted  simulation  experiments.  For  the

calculation of THD we used first 20 higher harmonics (i.e.

first  10 non-zero coefficients).  The fundamental  frequency

equals to line frequency:  50 Hz. The 20-th harmonic then

corresponds to 1 000 Hz. According to the Shanon theorem,

the signal must be sampled by frequency of at least 2 000

Hz. Suppose that the mains voltage is stationary within an

interval  of  200  ms  (i.e.  the  statistical  properties  of  the

voltage  are  constant  for  a  short  period  of  time).  In  this

example, we monitor the mains voltage within time windows

of a length of 200 ms, which corresponds to the number of

samples n = 400. Random sampling was realized by random

selection of  m-samples such that the mean period between

two samples equals to n/m. Input signal is a sine wave with a

frequency of 50 Hz and amplitude clipped to 0.9: 

x(t)=
0.9 ,             sin (2π ft )⩾0.9

sin (2π ft ) ,   ∣sin (2 π ft)∣<0.9

−0.9 ,              sin (2π ft )⩽−0.9

(9)

Using Monte Carlo method, we performed simulations for

different values of m and different values of signal to noise

ratio  (SNR).  For  each  pair  {m, SNR} we conducted  100

simulations.  The simulation consists of a reconstruction of

the  original  signal  in  the  frequency  domain  and  the

subsequent  calculation  of  THD  using  (8).  For  the

reconstruction  of  signal  we  used  collection  of  MATLAB

routines  l1-magic  [20].  The  resulting  THD  value  is

calculated as the arithmetic average of the 100 values. Fig. 3

shows the result  of  simulations.  The  THD of the  original

noise-free signal is 4.32 %. 

Reconstruction  of  the  original  signal  took  from 1  to  5

seconds  on  dual  core  2.6  GHz Athlon 64  processor.  The

duration of simulation depends on the length of the original

signal  n,  the  number  of  samples  m as  well  as  their

distribution.

The results show that decreasing the number of samples

and/or  increasing the SNR deteriorate  the accuracy of  the

reconstruction  of  the  signal  and  thus  the  accuracy  of  the

calculated THD. The simulations suggest that good results

can be obtained when the number of samples m is at least 80

and  the  SNR  is  greater  than  30  dB.  In  that  case  the

compression  ratio  would  be  1:5.  If  the  mains  voltage  is

stationary over longer periods, it is possible to achieve even

higher compression ratios. If  we increase the length of the

time window to 400 ms (n = 800), it is possible to achieve

even better  results  using the  same compression  ratio  m/n.

The effect of increasing the number of samples n is shown in

table 1. The simmulation was done with noise-free sinusoid.

TABLE I.

EFFECT OF DIFFERENT WINDOW LENGTHS ON

ACCURACY OF THD ESTIMATE 

m/n

THD [%]

n = 400 n = 600 n = 800

0.1 3.19 3.8 4.13

0.125 3.7 4.12 4.25

0.15 3.99 4.24 4.29

0.175 4.19 4.29 4.3

0.2 4.28 4.3 4.3

We see that doubling the length of the window allows to

reduce  the ratio  m/n from 0.2  to  0.15.  Knowledge  of  the

parameters  of  measured  signal  is  therefore  essential  in

optimal design of compressed sensing parameters.

IV. CONCLUSION

Simulation experiments  demonstrate  a  possibility to  use

compressed sensing in appropriately selected applications of

WSN. Energy savings due to the use of compressed sampling

Fig 3. THD as a function of m and SNR
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can be maximized if we know parameters of the measured
signals.

In  the future, we will  focus  on design  of  deterministic
sensing matrices suitable for compressed sensing of selected
signal classes. It is also necessary to develop fast algorithms
for reconstruction of the original signals so they can be used
even in less powerful network nodes.
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Abstract—This paper addresses analysis of the principle of
a bi-directional electric energy charge pump and describes
circuit solution for control unit of a wireless sensor node
power subsystem. This power and control unit, as the power
subsystem of the wireless node, comprises two supercapacitors.
Bi-directional energy flow between these two supercapacitors
takes place in order to optimally satisfy the sensor node energy
requirements. At the same time, the bi-directional energy flow
enables optimal energy harvesting from the selected energy
scavenging (harvesting) subsystem. The mentioned Power Unit
Control System has been successfully verified in the process of
energy harvesting from a solar module.

I. INTRODUCTION

IN RECENT years, we encounter with many new uncon-
ventional applications of wireless sensor networks (WSNs).

Related to the expected rapid expansion of so called Internet
of Everything (IoE) applications [1], [2], [3], the problem of
WSN is about to stand in the center of scientists community
interest as well as of the public.

Basic limiting factors of WSN expansion are price and
unattended operation time [4]. Both mentioned limitations are
closely related to the energy requirements of essential nodes
of a sensor network. The issue of effective sensor node power
supply is being solved by two basic methods [5], [6]:

– Reducing a sensor node (SN) energy requirements,
– Consistent utilization of energy harvesting (EH) options

from sources that are available in given application.
Both methods are used these days. Modern low power

components are used for construction of present SNs, which
help to reduce the energy requirements. In running mode, the
SN uses modes with reduced power consumption and their
combinations [7]. This approach turns MCU into active mode
only in case the application or (external) conditions of moni-
tored environment require it. Second option is the utilization
of EH systems that are designed so that they would be able to
ensure SN operation [8]. Today, there is a popular term Zero
Power Wireless Sensor [9], which represents just solutions that
do not need power supply for continuous operation, but they
are able to harvest required energy from the environment.

This work was supported by Centre of excellence for systems and services
of intelligent transport I. and Research Centre of University of Žilina.

However, until recently, the lifetime of such solutions was
limited to finite battery life or the number of charging cycles
[10]. These limitations have been overcome by supercapacitors
since they are characterized by high number of charging
cycles (up to 1 million) [21]. Combination of low-power
integrated circuits, effective systems of energy transformation
from environment to electric energy and advanced tools for
electric energy accumulation enables pushing the boundaries
of WSN applications to the areas (mostly applications of
information and communication means), where no one would
have imagined their effective operation few years ago.

II. SENSOR NODE

Sensor networks consist of large number of sensor nodes
(SNs). The SNs are deployed in a sensor field, where each
of these sensor nodes has the capabilities to collect and route
data to the sink and the end users [12]. In order the basic
characteristics of a sensor network could be satisfied, each
SN has to perform the following functions [13]:

– Data collection,
– Data preprocessing,
– Communication.
It is obvious that except the mentioned basic functions

of each network node, there are also other important SN
parameters, such as [14]:

– Computing performance of the sensor node,
– Low power consumption/long lifetime,
– Production cost,
– Security,
– Fault tolerance.
Many of mentioned requirements are contradicting each

other [12]. Increasing computing performance increases en-
ergy requirements as well as sensor price. Enhancing transmis-
sion security involves higher computing performance. Higher
fault tolerance usually negatively influences production cost.
Therefore, it is impossible to develop appropriately universal
node, which would be optimal in terms of all mentioned
requirements. Moreover, it should be noted that different appli-
cations of SNs set different weight for the mentioned require-
ments. Problem of sensing elements designing is described in
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[15]. The authors propose to use class of universally usable
modules for development and application-oriented carriers
and, thus, reach high degree of universality with possibilities
to use the developed systems in the widest set of various
applications. Data collection is performed by the data collec-
tion subsystem of a sensor node. This subsystem is extremely
dependent on the requirements of the particular application
and consist of sensing elements observing parameters that are
relevant for solving the desired task. It is clear that different
sensing elements are required for road traffic monitoring,
other for patient telemonitoring and absolutely another for
environment monitoring.

Because the energy requirements for data transmission are
very high [5], it is suitable to perform significant part of data
processing process directly at place of acquisition - in the
sensor node. Then, the other network nodes will transfer only
data that contain substantial information for solving the given
problem.

It is clear, that in each sensor node data compression is exe-
cuted. Then, the fundamental processes of data pre-processing
relate to extraction methods of information content. Not in all
WSN applications is the sensor node’s task relegated only to
the operations related to signal compression, increasingly there
are used Collaborative Signal Processing Algorithms [16], that
use suitable distribution of partial task among each nodes
in order to increase the computing performance of network
while minimizing of whole energy consumption. Today there
is a wide range of various methods that can be successfully
implemented onto WSN platform (Kalman filtering, neural
networks, Bayesian inference etc.) [17].

Wireless communication ability is one of the basic fea-
tures of a sensor node [5]. Communication abilities of WSN
nodes are in most cases limited by communication range and
transmission speed. It should be reminded that with increas-
ing communication range the transmission power/sensitivity
raises. This always leads to increased requirements on energy
consumption.

Based on the mentioned functions and parameters of the
SN, it is possible to create a generalized schematic block of
a sensor node, which is depicted on Fig. 1. Each WSN node
contains four basic units [4]:

– Sensing unit,
– Processor unit,
– Communication unit,
– Power unit.

In terms of WSN utilization properties, operating time of
the network without need of operator intervention is important.
The critical point is just the power supply of the SN. As
mentioned earlier, the unit that takes care of power supply
for a sensor node is called power unit. This part of sensor
node can be simply represented by a power system with use of
primary (battery) cells, or it may be constructed of a complex
power supply system with energy harvesting (EH) features
with effective energy accumulation. The following section
describes the power unit developed at our department.

Sensors

Signal 

conditioning

Signal 

processing 

and device 

control
Wireless

transciever

Energy management

BatteryEnergy harvesting

Power

unit

Communication

 unit

Processing unitSensing unit

Fig. 1. Wireless node

III. ENERGY MANAGEMENT SYSTEM

Ensuring the continuous effective operation of a sensor
node, which has limited energy sources is a difficult problem.
Solving this consists of:

– Right choice of EH type,
– Right choice of energy storage capacity,
– Designing such sensor node operation mode that mini-

mizes energy consumption.
Subsystem that covers energy requirements of a sensor node

is power unit. The power unit can be implemented in several
ways. Today we encounter very simple power supply systems
using primary (battery) cells that are designed so that the
energy requirements and desired SN lifetime are met.

A. Power Unit

Power supply of a SN is realized through the subsystem,
which is often referred as power unit. This supply subsystem
can be based on one of the following options [18]:

– Supply from primary (battery) cells,
– Supply from rechargeable batteries,
– Energy harvesting (EH) features,
– Near Field Charging (NFC).
Today one can often meet complex solutions for power units

that satisfy energy management in such way that all WSN
energy requirements are compressed down to zero (zero power
systems) [19]. Such unit consists of three main parts, Fig. 2:

– Energy harvesting system,
– Energy processor,
– Energy storage.
Functions of each subsystem of power unit result from their

names. EH is used to temporary preserve energy and energy
management controls the operation of the whole power unit
in the way that it is possible to ensure all requirements of a
sensor node with reaching the maximal energy effectiveness.

Unless the application permits performing basic mainte-
nance during sensor node lifetime - battery exchange, then
rechargeable batteries are often used. In those simple cases
is energy consumption control (transitions to energy saving
modes of individual subsystems) often performed by the SN
processing unit. In case more complex power units are used
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TABLE I
SELECTED PARAMETERS OF ENERGY STORAGE SYSTEMS ( 1KWH=3,6 MJ)

Type Specific energy [MJ/kg] Number of cycles N Self discharge rate [%] Charge/discharge Efficiency [%]

Primary batteries Alkaline 0.6 - 3 per year -
Lithium 2 - 2 per year -

Rechargeable
(liquid
electrolyte)

Lead Acid 0.14 500-800 3-20 per month 50-90
NiMH 0.36 500-1800 8 per month 66
Li-Ion 0.9 400-1200 5 per month 80-90
Li-Poly 0.95 500-1000 8 per month 80-90

Rechargeable
(solid electrolyte)

ss-battery
EnerChip

1.8 5000 2 per year 90

Supercapacitors Twolayers 0.01-0.02 500 000 50 per week 95

Pseudosuper
capacitors

Li-Ion 0.055 10 000 10 per month 90

Energy 

harvester

(EH)

Energy 

management

(EM)

Energy 

storage

(ES)

Power unit

Sensor node

Fig. 2. Power unit

(combined energy storage and energy harvesting, etc.) the
control of individual subsystems is often performed by a
specialized unit - energy processor. When designing the energy
management (EM) system, it is possible to use some of
commercially available solutions. As an example, it is possible
to mention energy processor CBC915 [20]. Other possibility
is to create the Power management unit based on Low power
MCU. That solution is universal enough and usable for wide
range of applications with low-power energy consumption.

B. Energy Storages

Energy storage (ES) is one of the basic parts of power unit.
It is used for energy storage that is used for SN supply. ES
accumulates the electric energy and delivers it to the powered
device. In case the EH systems is used and that is not able to
generate sufficient amount of energy from its environment, the
ES temporarily helps EH subsystem with delivering enough
power. It is clear, that either case (using EH or not) there is
always need for energy to be accumulated and preserved in
some way. In present, there are usually used the following
“media” for energy accumulation:

– Primary batteries,
– Rechargeable batteries,
– Solid state batteries,
– Supercapacitors.
Selected parameters of above listed options of energy stor-

ages are described in Table I for comparison. Note, that in
terms of long-term node operation, particularly the number

of charge/discharge cycles is important, partially also a self-
discharge rate, but in terms of continuous operation of node
with EH system utilization energy efficiency is important.
Therefore, it is clear that there is no commonly valid criterion,
which recommends specific type of energy storage. Selection
is always dependent on specific conditions and nature of the
application.

One of the parameters of modern energy storage systems is
specific energy (energy density), which moves from 2 MJ/kg
with high-end primary lithium batteries up to 0.01 MJ/kg
with supercapacitors [18]. Specific energy of primary lithium
batteries is up to 100-times higher then current supercapacitors
can reach. But specific energy is not the only parameter
for choosing suitable type of energy storage. Not the less
important parameters are number of charging cycles, self
discharge rate, operating conditions, etc.

Because the parameters and limitations of each battery type
vary quite much, there are often combinations of various types
of elements for energy storage. In many applications it is pos-
sible to preferably use the combination of supercapacitor and
rechargeable battery. For example, this combination benefits
from high number of charge/discharge cycles of a superca-
pacitor and high specific energy of a battery. Especially, this
combination appears a lot in power units based on EH.

C. Energy Harvesting

EH represents ability to obtain the energy from natural
resources in environment and transforms it to the electric
energy [6]. Ambient energy, that can be used for power supply
of low-power electronic systems is in various forms. It depends
on the specific application, which takes the available energy
in a suitable form. Common types of ambient energy sources,
which is possible to use in EH systems for WSN are [21]:

– Biochemical energy,
– Mechanical energy,
– Acoustic noise energy,
– Wind energy,
– Thermal energy,
– Photovoltaic energy,
– Wireless energy.
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It is obvious that it is quite impossible to define generally
applicable rule, which type of energy is optimal for utilization
in WSN. Choice of power source type depends on specific
requirements of the SN and environment possibilities, which
the node operates in. Basic comparison of possibilities that
can be used when designing EH system are summarized in
Table ??.

TABLE II
POWER DENSITY OF EH TECHNIQUE

Energy harvesting technique Power density
Photovoltaic Outdoors (sunny day)

15mW/cm2

Indoors 10µW/cm2

Thermal energy - Thermoelectric Human 30µW/cm2

Industrial 110mW/cm2

Mechanical energy - Piezoelectric 250µW/cm3

Mechanical energy - Electromagnetic Human 1− 4µW/cm3

Industrial 800µW/cm3

Mechanical energy - Electrostatic 50100µW/cm3

Wireless energy - RF radiation GSM 0.1µW/cm2

WiFi 0.01µW/cm2

Wind energy 380µW/cm3@5m/s

Acoustic noise 0.96µW/cm3@100dB
0.003µW/cm3@75dB

In WSN applications with EH systems photovoltaic energy,
thermal energy and mechanical energy are most frequently
used. In present, there are appearing always new systems of ef-
fective energy conversion from environment to electric energy,
which encourages the development of new, unconventional
solutions.

IV. PRINCIPLED DESIGN OF PROPOSED POWER UNIT
MANAGEMENT SYSTEM

In the context of increasing of capacity elements for storing
electric energy (supercapacitors) new applications arise, in
which traditional solutions that use rechargeable or primary
sources are replaced by supercapacitors. A solution for ef-
ficient energy flow between supercapacitors C1 and C2 or
rechargeable cells is shown in schematic Figure 5. First, let’s
have a look at the principle of the energy flow and then the
technical solution will be presented.

A. Energy flow from C1 to C2 (direct mode)

The description of the basic function comes out from the
assumption that the voltage on the capacitor C1 is within
the range of permissible working voltage of the used control
circuit (CC).

CC is capable of C1 capacitor voltage monitoring via
ADC1 and ADC2, and similarly on the secondary capacitor
C2. In case it is necessary to transfer energy from the capacitor
C1 to the capacitor C2, CC closes the switch S1 through DO1
for time T11. Immediately after the time T11 switch S1 closes
and opens switch S2 for time T21. The energy stored in the
inductance L at the time T21 is transferred to the capacitor
C2. Waveforms of control signals of switches S1 and S2 are
shown in Figure 3.

Fig. 3. Control signals in direct mode

Time T11 can be calculated with the following assumptions:
– Assume that the inductance coil L is used. Let the ILmax

be the maximum current that is the inductance coil able
to handle;

– The voltage U1 denotes voltage at capacitor C1 and the
voltage on the capacitor C2 is labeled U2.

Then for time T11 applies:

T11 ≤ L · ILmax

U1
. (1)

For time T21 applies the following:

T21 ≤ U1

U2
· T11. (2)

Please note that from (1) arises the fact that for times higher
than T11 there is a current overload of inductance L. At higher
times than the switch-on time T21 there is a discharge of
supercapacitor C2, which results from (2), and thereby reduces
the efficiency of the device.

Further, the CC has up-to-date information about the U1
and U2 voltages through an integrated ADC peripheral. On
the basis of equations (1) and (2) switching times T11 and
T21 can be optimally calculated by CC.

Essential amount of energy transferred in one cycle can be
expressed by the following formula:

∆E =
1

2
C1 · U2

1

(
1− cos

(
T11√
L · C1

))
. (3)

Eventually, in simplified form where T11 <<
√
LC1

applies, equation (3) turns into:

∆E =
1

4

U2
1 · T112

L
. (4)

Remark 4.1: Simultaneous opening of switches S1 and S2
leads to the destruction of the circuit, therefore, it should
be strictly taken to comply with equations 1 and 2. These
equations are approximate relations, while assuming that the
opening time T11 <<

√
LC1 and T21 <<

√
LC2 with

sufficient accuracy to satisfy the requirements of practical
implementation.
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B. Energy flow from C2 to C1 (inverse mode)

In case it is necessary to transfer the energy in the opposite
direction than described in the previous subsection - from
capacitor C2 to the capacitor C1 - the switching mode of
switches S1 and S2 is similar to the previous mode, except
that the order of switching is reversed. In this case, CC through
DO2 closes at first switch S2 for time T22 and after that
the switch S2 is closed and switch S1 opens for time T12.
The energy stored in the inductance L is during time T12
transfered to capacitor C1. Waveforms of control signals of
switches S1 and S2 are shown in Figure 4.

Fig. 4. Control signals in inverse mode

Similarly to the previous case, the conditions for calculating
time T22 are as follows:

– Assume that the inductance coil L is used. Let the ILmax

be the maximum current that is the inductance coil able
to handle;

– The voltage U1 denotes voltage at capacitor C1 and the
voltage on the capacitor C2 is labeled U2.

Then for time T22 applies:

T22 ≤ L · ILmax

U2
. (5)

For time T12 applies the following:

T12 ≤ U2

U1
· T22. (6)

Even in inverse mode, the similar restrictions. Therefore,
please note that from (5) arises the fact that for times higher
than T22 there is a current overload of inductance L. At higher
times than the switch-on time T12 there is a discharge of
supercapacitor C1, which results from (6), and thus reduces
the efficiency of the device.

Further, the CC has up-to-date information about the U1
and U2 voltages through an integrated ADC peripheral. On
the basis of equations (5) and (6) switching times T22 and
T12 can be optimally calculated by CC.

Remark 4.2: Simultaneous opening of switches S1 and S2
leads to the destruction of the circuit, therefore, it should
be strictly taken to comply with figures 5 and 6. These
equations are approximate relations, while assuming that the
opening time T22 <<

√
LC2 and T12 <<

√
LC1 with

sufficient accuracy to satisfy the requirements of practical
implementation.

V. TECHNICAL SOLUTION OF PROPOSED POWER UNIT
MANAGEMENT SYSTEM

The previous section describes the proposed power unit
principle of operation - energy flow. This device controls
power transmission with EH system, supercapacitor and
rechargeable battery or supercapacitor, its principle schematic
is depicted in Fig. 5. Please note that some parts that are not
substantial in terms of function are not mentioned in the figure.
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Fig. 5. Energy management system schematic

Output from EH system (photovoltaic cell, thermo genera-
tor, vibration generator) is connected to connector K1, which
has voltage U1. The supplied device - a sensor node - is
connected to connector K2. The energy is stored in super-
capacitor C1, alternatively in rechargeable battery. Control
unit, which is based on MCU MSP430G2252 enables by
energy flow between primary supercapacitor C1 and secondary
supercapacitor C2 in both directions by properly switched
transistors T1 and T2. The control unit (the MCU) is able
to measure:

– Voltage on generator output with no load or with load
according to state T3 (input A0),

– Voltage U1 on supercapacitor C1 (input A1),
– Voltage U2 on supercapacitor C2 (input A2).
Based on measured voltages and character of EH energy

processor, the energy can be moved between energy storages
C1 and C2 to obtain maximal efficiency of the whole system
and to operate at maximal point of efficiency. It is clear that
in such simple electronic circuit solution (Fig. 5) the system
is able to work correctly only if voltage on supercapacitor C1
is in range 2.5V − 3.6V (supply voltage of the MCU) that
imposes relatively serious restriction. Though, this problem is
able to be solved quite easily - control MCU power supply is
separated, alternatively has its own supercapacitor with charge
pump from C2.

The Fig. 6 shows voltage behavior at the output of a
capacitor C1 (1000uF/16V ). The start of the energy pumping
is colored white, the voltage at the gate of the upper transistor
is colored in cyan and the voltage at lower transistor is colored
in purple. The upper transistor is a P-channel so that it is closed
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at high voltage and open at low. Lower transistor is N-channel
so it opens at high voltage and closes at low. Input source
is a constant voltage of 3.6V , which is able to deliver up to
500mA average current. The process of energy flow starts with
opening of the upper transistor for 800us. Immediately, lower
transistor opens the same time. During testing, the interval
between such “open-closes” was 9.6ms and the whole period
took 10.4ms.

Fig. 6. Voltage behavior of the capacitor C1 on the testbed

The Fig. 7 shows a scenario with C2 capacitor and its alter-
nating charges and discharges. Charging starts with opening of
the upper output transistor for 800us following with opening
of the lower transistor for 8us. After a short pause 4.1ms
inverse energy flow takes place (C2 to C1).

Fig. 7. Voltage behavior at C2 with alternating charges and discharges

The whole cycle takes 10.412ms. The figure shows steady
state of the oscillation and its lower voltage level is 360mV
and its top level reaches 406mV .

It is possible to achieve interesting solutions by connecting
this systems from Fig. 2 in series. Alternatively, modifying the

mentioned scheme for various EH systems that load power
to a joint primary supercapacitor C1. In the latter case the
voltage value has to be kept in order to ensure each system
to operate in the point of maximal power. As an example, we
can speak about more solar panels with various characteristics,
alternatively with different exposure, whose energy is stored
in a single accumulator cell.

VI. CASE STUDY

In this section we propose one simple example of the
proposed system utilization. Let’s imagine the proposed device
to be used for energy harvesting purposes from a photovoltaic
(PV) module. PV generators have two basic drawbacks -
i) conversion efficiency of the incident radiation to electric
energy is low (10 - 20%), especially at low light intensities;
ii) and the amount of the obtained energy depends on the
weather. Other disadvantage of solar cells is nonlinear V-
I characteristic that is changing with the radiation intensity
and the temperature. At particular, having the value of light
exposure and the temperature on V-I characteristic, it is
possible to find just one point, in which PV system works
with maximal efficiency. This point is called Maximum Power
Point (MPP). For the illustration, the V-I characteristic of a
solar module is depicted in Fig. 8.
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Fig. 8. V-I characterisitcs of solar module

It is clear that during active photovoltaic EH system op-
eration there are various outer conditions. The intensity and
angle of incident radiation changes as well as the temperature
of solar cells, etc. These conditions considerably influence the
parameters of the solar panel as well as the electric energy
generator. The aim of the user is a system capable of utilize/ac-
cumulate solar energy at the MPP, while changing conditions
apply. For this purpose, there are techniques called Maximum
Power Point Tracking (MPPT) ensuring that in changes of
working conditions, the photovoltaic system (PVS) is able to
monitor Maximum Power Point (MPP) and then to ensure the
effective operation of the whole system. Problem of designing
and evaluation of MPPT methods was dedicated in many
papers in specialized journals [22], [23], [24]. At present, there
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is a large number of used methods. In Table ?? there are
most often used methods listed and at the same time there is
listed its effectiveness as percentage of theoretical reachable
value to obtained energy. It is obvious, that listed values are
dependent on character of changes in outer conditions, so the
table gives average values obtained in 14 different modes.
Further information can be found in [22]. Note, that several
methods was in [22] tested with various modifications, so
Table ?? summarizes the best achieved results in that cases.

TABLE III
MPPT MEHODS AND THEIR EFFECTIVENESS

MPPT technique Effectiveness [%]
Constant Voltage Method (CV) 79.5

Short Current Pulse Method (SC) 90.7

Open Voltage Method (OV) 94.6

Perturb and Observe Method (P&O) 99.3

Incremental Conductance Method (IC) 99.5

Temperature Method (TP) 97.1

For the implementation purposes into the proposed system,
OV method is used. This method is easy to implement without
other demands on the technical equipment. Average effective-
ness of solar system with use of this method is sufficient
enough. Note, that it is possible to use also other of the above
methods, but implementation of MPPT techniques is not the
matter of this contribution.

Algorithm of PV system control is the following:
1) Switch off the T3.
2) Delay 10µs
3) Voltage with no load measurement U1.
4) Switch on T3.
5) Voltage calculation Up = 0.76 ∗ U1.
6) Voltage measurement UC1.
7) Comparison with Up, if UC1 > Up + ε is true, then

pumpUC1() if UC1 < Up is true, then pumpUC2()
8) Delay 100ms
9) Go to 1

pumpUC1() is a function that pumps the energy from super-
capacitor C1 to C2 unless the condition is true UC1 > Up + ε
(opens and closes T1 for the time according to (1) and
opens and closes T2 for the time in accordance with (2)),
then measures UC1 and compares it with Up + ε and if the
condition is met then ends, otherwise repeats the whole “main
loop”.
pumpUC2() is a function that pumps the energy from super-

capacitor C2 to C1 unless the condition is true UC1 > Up

(opens and closes T2 for the time in accordance with (5) and
opens and closes T1 for the time in accordance with (6), then
measures UC1 and compares it with Up and if the condition
is met then ends, otherwise repeats the whole “main loop”.

ε is the constant, which value depends on values of super-
capacitor C1, it constrains oscillation and often pumping of
the energy.

In described algorithm, as the source of the energy was used
the solar module SLP8-37,2x7,2 with dimensions 41x67,5

mm. Solar module consists of 8 solar cells that are connected
in series. In good working conditions it can generate voltage
U1 (with no load) that exceeds allowed operating voltage
of the MCU. For this reason it is necessary to ensure that
UC1 < 3.6V.

The described example demonstrates applicability of the
proposed control unit in EH WSN applications with utilization
of solar energy. It is obvious that effectiveness of the solution,
as the proportion of obtained energy to theoretical maximum
is dependent on specific conditions. Because self-energy con-
sumption of the control unit is constant, it does not depend
upon amount of generated energy by the solar module. But this
effectiveness also depends upon the size of the solar module
and the light exposure.

VII. CONCLUSION

The control unit of EH system that was developed at our
department is designed for controlling the power unit with
low power. That fact predetermines it for use in WSN appli-
cations, where we expect, that individual nodes are supplied
through EH systems and contain energy storages based on
supercapacitors, alternatively rechargeable batteries. Control
unit, thanks to its versatility and simple parametrization with
use of programmable resources, can find its enforcement in all
cases, where the realization of effective energetic management
with low cost is needed. Despite the fact, that experiments
were made only with solar module, it is possible to use the
proposed system also in many another applications, where it is
needed to implement the bi-directional flow of electric energy.
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Abstract—Many wireless sensor networks operating outdoors
are exposed to changing weather conditions, which may cause
severe degradation in system performance. Therefore, it is essen-
tial to explore the factors affecting radio link quality in order
to mitigate their impact and to adapt to varying conditions. In
this paper, we study the effects of temperature and humidity
on radio signal strength in outdoor wireless sensor networks.
Experimental measurements were performed using Atmel ZigBit
2.4GHz wireless modules, both in summer and wintertime. We
employed all the radio channels specified by IEEE 802.15.4 for
2.4GHz ISM frequency band with two transmit power levels. The
results show that changes in weather conditions affect received
signal strength. Of the studied weather variables, variation in
signal strength can be best explained by the variation in tem-
perature. We also show that frequency diversity can reduce the
effects of channel-specific variation, and the difference between
the transmit power levels.

I. INTRODUCTION

MANY wireless sensor networks (WSNs) and their ap-
plications are in use outdoors exposed to changing

environmental conditions. Weather conditions particularly can
have a significant impact on the performance of WSNs and
therefore cannot be ignored [1], [2], [3]. While the location
of nodes may be fixed and their surroundings might remain
almost static, the weather will not remain stable. The ambient
temperature and humidity will change and fluctuate tempo-
rally, having both diurnal and seasonal variation. In addition,
there can be spatial variation in weather, which affects WSN
due to microclimates. While changes in weather conditions are
inevitable and may have significant effects, they are usually
measurable and could be mitigated based on experimental
measurements. Hence, it is essential to explore weather-related
factors affecting radio link quality in order to mitigate their
impact and to adapt to varying conditions.

The effects of weather conditions on link quality (e.g., signal
strength) in WSNs have been explored in quite a few studies
(e.g., [2], [4], [3], [1], [5], [6], [7], [8], [9]). However, no clear
consensus has been achieved so far. Some studies report that
temperature is the dominating factor affecting signal strength
while others claim that humidity is the main reason. Some
suggest also other reasons. Furthermore, research methods,
radios and platforms employed and a number of explored
weather variables vary between studies, occasionally resulting

in contradictory results and conclusions. Hence, there defini-
tively seems to be a need for further studies.

This paper sets out to find out the effects of temperature
and humidity on radio signal strength in outdoor WSNs.
Experimental measurements were carried out using Atmel
ZigBit 2.4GHz wireless modules [10] with AT86RF230 radios
[11] in a university campus area during December 2013 and
July 2014. Unlike most previous studies, we employed all the
16 radio channels specified by IEEE 802.15.4 for 2.4GHz ISM
frequency band (channels 11−26) using two different transmit
power levels. For the purpose of measuring local weather
conditions, each node was integrated with a sensor (SHT75)
[12] to measure the ambient temperature and relative humidity.
To begin with, we show the temporal variation of signal
strength. To find out the role of temperature and humidity
on this variation, we study how signal strength correlates with
temperature, relative humidity, and absolute humidity. Further-
more, we apply linear regression to explore the magnitude
of these effects. We also highlight the differences between
channels, the utility of frequency diversity, and the difference
between the transmit power levels used. Our findings may
be useful for designing algorithms and protocols which are
adaptive and robust against the effects of weather. In particular,
RSSI-based ranging and localization could benefit from these
results.

In summary, our study has the following main contributions:

• We show that changes in weather conditions affect radio
signal strength. Temperature seems to be the best ex-
planatory variable for signal strength variation and has a
negative, linear effect on signal strength in general, while
high relative humidity may have some effect, particularly
when temperature is below 0◦C.

• We show that correlation between signal strength and the
studied weather variables vary depending on radio chan-
nel and link. Applying frequency diversity will alleviate
these effects.

• We show that smaller transmit power results in smaller
unexplained variation in received signal strength (in most
cases) and thus stronger correlation with the studied
weather variables.

The rest of this paper is organized as follows. In Section II,
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some related studies in the field are shortly presented. In
Section III, we briefly take a closer look at the central variables
used in this paper. Experimental measurements performed are
described in Section IV. Thereafter, experimental results are
presented and analyzed in Section V, followed by a short
discussion in Section VI. Finally, we conclude our work in
Section VII.

II. RELATED WORKS

Temperature has been the main focus in many recent studies
dealing with the effects of weather conditions on link quality.
For example, Bannister et al. [1] found a linear decrease of
8dB in signal strength when temperature rose from 25◦C to
65◦C when they used TI CC2420 radio on a Tmote Sky node,
both in their outdoor experiment in the Sonoran Desert and
in the lab experiment. They also showed the implications this
has for communication range, network connectivity, multi-hop
data collection, and RSS-based localization. Based on both
outdoor and indoor experiments, Boano et al. [5] showed that
the increase in temperature decreases both RSSI (Received
Signal Strength Indicator) and LQI (Link Quality Indicator).
In the outdoor experiment in a wheat field in Govone, Italy,
Boano et al. used Tmote Sky nodes. In their indoor experiment,
they used both Tmote Sky (CC2420 radio) and MSB430 nodes
(CC1020 radio). They also found that the noise floor readings
of both platforms decrease with the increase in temperature.
Based on their over 10-day deployment of TelosB nodes in
a forest garden, Luo et al. [7] showed that both temperature
and relative humidity correlate with RSSI. However, based on
linear regression, only the effect of temperature on RSSI can
be regarded as relatively significant. Wennerström et al. [8] in
their half-year experiment near Uppsala, Sweden, showed how
variations in meteorological conditions affect IEEE 802.15.4
link performance when using TelosB nodes with CC2420
radio. Particularly, they studied how variations in PRR (Packet
Reception Ratio) and RSSI correlate with temperature, abso-
lute humidity, precipitation, and sunlight. Their results show
that PRR and RSSI correlate mostly with temperature, while
the correlation with other factors is not so clear. They also
observed both diurnal and seasonal variation in PRR. In their
recent work, Boano et al. [9] studied the impact of temperature
on various WSN platforms and radios (CC2420, CC2520) and
showed the different effects of temperature on transmitter and
receiver nodes. They also showed that the relation between
temperature and RSSI is similar with different platforms and
can be approximated as a linear function when using platform-
specific parameters. Also, Lin et al. [13] found a temporal
variation of RSSI (with MICAz nodes) during their 3-day
outdoor experiment, in which different transmit power levels
were used, but they did not analyze the cause.

Humidity-related issues have also received a lot of attention
in the research community. Anastasi et al. [2] found that
the transmission range of mica2 sensor nodes (using RFM
ChipCon radios) decreases substantially during rain or fog.
Contrary to this, based on their measurements conducted in a
potato field with the help of Mica2Dot nodes equipped with

Chipcon CC1000 radios, Thelen et al. [4] showed that radio
waves propagate better under high humidity conditions, in the
presence of rain and at night for example. They attributed
this positive impact to changes in the reflection coefficient of
the top of the canopy of the potato field. They showed that
RSSI values were positively correlated with RH and negatively
with temperature, but they focused only on humidity in their
analysis. Capsuto and Frolik [3] demonstrated how rain and
snowfall, freezing rain and fog, and humidity can significantly
affect RSSI, causing large fades or even complete loss of
connectivity. They used Chipcon CC2420DK nodes at three
different frequencies of 2.4GHz ISM band in the experiment.
Boano et al. [5] also showed that the effect of both thin and
thick fog, and rainfall on RSSI is almost negligible. However,
the impact of a very heavy rainfall on wireless communication
may be significant. Markham et al. [6] conducted a 26-day
measurement in the forest of Wytham Woods, near Oxford and
a lab experiment, using T-mote Sky nodes with CC2420 radios.
They showed that variations in RSSI are due to the presence
of water on a node’s casing rather than fading caused by rain.
They justified their finding by stating that water is capacitively
loading the antenna, thereby changing its radiation pattern.

In contrast to previous studies, our experiment was con-
ducted with AT86RF230 radio transceivers. Further, we uti-
lized all the specified 16 radio channels for 2.4GHz ISM
frequency band with two different transmit power levels and
used sensors to measure the ambient temperature and relative
humidity in each node.

III. BACKGROUND

In the following, the related variables used to measure radio
signal strength, temperature and humidity are defined.

A. Received Signal Strength Indicator, RSSI

The well-known basic metrics used to link quality estima-
tion in WSNs are RSSI (Received Signal Strength Indicator),
PRR (Packet Reception Ratio), SNR (Signal to Noise Ra-
tio), and LQI (Link Quality Indicator) [14]. Received Signal
Strength Indicator (RSSI) is a standard feature built in most
radio transceivers typically employed in WSN nodes and
indicates the received radio signal power in a particular radio
channel. As specified in the IEEE 802.15.4 standard [15], RSSI
is computed by averaging RSSI values over 8 symbol periods
(128µs). The IEEE 802.15.4 standard refers to this (average)
RSSI as Energy Detection (ED), as also does the AT86RF230
radio transceiver [11].

The ED value of the AT86RF230 radio used [11] is
computed by averaging RSSI values over 8 symbol periods
(128µs). In AT86RF230, RSSI is a 5-bit register value with
3dB resolution, and ED value is an 8-bit register value with
1dB resolution. The ED value has 84dB range and absolute
accuracy of ±5dB. The RF input power in AT86RF230 can
be computed as follows:

PRF = RSSI BASE VAL + (ED LEVEL− 1) [dBm],
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where RSSI BASE VAL = −91dBm (RSSI sensitivity)
and ED LEVEL = 1..84. The minimum ED value
(ED LEVEL = 0) indicates receiver power less than
RSSI BASE VAL. The formula used to express RSSI as RF
input power [dBm] is radio-specific and usually can be found
in the data sheet of the particular manufacturer.

Throughout this paper, the terms RSSI and signal strength
will be used to refer to RF input power PRF [dBm], unless
otherwise stated.

B. Relation between temperature and humidity

The relationship between different weather variables, such
as temperature and humidity, can be quite confusing. As
it is well known, temperature and humidity are connected
to each other either directly or indirectly. For the purpose
of analyzing the results, it is of the essence to know their
mutual dependence. In the following, we try to emphasize the
differences between various humidity definitions and how they
are related to temperature and to each other. For clarification,
their relationship is also illustrated in Fig. 1.

Humidity is the amount of water vapor, the gaseous state
of water, in the air, and is usually invisible. The maximum
amount of water vapor in the air depends on air temperature.
Absolute humidity (AH) is the water content in the air, i.e., the
mass of water vapor included in a particular volume of air,
expressed in g/m3. Saturated humidity (SH) is the maximum
amount of water vapor in the air at particular temperature
(the blue line in Fig. 1). Relative humidity (RH) defines, in
a percent, how much water vapor (AH) is in the air relative
to the maximum amount of water vapor (SH) at the same
temperature and pressure. Relative humidity of saturated air is
100%. Dew point (temperature) is the temperature to which
air must be cooled down in order that water vapor starts to
condense into liquid water or ice (RH = 100%). [16]

Of particular interest is the point wherein water vapor is
changing from gaseous state into liquid (condensation) or solid
(deposition, T < 0◦C) state. Condensation/deposition starts
when humidity increases or temperature falls, reaching the
saturation point (RH = 100%). The condensed water vapor
is called either dew (frost when T < 0◦C) or fog (or clouds),
depending on whether formed on a solid surface or in the air.
[16]

Absolute humidity AH (g/m3) can be defined, e.g., as a
function of temperature and relative humidity as [17]:

AH(t, RH) = 216.7 ·




RH
100% ·A · exp

(
m·t
Tn+t

)

273.15 + t


 , (1)

where t is the actual temperature (◦C), RH the actual relative
humidity (%), m = 17.62, Tn = 243.12◦C, and A =
6.112hPa.

IV. EXPERIMENT OVERVIEW

In the experiment, we set up a wireless sensor network
operating in 2.4GHz ISM frequency band in a university
campus area in western Finland. The WSN measured and
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Fig. 1. Relationship between the following weather variables: temperature
(t), relative humidity (RH), absolute humidity (AH), saturated humidity (SH),
and dew point (Td) (at constant barometric pressure).

collected data related to weather and radio link quality, both
in summer and wintertime. This raw data was sent to a server
to be further processed and analyzed. In the following, the
experiment is described in more detail.

A. WSN Configuration and Deployment

We used a wireless sensor network operating in 2.4GHz
ISM frequency band in our experiment. The WSN consisted
of Atmel ZigBit 2.4GHz wireless modules (ATZB-24-B0)
[10] containing Atmel’s ATmega1281V microcontroller [18]
and AT86RF230 RF transceiver [11]. Furthermore, the sen-
sor nodes were integrated with a Sensirion’s humidity and
temperature sensor (SHT75) [12] to measure the ambient
temperature and relative humidity. The sensor nodes were
powered with two AA-size 3.6V primary lithium batteries.
The nodes were enclosed with a weatherproof plastic casing,
leaving the external antennas and SHT75 sensors outside the
casing. A drain valve was added into the bottom of the
casing to remove possible moisture or water. The sink node
was similar to sensor nodes, without an SHT75 sensor and
protective casing, and connected wired to a Raspberry PI. The
Raspberry PI had LAN connection for sending raw data from
the sink to the server/database.

The equipment used in the experiment consisted of five
sensor nodes, one sink node and one Raspberry PI. In addition,
there was one server/database. The sensor nodes were attached
to five lamp posts with the help of mounting racks. There was
one 2.4GHz node in a single rack. The nodes were at the height
of approximately 3m (top of the antenna). The sink node and
Raspberry PI were inside the university campus, and they were
powered by mains current. The network setup can be seen in
Fig. 2.

B. Data Collection and Processing

The sink node broadcasted a link-measurement packet twice
in every minute using two different transmit power levels,
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Fig. 2. Measurement network setup (not in scale).

first the maximum transmit power of +3.0dBm (PTX1) and
thereafter −7.2dBm (PTX2). Radio channel was changed
every minute, thus all the 16 channels (11− 26) were rotated
in 15 minutes. Sensor nodes receiving the link-measurement
packets updated their neighbortables for the particular links
(RSSI, etc.), and forwarded the packets in their scheduled time
frames. After the link-measurement phase, the nodes measured
temperature (T) and relative humidity (RH) readings by using
the SHT75 sensor. Thereafter, the sensor nodes sent (unicast)
neighbortable and sensor data (T, RH) to the sink by using
predefined static routing (see Fig. 2). The sink forwarded the
collected raw data to Raspberry PI, which in turn sent it
to the server/database via LAN. Temperature sensor readings
(ADC) were converted to temperature values according to
[12] and calibrated with each other by using offset values,
before saving to the database. Also, RH sensor readings (ADC)
were linearized and temperature-compensated according to
[12] before saving to the database.

The collected raw data was downloaded from the server to
be further processed and analyzed. We used MATLAB [19]
for processing, analyzing and presenting data. Both RSSI data
(of each channel) and weather data (T, RH) were averaged
over one hour. There were 60 RSSI samples in an hour for
each link, i.e., on average 3− 4 samples (for both TX power)
for each radio channel. Weather data was measured once in
a minute; thus there were 60 samples in an hour for each
node. Absolute humidity was also computed; it was based
on average temperature and relative humidity values for each
node, according to (1).

To mitigate the effects of changes in environmental con-
ditions, effects such as multipath fading, on different radio
frequencies, we utilized frequency diversity and computed link
RSSI by averaging the RSSI samples collected at different
radio channels. The 1h average RSSI for each link k, RSSI

k

1h,

was computed as

RSSI
k

1h =
1

n

n∑

i=1

RSSIk,i1h [dBm], (2)

where i = 1..16 (channels 11−26 specified by IEEE 802.15.4
for 2.4GHz ISM frequency band). Bardella et al. [20] have
shown that exploiting frequency diversity will mitigate the
multipath fading effects, which could help us in analyzing the
effects of weather conditions.

To calculate statistics (TABLE I), we used the 1h average
RSSI change of the analyzed links, ∆RSSI1h, as follows:

∆RSSI1h =
1

8

8∑

k=1

RSSI
k

1h −RSSI
k

︸ ︷︷ ︸
=∆RSSIk

1h

[dB], (3)

where k is the link number, RSSI
k

the average RSSI for
link k over the measurement period, and ∆RSSIk1h the 1h
RSSI change for link k. The links chosen to be analyzed were
the ones between the closest neighboring nodes, i.e., the links
1← 2, 2← 1, 2← 3, 3← 2, 3← 4, 4← 3, 4← 5, 5← 4.

As for weather data, we also used 1h average temperature
and relative humidity of the analyzed links. Absolute humidity
was computed based on these average values, applying (1).

V. EXPERIMENTAL RESULTS

We performed experiments and gathered data by using our
WSN in different seasons. Data from three different periods
was chosen, one set in summer and two in winter, to be ana-
lyzed here. The representative periods are 1 week in July 2014
(temperature > 0◦C), 1 week in December 2013 (temperature
<> 0◦C), and 3 days in December 2013 (temperature < 0◦C).
Our aim is to find out how temperature and humidity affect
radio signal strength.

A. Temporal Variation of Signal Strength

When exploring the results from our experiments in both
summer and winter, it is evident that signal strength has
both short-term (diurnal) and long-term (seasonal/weekly)
variation. Interestingly, the variation is notably different in
each period. Diurnal variation (day/night) is clearly apparent
in summer, whereas seasonal variation is easier to detect in
winter and between different seasons (summer/winter). These
variations are not random but mainly cyclic, following a
certain distinct pattern. For example, in summer, as can be
seen in Fig. 3 (a), signal strength falls in the daytime and
rises in the nighttime.

Comparing the variation of signal strength with the variation
of weather variables in Fig. 3, it is easy to find similarity
between them, especially in summer. This suggests that there
is a relation between signal strength and particular weather
variables. However, the relation in summer seems to be
different from that in winter. For example, in summer there
is hardly any relation between absolute humidity and signal
strength, but in winter below 0◦C the correlation is quite clear.
In contrast, when temperature fluctuates near 0◦C, the relation
between weather variables and signal strength is unclear.
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(a) July 2014 (above 0◦C). (b) December 2013 (around 0◦C). (c) December 2013 (below 0◦C).

Fig. 3. RSSI change, temperature (T), relative humidity (RH), and absolute humidity (AH) of the analyzed links (mean, min, max) during three different
periods (PTX = 3.0dBm). RH data of node 3 is excluded from all computations for December 2013 (around 0◦C) due to humidity sensor malfunction.

The behavior of individual links is quite similar, as shown in
Fig. 3. This indicates that RSSI variation is mainly caused by
changes in weather affecting all the links, rather than by some
site-specific reason. However, between individual channels
there can be quite large variations in RSSI behavior, both
within and between individual links. Probably this results from
other factors, such as multipath propagation. By averaging the
RSSI samples of different radio channels, we can thus smooth
the random and channel-specific variation to better discover
the effects of weather conditions.

Nevertheless, our observations confirm the findings reported
in the literature (e.g., [1], [8]), which states that signal strength
has temporal variation. Probably these variations are mostly
due to changes in weather conditions. In the following, we will
focus on temperature and humidity to find out their effects on
RSSI variation.

B. Effects of Temperature on Signal Strength

As could already be seen in Fig. 3, there is an obvious
relationship between temperature and signal strength. In gen-
eral, when temperature rises signal strength (RSSI) falls, and
vice versa. This indicates negative correlation (dependence)
between temperature and signal strength. To get a better
understanding of the matter, we computed Pearson correlation
coefficient to measure the degree of linear dependence between
temperature and RSSI. The results from July are presented in
Fig. 4 (a). As can be seen, the correlation varies depending
on channel and link. Some link-channel combinations have a
very strong correlation, while in some others the correlation
is less significant. The difference between the correlation of
average RSSI change with temperature (straight black line)
and the individual link-channel correlations with temperature
is quite clear, indicating the benefits of exploiting frequency
diversity. The correlation of the average RSSI change (also

channel-specific) is strong, confirming the hypothesis that
RSSI correlates negatively with temperature.

The correlation of average RSSI change with temperature is
high also while below 0◦C in December. However, when tem-
perature fluctuates near 0◦C, there is a substantial degradation
in correlation. Nevertheless, the negative correlation still holds.
The correlation between temperature and RSSI is statistically
significant (p < 0.001) in each measurement period.

When comparing how RSSI correlates with temperature
with two different transmit power levels, we can find some
differences. On average, RSSI correlation with temperature
is slightly stronger (negatively) when using smaller transmit
power (PTX = −7.2dBm) compared to when using the max-
imum transmit power (PTX = 3.0dBm). This holds true for
all the three periods, being emphasized in winter when the
deviation is bigger.

To quantify the effect of temperature on RSSI, we plotted
both RSSI of individual links and average RSSI change versus
temperature and applied simple linear regression, where we
used temperature as an explanatory variable for RSSI variation.
The results from July are presented in Fig. 4 (b) and 4 (c).
As can be seen, temperature has quite a considerable effect on
signal strength. A linear, negative trend can be observed for
all the links, but there is some variation regarding magnitude
of the impact (regression coefficient). As for RSSI change,
regression coefficient is −0.127, i.e., the rise of temperature by
10◦C decreases RSSI approximately by 1.3dB. The coefficient
of determination (R2) is very high (0.93), which implies that
in this model RSSI variation can be explained to a high degree
by the variation in temperature.

There are no great differences between the different periods
regarding the magnitude of the impact. The regression coeffi-
cient varies between −0.09 and −0.13. However, R2 decreases
during frost, and practically plunges while temperature is
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Fig. 4. Relationship between RSSI/RSSI change and temperature (T) during one week in July 2014 (PTX = 3.0dBm). (a) Pearson correlation between
RSSI/RSSI change and T, (b) Linear regression of RSSI on T (all links), (c) Linear regression of average RSSI change on T.

around 0◦C. This indicates that when temperature fluctuates
around 0◦C, there are some other factors causing large de-
viations, thus reducing correlation and R2. The regression
coefficients are statistically significant (p < 0.001) in each
measurement period.

As for the magnitude of the effect, the differences between
two power levels are not significant. R2 values are somewhat
higher with the smaller transmit power (PTX2), indicating that
the smaller transmit power results in smaller unexplained RSSI
variation.

The summary of the relationship between temperature and
RSSI is presented in TABLE I.

C. Effects of Humidity on Signal Strength

Another potential factor affecting signal strength is humid-
ity. As can be seen in Fig. 3, there is also a clear relation
between both relative (RH) and absolute (AH) humidity and
signal strength in particular times. Relative humidity rises
and falls together with RSSI (above 0◦C), indicating positive
correlation, while the trend of absolute humidity indicates neg-
ative correlation (below 0◦C). As previously, we computed the
Pearson correlation coefficients and simple linear regression
for both RH and AH. The summary of the relationship between
RH/AH and RSSI is presented in TABLE I. The correlation
and regression coefficients of RH to be discussed below are
statistically significant (p < 0.01) in each measurement period,
while those of AH are statistically significant only for winter
periods.

In July, RH has a very high positive correlation (0.95)
with RSSI while AH and RSSI are uncorrelated. R2 in the
regression model is also very high for RH, which means that in
this model RSSI variation could be explained to a high degree
by the variation in RH. As for RSSI change, the regression
coefficient of RH is about 0.03, which means that the rise of
RH by 10% increases RSSI approximately by 0.3dB.

In December, at the temperature below 0◦C, both RH and
AH have high, almost equally strong but opposite correlation
with RSSI. Interestingly, the regression coefficients of both
RH and AH are about 2 − 3 times higher compared to the
other period(s). Also R2 is quite significant (≈ 0.6) for both

RH and AH, although for RH it is smaller when compared to
July.

In the near 0◦C period, correlation is quite low for both RH
and AH. However, it is still consistent with the other period(s).
Due to decreased correlation, it is obvious that R2 in the
regression model is also low for both RH and AH. Therefore,
the explanatory powers of the linear regression models are not
sufficient.

On average, RSSI correlation with AH is slightly stronger
(negatively) with smaller transmit power in both winter pe-
riods, as are the regression coefficients and R2 values. In
the case of RH, the differences between the power levels are
relatively minor.

D. Temperature vs. Humidity

While correlation is a good predictor of a potential causal
relationship, it does not imply causation and could be caused
by some other factor. The high correlation between the studied
weather variables and RSSI both in July (T, RH) and below
zero (T, RH, AH) could be partly explained by the high
mutual dependence of temperature and humidity, as illustrated
in Fig. 5. As can be seen, RH correlates strongly with
temperature in July, while AH does so in December. This close
relationship between the studied weather variables complicated
our attempts to distinguish between the actual impact of tem-
perature and humidity on RSSI. Therefore, we applied multiple
linear regression with two explanatory variables to find out
both the combined effect and the effect of a particular weather
variable while the other variable is taken into account. As
previously, to analyze the effects of temperature and humidity
on RSSI, we used the average RSSI change, T, RH and AH
of the analyzed links.

As expected, some of the results show high collinearity
between temperature and humidity. In July, temperature and
RH are highly collinear (variance inflation factor, VIF is
high), while in December below 0◦C, temperature and AH are
collinear. Therefore, it is questionable to use them together in
the regression model. Contrary to this, temperature and AH are
not collinear (VIF = 1.01) in July, nor are temperature and RH
(VIF = 1.38) in December when temperature is below 0◦C.
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TABLE I
AVERAGE RSSI CHANGE VS. TEMPERATURE (T) / RELATIVE HUMIDITY (RH) / ABSOLUTE HUMIDITY (AH).

Statistical significance: RSSI vs. T RSSI vs. RH RSSI vs. AH
∗ p < 0.01 July December December July December December July December December
∗∗ p < 0.001 (T > 0◦C) (T <> 0◦C) (T < 0◦C) (T > 0◦C) (T <> 0◦C) (T < 0◦C) (T > 0◦C) (T <> 0◦C) (T < 0◦C)
otherwise none (n = 168) (n = 168) (n = 72) (n = 168) (n = 168) (n = 72) (n = 168) (n = 168) (n = 72)

Pearson correlation (r)
PTX1 = +3.0dBm -0.965∗∗ -0.336∗∗ -0.851∗∗ 0.946∗∗ 0.229∗ 0.776∗∗ -0.022 -0.264∗∗ -0.779∗∗

PTX2 = −7.2dBm -0.973∗∗ -0.446∗∗ -0.891∗∗ 0.948∗∗ 0.316∗∗ 0.768∗∗ -0.050 -0.353∗∗ -0.825∗∗

Regression coef.
PTX1 = +3.0dBm -0.127∗∗ -0.101∗∗ -0.090∗∗ 0.035∗∗ 0.032∗ 0.081∗∗ -0.013 -0.227∗∗ -0.539∗∗

PTX2 = −7.2dBm -0.113∗∗ -0.121∗∗ -0.115∗∗ 0.031∗∗ 0.040∗∗ 0.098∗∗ -0.026 -0.276∗∗ -0.701∗∗

R2

PTX1 = +3.0dBm 0.932 0.113 0.724 0.895 0.053 0.602 0.000 0.069 0.607
PTX2 = −7.2dBm 0.947 0.199 0.795 0.899 0.100 0.590 0.002 0.124 0.680

The results from July show that temperature is the dominat-
ing factor affecting RSSI. Using AH as the other explanatory
variable together with temperature in the model does not
improve the adjusted R2 (R̄2) in practice. Further, the weight
of temperature in the model is significantly higher than that
of AH. Therefore, it is sufficient to include only temperature
in the regression model.

The situation is different in December below 0◦C. While
temperature is the most significant variable (R̄2 = 0.72 for
PTX1), using of RH as the other explanatory variable does
improve the R̄2 to a relatively large extent (R̄2 = 0.87). This
means that both temperature and RH seem to have effect
on RSSI. However, the proportion of temperature in RSSI
variation is somewhat higher than that of RH. It is thus
reasonable to consider the inclusion of both temperature and
RH in the regression model.

When temperature is around 0◦C in December, there are
other factors apart from temperature or humidity (although
probably related to them) causing sudden RSSI variations, as
can be seen in Fig. 3. RSSI can experience large variations
when temperature fluctuates near 0◦C and RH is close to
100%, resulting in low R2 for all the variables. RSSI variation
thus cannot be explained with the help of any linear model in
this case.

In conclusion, temperature generally seems to be the most
significant variable affecting RSSI and could be used in a
linear model to explain RSSI change, except in the above-
mentioned special case. Relative humidity may have some
effect on RSSI, particularly in high humidity conditions below
0◦C, where it may be useful to include both temperature and
RH in the model.

VI. DISCUSSION

Our findings confirm the previous results in the literature
of the effects of temperature on link quality. Moreover, some
RF transceiver manufacturers mention the temperature depen-
dency in their data sheets [21], [22], [11], thus supporting
the results. It has been reported that both output power and
receiver sensitivity [21], as well as crystal frequency accuracy

(drift) and characteristics of the VCO (Voltage Controlled
Oscillator) [21], [22] vary with temperature.

As it was shown, the effect of humidity is more compli-
cated. Additionally, the accuracy of SHT75 sensor decreases
substantially during high humidity conditions (RH > 90%).
It decreases linearly from typical ±1.8%RH to ±4.0%RH
when RH increases from 90% to 100% [12]. Furthermore,
[12] states that long term exposure to conditions outside the
sensor’s normal operating range may temporally offset the RH
signal (+3%RH after 60h). During both our winter periods,
relative humidity is high and mostly over 90%. According to
[12], RH can drop drastically due to heavy condensation of
water on the sensor surface, which was also observed in our
experiment. The foregoing aspects may affect the accuracy of
the results in winter.

Particularly problematic is the case when near-zero temper-
ature is combined with high humidity (RH close to 100%).
RSSI fluctuation in that period could be due to ice/snow on
top of the nodes and antennas melting into liquid water and/or
liquid water (due to condensation or rain) freezing into ice.
The same kinds of effects of water/ice on link quality are
reported, e.g., in [6] and [3]. This indicates that water in
liquid or solid state on top of the nodes or antennas may
cause unpredictable changes in signal strength. Therefore,
temperature and humidity may have indirect effects on RSSI
variation through condensation (RH ≈ 100%) and freezing of
water or melting of ice/snow (T ≈ 0◦C).

Regardless, the effects of temperature and humidity on
signal strength can have severe implications on different sensor
network protocols. Particularly, the accuracy of RSSI-based
ranging and localization decreases significantly if the effects of
temperature and humidity are ignored. Therefore, temperature
and humidity conditions should be taken into account in
RSSI-based ranging in order to adapt to prevailing weather
conditions. Our results could be used to compensate RSSI
variation caused by temperature and humidity, and thus to
improve ranging accuracy. Based on the experiment, it could
be advisable to use frequency diversity in RSSI-based ranging
and localization instead of a single channel. Further, the effects
of temperature and humidity have implications on many other
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(a) July 2014 (above 0◦C). (b) December 2013 (around 0◦C). (c) December 2013 (below 0◦C).

10 20 30 40
20

40

60

80

100

T [°C]

R
H

 [
%

]

10 20 30 40
5

10

15

20

T [°C]

A
H

 [
g

/m
3
]

20 40 60 80 100
5

10

15

20

RH [%]

A
H

 [
g

/m
3
]

r
T,RH

 = −0.972, n = 168

r
T,AH

 = 0.074, n = 168

r
RH,AH

 = 0.140, n = 168

−2 0 2 4 6
80

85

90

95

100

T [°C]

R
H

 [
%

]

−2 0 2 4 6
4

5

6

7

8

T [°C]

A
H

 [
g

/m
3
]

80 85 90 95 100
4

5

6

7

8

RH [%]

A
H

 [
g

/m
3
]

r
T,RH

 = −0.454, n = 168

r
T,AH

 = 0.930, n = 168

r
RH,AH

 = −0.096, n = 168

−20 −15 −10 −5 0
85

90

95

T [°C]

R
H

 [
%

]

−20 −15 −10 −5 0
1

2

3

4

T [°C]

A
H

 [
g

/m
3
]

85 90 95
1

2

3

4

RH [%]

A
H

 [
g

/m
3
]

r
T,RH

 = −0.525, n = 72

r
T,AH

 = 0.985, n = 72

r
RH,AH

 = −0.390, n = 72

(d) July 2014 (above 0◦C). (e) December 2013 (around 0◦C). (f) December 2013 (below 0◦C).

Fig. 5. Correlation between average RSSI change and weather variables (T, RH, AH) during three different periods (a-c). Correlation between temperature
(T), relative humidity (RH), and absolute humidity (AH) during three different periods (d-f).

protocols besides localization. These include protocols related
to network connectivity and management, routing, etc.

Weather conditions are not the only reason for RSSI varia-
tion. Also HW-related issues and other environmental condi-
tions, such as changes in surroundings (especially in winter),
interference, etc. may affect signal strength. The effect of
RSSI resolution on the results is also unknown. Furthermore,
the measurement period we used was relatively sparse. By
using a more dense measurement period as well as applying
some filtering method to RSSI readings, it could be possible
to achieve more accurate results.

In our future studies, we intend to carry out more exper-
iments and lab measurements to study the effects of tem-
perature and humidity on radio link quality in a controlled
environment.

VII. CONCLUSION

In this paper, the effects of ambient temperature and humid-
ity on radio signal strength of Atmel ZigBit 2.4GHz wireless
modules in outdoor WSNs were explored. Experimental results
show that changes in weather conditions affect received signal
strength. Temperature seems to have a significant negative
influence on signal strength in general, while high relative
humidity may have some effect on it, particularly below 0◦C.
Further, it was shown that use of frequency diversity can
reduce the effects of channel-specific variation, and the dif-
ference between the transmit power levels used. Our findings

could be useful when designing adaptive, robust algorithms
and protocols, such as those related to RSSI-based localization.
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Abstract—Global warming is big issue of this time. It is
caused by producing emissions, mainly carbon dioxide. Many
organizations tries to establish restrictions to limit CO2 emissions.
Our aim is to monitor underground parking lots and detect level
of carbon dioxide using wireless sensor network. Gained results
are drawn in the map of pollution of monitored area.
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I. INTRODUCTION

CARBON dioxide is a chemical compound, formed by
two atoms of oxide and one atom of carbon connected

by two double bonds. Carbon dioxide is a natural part of
chemical compounds and atmosphere in certain amount, which
is produced by fauna and flora. After the industrialization,
carbon dioxide concentration in the air dramatically arose. This
fact was caused by gas and oil combustion.

Recently, CO2 concentration is at such level that population
health is at risk. Some animal species can even face extinction
because of climatic changes. Carbon dioxide is one of the most
typical greenhouse gases and it causes that the heat reflected
by Earth surface is kept in the atmosphere. This phenomenon
results in increase of Earth temperature, which affects our
ecosystem.

According to Kyoto protocol, 141 countries agreed to lower
their emissions of greenhouse gases, including carbon dioxide.
The aim is to reach 5.2% lower level than concentration
of greenhouse gases in the 1990. To control CO2 level in
underground parking lot, its monitoring has to be performed.
Nowadays there is a lot of underground parking lots in cities,
which are not sufficiently air ventilated. For this purpose
wireless sensor network (WSN) should serve [1]. This paper
deals with CO2 detection at the bases of its level monitoring
by WSN.

II. CONSEQUENCES OF CO2 ACCUMULATION

In the garages, monitoring of air pollution is provided by
measuring the CO2 level using appropriate sensors which are
deployed in whole area, based on the zone division. It is
important to deploy sensor all over the building because of
different gas concentration in given zones.

Measured values fall in range from 0 to 2 000 ppm (particles
per million) CO2. Minimal carbon dioxide concentration is
around 400 ppm which is adequate to clean air. CO2 is well
mixed in the atmosphere, so observations of concentrations

from a single site are an adequate indicator of world trends
for atmospheric CO2 [2]. For better imagination, concentration
of CO2 is shown in relative values, where 0% is equivalent
to outside air (cca 400 ppm), 100% is adequate to maximal
acceptable concentration, usually 2 000 ppm. The air pollution
may be divided into several levels. First level is up to 40%
which means 800 + 400 ppm, second level is in range up to
65 % which is 13000 + 400 ppm and the third level can get
values up to 85% (1700 + 400 ppm). Level of carbon dioxide
has a significant influence to the people:

• 1 % concentration of carbon dioxide in the air can cause
sleepiness,

• 2 % causes human to be slightly dopey, increases blood
pressure and heartbeat and decreases hearing ability,

• 5 % usually stimulate breath center, causes dizziness
and confusion and troubles with breathing accompanied
by headache and anhelation. This concentration can also
result in access of panic.

There are two approaches to detect CO2 using sensors. The
first one is measurement using method of wavelength absorp-
tion, which is one of the properties of chemical compound.
This method is called NDIR (not dispersive infrared) [3]. The
second method is based on changes of electrical charge of
chemical reaction measuring. This reaction is a result of air
contact (CO2 particles) with particles in the sensor.

If we want to control and decrease the level of CO2, at first
we need to know its concentration in give area. The most
used detection method is using NDIR sensors [4], but the
price of sensors is quite high (between 100 and 1000 euro).
For that reason we decided to use sensor with technology of
measuring chemical reactions. We selected MQ-135 sensor,
which provides monitoring of air quality and with suitable
settings it can be used as sensor for CO2 detection.

III. SENSOR DESCRIPTION

The sensor is designed for the use in air quality control
equipments for buildings / offices. It is suitable for detection
of NH3, NOx, alcohol, Benzene, smoke and CO2 [5]. The
sensitivity characteristic of the MQ-135 sensor can be seen at
Fig. 1. This characteristic is used for the conversion of sensors
output to the related ppm characteristic for the gas under test.

As the graph shows, the CO2 curve can be described by the
equation in the form
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Fig. 1. Characteristics of MQ-135 sensor

y = a · xb, (1)

where y corresponds to ppm and x corresponds to Rs/Ro.
Since the characteristic is defined graphically, we determine

two points that can be described with the minimum deviation.
Substituting these points and then solving the set of two
equations

200 = a · 0, 8b
10 = a · 2, 1b, (2)

we obtain coefficients a a b which represent scaling factor and
exponent respectively.

To obtain the calibration constant Ro, known current aver-
age value of CO2 in the atmosphere and the equation 3 is used,
where Rs is the measured value, a = 100.0482, b = -3.1041
and current ppm = 401.52.

Ro = Rs · b

√
a

ppm
(3)

On this basis, we can conclude that the ppm value can be
determined by the equation

ppm = 100.0482(Rs/Ro)
−3.1041. (4)

Using the above calculation, it is possible to obtain values
of CO2 levels in the air of monitored environment. This
theory was applied via a wireless network, where each nodes
computational part is microcontroller SAM4S.

IV. DESCRIPTION OF PRINTED CIRCUIT BOARD -
PROCESSING AND COMMUNICATION

The basis of the board is a microcontroller ATSAM4S. This
model contains a Cortex-M4 core and it is equipped with RISC

Fig. 2. Architecture of WSN node

architecture. It works at 120MHz frequency, it is equipped with
12-bit AD Converter with Programmable Gain Amplifier and
its consumption is 180uA/1MHz-max [6]. The input of the AD
converter is a signal obtained from the CO2 sensor (module
with the sensor MQ-135). RF module is also connected to
the PCB. Communication between MCU and RFM70 module
is provided via SPI communication interface. The sensor
node is also equipped with an SD card slot with which the
MCU communicates via HSMC interface. The archtecture of
WSN node is described at Fig. 2. Sensor, processing and
communicational modules are interconnected, so real CO2
monitoring device can be seen at Fig. 3.

A. Collecting the results (processing)

To be able to determine the level of CO2, it is important to
apply mathematical relationship at the output of CO2 sensor.
MQ-135 changes the analog output voltage value with respect
to the CO2 level.

To define this value in digital domain, we use an integrated
12-bit AD converter. After the timer interrupt is set, method
ADCRead() is implemented. In this method, a single con-
version is performed. When the end of the transfer is reached,
the obtained data are stored to the variable and are ready for
further processing.

To work with the proper amount of CO2 level values, it is
important to apply the normalization function (4), where we
got a correction constant Ro = 0.869565, which represents
15% more than measured value. The acquired data are then
written to the microSD card (or sent through the RF module)
and the MCU waits for the next interrupt from the timer.

WSN node functionality can be divided into several working
modes:

• data gathering - sampling, converting signal from analog
to digital form (A/D converter), processing, data storage

• data transmission - data encoding, data encapsulation,
broadcast

• data receive - filtering, decoding, data extraction, error
checking
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Fig. 3. CO2 detection module

B. Communication method

When we were creating the network topology, we had to
take into consideration some basic information about WSN.

Network designs are based on three types of topologies:
• Bus Topology - This topology consists of a Backbone ca-

ble connecting all nodes on a network without intervening
connectivity devices.

• Star Topology - In the computer networking world the
most commonly used topology in local area networking
is the star topology.

• Ring Topology - In ring network, each node is connected
to the two nearest nodes so that the entire network forms
a circle.

We chose a star topology, which we have expanded to the
tree topology. This topology was enough for our purpose of
use. Properties of tree topology are:

1) resistance of the network against downtime of the indi-
vidual stations and lines

2) sensitive to downtime of nodes
3) easy expandability
4) two-point connections
Our next challenge was WSN synchronization. We were

deciding between known synchronization methods which are:
• Reference Broadcast Synchronization (RBS), [7]
• Timing-sync Protocol for Sensor Network (TPSN), [8]
• Flooding Time Synchronization Protocol (FTSP), [9]
• Universal synchronization algorithm for wireless sensor

networks - "FUSA algorithm", [10]
From these methods, we decided to use the algorithm

FUSA, especially because it can be easily implemented and
it is not suitable only for hierarchical networks, it is universal
and scalable. After resolving these problems, we managed to
submit data to the central node and ensure proper network
functionality. In the central node, these data are saved on the
microSD card. These data are then evaluated in the offline
mode, so they can be processed and map of air pollution of
the monitored area can be created.

An inexpensive wireless module that meets our require-
ments is used for communication between nodes. Wireless

module RFM70 is a transmitter / receiver that operates at a fre-
quency of 2.4GHz. The module has low power consumption,
which is 23 mA when it is used as a transmitter and 18 mA
as a receiver. It can be powered by supply from 1.9V to 3.6V,
but its inputs withstand the voltage up to 5V. Consumption
in standby mode of the module is only 50µA. The speed
of wireless transmission of this module is 1Mbps or 2Mbps.
The module supports 126 channels. It communicates with the
microcontroller via SPI serial interface [11].

Individual nodes are synchronized by FUSA algorithm [10].
Nodes send data via RF module to the central node, where
these data are saved on the SD card. These data are then
evaluated in the offline mode, so they can be processed and
map of air pollution of the monitored area can be created.

V. THE DEPLOYMENT OF WSN AND VISUALIZATION OF
RESULTS

For testing purposes, WSN was deployed in the basement of
the shopping centre [12]. Deployment of the nodes can be seen
at Fig. 5, nodes are drawn as black bullets. There was an effort
to place the sensors effectively for purposes of measurement.
Some of the sensors are placed nearby the doors. Entrances
and exits are marked in the figure. Other sensors were placed
far from entrance / exit and in the corners where we expected
the pollution to reach the highest values. One floor of the
underground garage has been diagnosed for the period of one
week. The collected data are graphically represented in the
Fig. 4, where we can observe the dependence of emissions
from the time for the sensor S1, so it is possible to monitor
the time trend of the pollution.

Occurrence of emissions in the object during the night and
early morning is insignificant (very small) [13]. The rate of
pollution increases with active use of the parking lot [14].
This fact is the most visible in the early loading and afternoon
emptying of these areas. We noted that the level of emissions
for various days is very similar. Friday differs from other
days significantly, because parking services are used by most
drivers.

Fig. 5 shows the map of the environment with an adequate
level of emissions at given time. To create such map, measured
emissions from all the sensors that are valid for a given time
should be collected. We expected the worst air in the corner
areas but on the contrary the most polluted spots were nearby
southern exit. We analysed the situation and found out that
the cars entering and leaving the parking lot use more often
this exit than the eastern exit. It means that on this way,
there is often traffic jam while waiting for opening the barrier
because each car has to stop and check the parking ticket in
the machine and all cars have its engine turned on. Reason for
choosing this exit is logistical - this entrance / exit has better
connection towards the city centre, other shopping centres
and also it is a direction to some apartment settlements. The
corner parts are quite good ventilated, what outreached our
expectation. That is thanks to effective ventilation system.
Thus we can recommend to increase ventilation only in the
area of southern exit.
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Fig. 4. CO2 concentration recorded at sensor S1 during the week

Fig. 5. Map of CO2 concentration

VI. CONCLUSION

Underground parking lot monitored during the testing week
did not reach the first level of air pollution. This fact is caused
by a good ventilation system (air conditioning) deployed in
these areas. Nevertheless, it can be said that in the time of
rapid usage of these spaces by drivers, the pollution level of
parking lot has increased from an average to almost double.

System for the detection of CO2 proposed and designed
by us may be used not only in the underground parking lots
but also in industrial zones. In the future, the system could
be extended by the microphone and thus it might also serve
for measuring acoustic emission eg. at road administration
(control of the traffic flow, noise and CO2 emissions).
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Abstract—With WSN deployments increasing in popularity,
securing those deployments becomes a necessity. This can be
achieved by encrypting inter-node communications and/or using
message authentication codes. AES is a well studied symmetric
cipher, with no known practical vulnerabilities, that can be used
to solve both problems. We provide an optimized implementation
of AES, with four modes of operation (ECB, CBC, CFB and
CTR), that uses the hardware accelerator available on the
ATmega128RFA1 microcontroller, and compare it with the best
known software implementation. We show that our hardware
AES implementation is both faster and more energy efficient than
a software implementation. This is not the case for previous sensor
nodes and implementations, which show an improved execution
speed, but with a higher energy consumption.

I. INTRODUCTION

AS A general definition, a wireless sensor network is
composed of a set of nodes which communicate through

a wireless medium in order to perform certain tasks. A couple
of examples where WSNs can be deployed, as stated in [1],
are: fire extension detection, earthquake detection, environment
surveillance for pollution tracking, intelligent building man-
agement, access restriction, detection of free spaces in parking
lots and so on. Advantages brought by WSNs are enhanced
flexibility and mobility, mainly because nodes are generally
powered from an on-board battery and thus do not depend
on their surroundings. This, however, is also their biggest
weakness. The lifetime expectancy of a node depends on its
usage. The constraints mainly come from the limited energy
source, as data processing and transmission can be energy
intensive.

The particular characteristics of these types of networks
make the direct implementation of conventional security mech-
anisms difficult. The imposed limitations on minimizing data
processing and storage space and reducing bandwidth need to
be addressed. The major constraints for WSNs, as presented
in [2], [3] and [4], are: energy consumption (which can
lead to premature exhaustion of the energy source and to
the denial of service), memory limitations (flash, where the
application source code is stored, and RAM, where sensed
data and intermediary computing results are stored), unreliable
communication (the routing protocols used, collisions), latency
(which can lead to synchronization issues and algorithms that
cannot act correctly) and unattended nodes (an attacker could
have physical access to the nodes).

The concept behind WSNs and their applications presents
an increased risk to a series of attacks which can affect the

network’s functionality. In this paper we analyze algorithms
that provide confidentiality for WSNs. We focus our analysis
on AES-128, as it is a well studied cipher with no known
practical vulnerabilities, has a speed comparable with other
symmetrical encryption algorithms and is supported on multi-
ple WSN platforms through a hardware acceleration module.

In section II we discuss some of the related work. Sec-
tions III and IV present the algorithm design and modes of
operation and the implementation with two methods, software
and hardware. Then, in section V, we make a comparative
analysis of the solutions, based on execution time and energy
consumption, and select the encryption methods suitable for
ATmega128RFA1-based platforms, taking also into considera-
tion the provided security. Finally, we present the conclusions
of our work.

II. RELATED WORK

The problem of measuring the cost of encryption on
wireless sensor node hardware has been addressed previously.
In [5] Lee et al. analyze a range of symmetric-key algorithms
and message authentication algorithms in the context of WSNs.
They use the MicaZ and TelosB sensor nodes and measure
the execution time and energy consumption of different algo-
rithms. For AES they provide measurements for a hardware
assisted implementation and conclude that it is the cheapest
when either time or energy is considered. They do not however
study this implementation on different plaintext lengths and
instead rely on datasheets to extend to lengths longer than one
block. However, this conclusion is not backed by Zhang et al.
in [6] which compares different AES implementations on the
MicaZ nodes. They conclude that hardware assisted encryption
is faster, but also consumes more energy due to the external
chip which handles the computation in hardware.

Compared to their work, we study only AES-128 which is
a well known cipher also adopted by the National Institute
of Standards and Technology (NIST) and which has been
proposed as a viable alternative ([7]) to other less studied
ciphers in WSN applications. This choice is also supported by
the fact that multiple 802.15.4 transceivers offer a hardware
accelerator for AES operations. We study the newer Sparrow
v3.2 sensor nodes based on the ATmega128RFA1, which
integrates the microcontroller with the radio transceiver and
hardware encryption module, and show that AES-128 can
be efficiently implemented reducing both execution time and
energy consumption. We also provide hybrid implementations
for modes of operation that are not natively supported by the
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hardware and show that they can still be efficiently imple-
mented with the available primitives.

In [7] Law et al. conduct a thorough survey of the costs
of different block ciphers, when implemented on sensor node
hardware. They conclude that Rijndael (AES) is the second
most efficient cipher, being surpassed only by Skipjack. How-
ever, their analysis is based on older hardware and does not
consider any hardware accelerated implementations.

In [8] de Meulenaer et al. study the problem of key ex-
change and measure the cost of two key agreement protocols:
Kerberos and Elliptic Curve Diffie-Hellman. They measure the
energy consumption of the two protocols on MicaZ and TelosB
sensor nodes and conclude that the listening mode is the prin-
cipal factor in the energy efficiency of key exchange protocols,
with Kerberos being the more efficient protocol. Compared to
their work, we concentrate on encryption algorithms, and more
specifically on AES, with key distribution left for future work.

III. DESIGN

AES is a block cipher encryption algorithm that uses
symmetrical keys for encrypting a block of plaintext and
decrypting a block of ciphertext [9]. The algorithm uses a
series of rounds consisting of one or more of the following
operations: byte-level substitution, permutation, arithmetical
operations on a finite field and XOR-ing with a given or
calculated key [10]. As a general rule, the operations are
handled bytewise.

AES receives as input a plaintext of 16 bytes and the
encryption key, which has a variable dimension of 16, 24
or 32 bytes. The input text is processed into the output text
(ciphertext) by using the given key and applying a number of
transformations. Encryption and decryption are similar, except
for the fact that decryption needs an extra step —it first runs
a full encryption in order to obtain the modified key needed
for decrypting data.

In [11], Schneier divides symmetrical encryption algo-
rithms in two basic categories: block ciphers and stream
ciphers. A block cipher encrypts a block of plaintext producing
a block of encrypted data, whilst a stream cipher can encrypt
plaintexts of varying sizes. This makes block ciphers prone
to security issues, if used to encrypt plaintexts longer than
the block size, in a naı̈ve way, mainly because patterns in the
plaintext can appear in the ciphertext.

A more secure way to encrypt data with a block cipher
can be achieved by combining the encryption algorithm with
a few basic operations, in a mode of operation. It is worth
mentioning that the operations are not directly securing data.
This is the responsibility of the block cipher. Still, they should
not compromise the security provided by the cipher.

A. Electronic Code Book (ECB)

The ECB mode of operation receives blocks of plaintext,
respectively ciphertext, and a key and produces corresponding
blocks of ciphertext, respectively plaintext. One property of
this mode of operation is that two blocks of plaintext, en-
crypted with the same key, will result in two identical blocks
of ciphertext. ECB is the most simple mode of operation.
However, one major drawback is that it does not hide data

patterns, meaning that identical ciphertext blocks imply the
existence of identical plaintext blocks.

B. Cipher Block Chaining (CBC)

The CBC mode of operation takes as input parameters
the plaintext, respectively the ciphertext, the key and an
initialization vector (IV). One property of CBC is that two
encrypted blocks are identical only if their respective plaintexts
have been encrypted using the same key and the same IV.
Unlike ECB, CBC has link dependencies, as its basic chaining
mechanism makes the ciphertext blocks dependent on previ-
ously encrypted data. This, coupled with a randomly chosen
IV, ensures that identical plaintext blocks will be encrypted to
different ciphertext blocks.

C. Cipher Feedback (CFB)

The CFB mode of operation is very similar to CBC regard-
ing its input parameters and the operations it performs. The
main difference between them lies in the fact that CBC works
as a block cipher, while CFB can be used as a stream cipher.
Unlike CBC, CFB can encrypt variable-length blocks (which
are not restricted to 16 bytes). The properties of this mode of
operation are similar with the ones of CBC. One key difference
between the two can be observed at the implementation level:
CFB uses only the encryption primitive of the underlying block
cipher, both for encrypting and for decrypting data.

D. Counter (CTR)

The CTR mode of operation also produces a stream cipher.
The IV used in CBC and CFB is now associated with the
starting value of a counter, which is incremented and used to
encrypt each block. In this mode, the output from a previous
block is not used for obtaining the input to the current block. In
order for the described system to work, a generator is needed
on both sides of the communication. The generators have to
remain synchronized in order to produce the same stream of
data on both sides. A disadvantage of this mode of operation is
the possible desynchronization of the communicating entities.
This results in the incorrect decryption of all subsequently
received data.

IV. IMPLEMENTATION

A practical example would be a wireless sensor network,
which transmits data gathered from three types of sensors:
temperature, humidity and luminosity. Because of privacy
and integrity concerns all data must be encrypted during
transmission. The working platform for this scenario is based
on the Sparrow v3.2 node [12]. Its technical specifications are:

• CPU: ATmega128RFA1, 16MHz

• Memory: 128KB flash, 16KB RAM

• Bandwidth: up to 2Mbps

• Programming: C/C++

The ATmega128RFA1 microcontroller is actually a SoC
(System on Chip) which incorporates a radio transceiver com-
patible with the IEEE 802.15.4 standard [13]. It offers, among
other things, a relatively low energy consumption (mostly in
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sleep states), a FIFO buffer of 128 bytes for receiving and
transmitting data, a partial hardware implementation of the
MAC protocol and support for AES-128.

This microcontroller facilitates secured data transmissions
by incorporating a hardware acceleration module which imple-
ments the AES algorithm. The module is capable of encrypting
and decrypting data in a fast track way, as most of the functions
are implemented directly in hardware. It is compatible with
the AES-128 standard (the key is 128 bits long) and supports
encryption and decryption for ECB mode, but only encryption
for CBC mode. The input to these operations consists of the
plaintext/ciphertext block and the encryption key. Note that
for decryption, the extra round needed by AES to compute
the decryption key is performed automatically. Other modes
of operation are not supported by the hardware.

As we already stated in the previous sections, energy
consumption is the main issue and challenge for WSNs. In
order to obtain the best approach for ensuring confidentiality
with a minimum energy use, we implemented and compared
AES-128, coupled with the ECB, CBC, CFB and CTR modes
of operation. All four modes have both a hardware and a
pure software implementation. Since only ECB has a full
hardware implementation, for the other modes we used a
hybrid approach, combining the hardware part from ECB
with software implementations for the remaining operations.
We also refer to these hybrids as hardware implementations.
For the pure software implementation we used an optimized
version of AES, called TableLookupAES [6].

V. EVALUATION

A. Experimental setup

To measure the energy consumption of our implementation,
we perform two kinds of measurements: the time required
(t) and the current drawn by the node (I) while encrypt-
ing/decrypting. Using the formula E = P · t, where P = U · I
is the power required by the node, we can compute the energy
consumed by the algorithm, be it implemented in software, in
hardware or using a hybrid approach. We ensure a constant
voltage U using a voltage regulator, as explained in the next
subsection.

In certain applications, the latency of encrypting/decrypting
a given payload might be more important than the energy
consumed. For this reason, this section also presents the timing
results of the different solutions, independent of the energy
measurements. As we later show, the current drawn by the
node using both software and hardware security approaches is
practically the same. Thus, the time taken is a sufficient metric
for relative comparisons between the different solutions.

1) Current measurement: For the purpose of measuring the
energy consumption of the Sparrow sensor node during our
experiments, we built a current sensing circuit based on the
INA 193 current shunt monitor.

Fig. 1 presents the circuit we designed. Power is provided
by a 3.3V voltage regulator, which ensures a constant volt-
age regardless of the current drawn by the circuit. A shunt
resistor connected in series with the Sparrow node acts as a
current sensor. The voltage drop on the resistor is directly
proportional with the current drawn by the circuit. This has

Fig. 1. Current measurement setup

two implications. On the one hand, the chosen resistor value
must be small enough not to disturb the rest of the circuit
(e.g. by incurring a big voltage drop). On the other hand,
the same value has to be big enough so that the expected
currents register a voltage drop that can be sensed with enough
precision. In order to improve the measurement precision and
sensitivity, without the drawbacks of a big resistor value, we
employ a INA 193 current shunt monitor, which provides a
constant gain of 20V/V on the input voltage drop, and a 4.99Ω
precision resistor with a tolerance of 0.01%. The output of
the current sensing circuit is connected to a Metrix OX 5042
oscilloscope which we used to monitor the current drawn by
the node during the different encryption/decryption operations.
Determining the current is as simple as dividing the voltage
shown on the oscilloscope by the current shunt monitor gain
(20V/V ) and the shunt resistor value (4.99Ω).

2) Time measurement: Using the oscilloscope, we also
measure the time required for each encryption/decryption oper-
ation. The oscilloscope has a function that accurately measures
pulse duration. We create a pulse lasting for the duration of
the operation by setting a GPIO pin before the start of the
operation and clearing it after it ends. Using this method,
we can measure the duration of an operation with minimal
overhead: 1 bit set instruction and 1 bit clear instruction, each
taking 2 cycles.

Although the proposed measurement scheme is precise, it
has the disadvantage of requiring manual intervention. The
available oscilloscope cannot be interfaced with a PC, so a
measurement point is obtained by uploading a program which
encrypts a hardcoded message length in a loop, reading the
information from the oscilloscope and repeating the process
for all message lengths.

In order to automate the time measurements, we resorted
to a software implementation running along side the encryp-
tion/decryption operation, that measures the time required.
To keep overhead to a minimum, our solution employs the
hardware timer module available on the ATmega128RFA1 to
count the number of cycles taken by the operation. Each
operation is measured by sampling a counter before and after
the operation and taking the difference of the two values.
The count is then converted to a time value given that the
microcontroller operates at 16MHz.

This time measurement solution allowed us to automate
the whole process of evaluating the algorithms for different
message sizes. A small overhead can be observed between the
software based time measurement and the oscilloscope based
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one, but the relative difference between the algorithms is un-
affected. If absolute numbers are required, the software-based
measurements can be corrected by noticing that the overhead
increases linearly with the message size when compared with
the oscilloscope measurements.

B. Results

We conducted multiple experiments, to evaluate both
the time taken and the energy consumed by AES encryp-
tion/decryption operations. We measured our hardware as-
sisted implementation against the pure software implementa-
tion based on look-up tables.

1) Time experiments: We started of with measuring the
difference between the optimized software implementation and
our hardware assisted implementation for each of the 4 studied
modes of operation. For each type of implementation and
operation mode, we measured the time taken by an encryption
operation and a decryption operation on varying message
lengths. We used message lengths from 1 byte to 127 bytes,

which is the maximum packet size allowed by the transceiver
and the 802.15.4 standard.

As can be seen in figure 2, the hardware assisted imple-
mentation easily outperforms the optimized software imple-
mentation. The staircase shape of the graph is easily explained
by the requirement of every block cipher, including AES, to
operate on multiples of the block size. Plaintext sizes that are
not a multiple of the block size need to be padded, thus still
incurring the cost of an entire block.

The difference in performance varies between ∼6.5x for
the ECB mode, which is fully supported in hardware, down to
∼3.8x for the CFB and CTR modes, which are only partially
supported in hardware through the AES single block encryp-
tion primitive. The difference in performance between the
optimized software implementation and our hardware assisted
implementation is summarized in table I.

For the ECB and CBC modes we can also observe (figures
2a and 2b) the extra preparation step needed by the single
block decryption primitive, which makes decryption slightly
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Fig. 2. Comparison between software and hardware AES implementations
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encryption decryption
ECB 4.61x - 6.49x 5.59x - 6.02x
CBC 5.51x - 6.28x 4.86x - 5.28x
CFB 3.87x - 5.29x 3.86x - 5.34x
CTR 3.87x - 5.17x 3.85x - 5.17x

TABLE I. EXECUTION SPEED-UP HARDWARE VS. SOFTWARE

more time consuming than encryption. No difference can be
observed (figures 2c and 2d) between encryption and decryp-
tion for the CFB and CTR modes, because they only use the
encrypt primitive of AES for both encryption and decryption,
albeit with some extra software processing.

Figure 3 compares the hardware assisted implementations
of the 4 modes against each other during encryption and
decryption. For encryption, ECB has the lowest runtime for all
sizes, which was to be expected, as it does no extra operations
on the output of the encrypt primitive to mask patterns in the
plaintext. CBC is slightly worse, as it adds a XOR operation,
which is implemented by the hardware accelerator, but better
than CFB and CTR, which have no hardware support, except
for the encryption primitive. For decryption, CFB and CTR
have a slight advantage over ECB and CBC for small sizes,
as they only use the encrypt primitive, which has a smaller
setup time than the decrypt primitive. This advantage is lost at
around 32 bytes with respect to ECB and at around 64 bytes
with respect to CBC. From the plots we can also observe that
the extra software processing done on top of the AES encrypt
primitive by CFB and CTR is similar in overhead, for both
encryption and decryption.

If we look at the cumulated time of both encryption and
decryption, CFB and CTR still hold an advantage up to 32
bytes with respect to CBC. Thus, for small message sizes,
as it usually happens in WSNs, it might be more efficient to
use the CFB or CTR modes even if they are not completely
accelerated in hardware.

2) Energy experiments: For energy consumption we con-
centrated our efforts on determining the cost of using AES

in CFB mode. We chose this mode based on the fact that
the timing measurements showed it to be the best encryp-
tion/decryption mode for small message sizes, similar to those
that are commonly found in WSNs. We only performed mea-
surements for message encryption, as decryption is identical
in terms of the code which is ran. We measured the cost of
doing the encryption in software as well as the cost of using
our hardware accelerated implementation. For completeness,
we also measured the cost of an empty processing loop to
compare against the two encryption implementations.

In our experiments, we used the measurement circuit
described in subsection V-A1 to measure the base and peak
currents during encryption, as well as the voltage and duration
of the operation, as reported by the oscilloscope. As with
the timing measurements, we performed the experiment for
different message size, from 1 byte to 127 bytes. The oscillo-
scope was configured to report the mean over 16 samples in
order to obtain the average energy consumption of the device.
An instantaneous energy consumption is hard to obtain and
is irrelevant when considering the long time operation of the
node.

Using the raw current and voltage measurements, we plot
the average power drawn with respect to the encryption size.
As can be seen in figure 4a, the software and the hardware
solutions draw equal amounts of power. Furthermore, this
average power is independent of the plaintext size and is only
slightly higher than the average power drawn by the empty
processing loop.

If we plot the average energy consumed by the encryption
operation (figure 4b), we see a linear increase in energy
consumption with increasing plaintext size. Using the timing
measurements performed in the previous subsection and the
average power values from figure 4a, we can also derive the
average energy consumption for every mode, operation and
plaintext size, not just for encryption in CFB mode. This can
be done by adjusting for the overhead induced by the software
timer, using a correction factor deduced from correlating the
oscilloscope timings with the internal timer timings.
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Fig. 3. Comparison between modes of operation with hardware acceleration
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VI. CONCLUSION

In this paper an evaluation of the cost of adding AES-
128 encryption to WSN communications has been presented.
Both the time penalty as well as the more important (from the
point of view of a WSN) energy penalty have been analyzed,
for multiple modes of operation: ECB, CBC, CFB and CTR
and for two implementations: a pure software implementation,
based on the optimized table lookup AES and a hardware ac-
celerated implementation, that uses the AES hardware module
of the ATmega128RFA1 microcontroller.

We showed how the AES hardware module in the
ATmega128RFA1 microcontroller can be used to implement
other modes of operation than the ones supported natively. Our
solution uses a hybrid approach that runs some operations in
hardware and emulates the missing ones in software. Using
this approach, we implemented CBC decryption, as well as
two full modes of operation for AES, CFB and CTR, which
do not have direct hardware support.

We presented a methodology of accurately measuring the
power consumption using low cost components and a way
of determining the encryption/decryption duration using only
the wireless node itself. We compared the different modes of
operation and concluded that except for the unsecure ECB
mode, CFB and CTR are better overall alternatives for the
small message sizes (below 32 bytes) usually exchanged in
WSNs. This is true even though the hardware accelerator has
native support for the CBC mode and it relates to the way
decryption works for CBC.

We also built on the work of Zhan [6] and showed that
the newer ATmega128RFA1 microcontroller with an integrated
transceiver, used in the Sparrow v3.2 node, can reduce both the
duration and the energy consumption of AES operations. This
is in contrast to work done on previous sensor nodes, that used
a separated microcontroller and transceiver and which had a
higher energy cost when running the encryption in hardware
as opposed to using a pure software implementation.
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Abstract—In Wireless Sensor Networks (WSNs), energy con-

servation is one of the main concerns challenging the cutting-edge

standards and protocols. Most existing studies focus on the design

of WSN energy efficient algorithms and standards. The standard

IEEE 802.15.4 has emerged for WSNs in which the legacy opera-

tions are based on the principle that the power-operated battery

is ideal and linear. However, the diffusion principle in batteries

shows the nonlinear process when it releases a charge. Hence, we

can prolong the network lifetime by designing optimized algo-

rithms that reflect the battery characteristics.  Within this con-

text, this paper proposes a cross-layer algorithm to improve the

performance of beacon enabled IEEE 802.15.4 network by allow-

ing  a  Personal  Area  Network  Coordinator  (PANc)  to  tune  its

MAC behavior adaptively according to both the current remain-

ing battery capacity and the network status. The performance of

the new algorithm has been examined and compared against that

of the legacy IEEE 802.15.4 MAC algorithm through extensive

simulation experiments. The results show that the new technique

reduces  significantly  the  energy  consumption  and  the  average

end-to-end delay.

Index Terms—WSN; IEEE 802.15.4, MAC; analytical model;

battery aware; delay. 

I. INTRODUCTION

ECENTLY, most wired sensors are now being replaced
with wireless ones creating the emerging era of Wireless

Sensor Networks (WSNs). WSNs consist of sensing devices
that can communicate with each other and with the surround-
ing environment via the wireless communication medium [1]
[2]. Yet, a huge number of sensor nodes are often scattered in
unreachable areas, and WSNs are often battery powered and
cannot be easily recharged. Thus, energy conservation is one
of the main concerns in the area of WSN. Many studies that
focus on designing WSN energy efficient algorithms and stan-
dards,  based  on IEEE 802.15.4,  have emerged recently [3].
The IEEE 802.15.4 standard supports both physical and Media
Access Control (MAC) layers. IEEE 802.15.4 MAC supports
two types of devices, namely, Full Functional Devices (FFDs)
and Reduced Functional Devices (RFDs). FFDs act as a regu-
lar  coordinator  and/or  as  a  sink  node.  If  both  features  are
taken, the node is typically referred to as Personal Area Net-
work Coordinator (PANc). In contrast, RFDs act as an ordi-
nary end device [4]. Despite these differences, both FFDs and
RFDs  communicate  with  each  other,  forming  two  types  of
topologies,  star and  peer to peer topologies.  All of the sup-
ported topologies must have one PANc. In the star topology,
all  network nodes can only communicate with the PANc in
their  active  period.  On  the  other  hand,  in  mesh  network
topologies, all devices can talk to each other directly sending
broadcast messages.

R

The IEEE 802.15.4 MAC layer  operates  either  in beacon

enabled or beaconless modes. In the beacon enabled mode, the

FFD broadcasts regular beacon frames that synchronise nodes

when they need to access the channel [4]. The time between

two successive beacons is referred to as the  Beacon Interval

(BI), which is divided virtually into 16 equal sized slots. BI

duration  is  specified  by  the  Beacon  Order  parameter  (BO)

according to the following formula [4].
BI = aBaseSuperframeDuration * 2BO             (1)

 Nodes can use the channel during the whole BI period or

can  sleep  for  some time portions depending  on Superframe

Order (SO) parameter. This parameter decides the Superframe

Duration  (SD)  active  session  according  to  the  following

formula [4].
SD = aBaseSuperframeDuration* 2SO              (2)

where 0 ≤ SO ≤ BO ≤ 14

The  aBaseSuperframeDuration value  depends  on  the  slot

duration according to the following formula.
aBaseSuperframeDuration= 
                   aBaseslotDuration * total slots   (3)

 All these concepts can actually be indicated through one

concept: the duty cycle (D). This is the percentage of time the

node is awake from the whole time between the two succes-

sive beacons. D is mathematically expressed as [5][6]: 
  D=SD/BI * 100%                           (4)

When a node needs to access the medium, it has to locate

the beginning of the next time slot in order to compete for the

channel based on the Carrier Sense Multiple Access/Collision

Avoidance  algorithm  (CSMA/CA).  This  time  portion  is

referred to as the Contention Access Period (CAP) [4-6]. 

The lengths of the discussed periods are assigned through

the beacon frame, which is transmitted in the first time slot

(slot 0) [5][6].  Due to the complicated issues of the inactive

period, most beacon enabled IEEE 802.15.4 studies are limited

to star one-hop topology. Similarly, this paper considers the

same assumption.

BO and SO values controls the performance of beacon en-

abled IEEE 802.15.4. Small BO values lead to frequent bea-

con  frames  and  consequently  increase  beacon  overhead,

which, in return, drains more power in a short period of time.

Small  SO values,  on  the  other  hand,  decrease  nodes  active

time, while increasing the sleep time period. However, while

small SO values might save energy, they increase delay and

adversely affect throughput. This is because nodes which do

not have enough time to send their data frames during the cur-

rent superframe, will differ in their activity to the next super-

frame and therefore attempt to send their data packets in one

go causing collision. Clearly, this situation becomes worse as

the number of nodes increases [5][6]. Beacon overhead, colli-

sion and packets retransmission are all reasons for early bat-

tery charge depletion. In order to maximize node lifetime, we
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need to increase battery lifetime.  To achieve that we need to

analyse  the  battery  behaviour  and  study  how  it  cope  with

IEEE 802.15.4 operations.  Most of the studies found in litera-

ture are based on the fact that the IEEE 802.15.4 battery oper-

ations are ideal and linear. Batteries deliver power based on

the  electro-chemical  reactions  that  occur  between  the  elec-

trodes and the active material around the electrodes.  Continu-

ous  electro-chemical  reactions  deplete  active  mass  near  the

electrode. Active material is able to diffuse towards the elec-

trodes when the battery is idle allowing battery to heal  and

gain some of its charge [7]. This is called battery recovery ef-

fect, which occurs in the idle recovery time. Accordingly, in

order to provide energy, real battery behaviour is governed by

complex  non-linear  internal  chemical  reactions which  occur

due to the nonlinear behaviour when it gains charge in the re-

covery time [7]. 
To  conclude,  we  can  prolong  network  lifetime  through

adaptive techniques designed according to the battery’s behav-
iour. For instance, we can exploit battery recovery effect by
adding a relaxation time artificially between two packets in or-
der to gain more capacity charge. Through this way, the per-
formance of IEEE 802.15.4 could be improved by adopting
IEEE  802.15.4  battery-friendly  algorithm  for  the  packets
transmission.

Nevertheless,  improving  battery  performance  should  not
be at the expense of the standard reliability. Packets average
end to end delay can be estimated at higher layers of the proto-
col stack, while energy consumption and battery behaviour are
evaluated at the lower layers with respect to the OSI model.
Therefore, the overall IEEE 802.15.4 protocol stack needs to
be revisited so that the MAC layer can adaptively tune its pa-
rameters according to the actual needs in terms of the avail-
able battery capacity and the current  delay. In  other  words,
friendly battery management technique should be able to adapt
to the actual  network operating status;  according to average
end to end delay for example. This could be achieved for ex-
ample by exploiting information provided by the different lay-
ers of the protocol stack. By following a cross-layer approach
we do believe that we can minimize the energy expenditure. 

In this paper, we propose an adaptive and cross layer ap-
proach that improves the beacon enabled IEEE 802.15.4 per-
formance by allowing the MAC layer to tune its parameters
according to the battery behaviour of the coordinator as well
as the network status in a star topology. To summarize,  the
contribution of this paper is fourfold:

• The real behaviour of the battery in a beacon enabled IEEE
802.15.4 MAC is investigated by considering battery non-
linearity by analysing the diffusion of chemical reactions
in the battery following Rakhmatov model.

• The gain of the battery recovery effect according to what
sleep period can increase battery life time of the beacon
enabled IEEE 802.15.4 is analysed.

• A cross-layer  and adaptive battery aware beacon enabled
IEEE 802.15.4 MAC that tunes synchronization time ac-
cording to current battery status is proposed.

• The network reliability is considered by checking network

delay and tune nodes active period accordingly. 

This paper is organized as follows. Section II summarizes

some of the literature work which is closely related to the pa-

per topic, while Section III illustrates the battery models and

our followed methodology. In Section IV we evaluate and dis-

cuss the performance of our proposed protocol. Section V con-

cludes the paper and outlines future work.

II. RELATED WORK

Recently, there has been significant amount of studies that
addressed the electro-chemical behaviour of batteries. Li et al.
[8] proposed an analytical model that computes the life time of
a low duty cycled  star  sensor network.  In  their  model  they
considered  nonlinearities  of  lithium-ion  battery  following
Rakhmatov model [15] and they aimed to minimize the total
energy consumption of the lithium-ion battery by finding the
optimal idle and sleep period while guaranteeing energy effi-
ciency,  reliability  and  reasonable  latency.  In  their  proposal,
they considered the trade-off between energy that is dissipated
in sending frequent preambles and the period thereby sensors
stay idle waiting for the preamble. Experimental results show
that  the  proposed  method can  provide  the optimal  sleep  or
channel check intervals that maximize the lifetime of the net-
work while guaranteeing a little latency and high reliability.
However, this model target only a simplified work mechanism
of MAC protocol, without giving details of battery nonlinear-
ity effects on the proposed protocol on their network. 

Li et al. [9] presented three battery aware algorithms that
reduce power consumption and extend battery lifetime. Each
one of the proposed schemes is targeted towards a specific ap-
plication type, which are the hard real-time applications, the
soft real-time applications, and the periodic applications.  For
hard real-time applications, Battery-friendly lazy packet algo-
rithm is proposed to minimize battery charge consumption by
allowing it drew lower current.  A battery-friendly local opti-
mization algorithm with slack time is targeted towards the soft
real-time applications. For the periodic applications, a battery-
aware task-scheduling algorithm is developed, which performs
task  rescheduling  to  achieve  the  battery  friendly  discharge
profile.  Li et al. [9] follows Rakhmatov model to depict both
battery and recovery effect  and nonlinearity.   Simulation re-
sults  demonstrated  that  the three  battery-friendly algorithms
perform better in extending lifetime of battery-operated sensor
nodes as they reduce battery charge consumption.  

Chau et al. [10] attempted to exploit the battery recovery
effect in WSN. They empirically studied the gain at which the
battery recovery effect prolongs commercial sensors lifetime.
This effect has also been studied analytically corroborated by
simulation. The outcome of [10] revealed that there is a satura-
tion threshold at which the battery recovery resulted from idle
listening will contribute less in improving the behaviour of the
battery. Authors in [10] proposed a distributed battery aware
duty  cycle  protocol  and  measure  the  battery  runtime under
both deterministic and randomized schedules.  The authors in
[10] studied also the trade-off between both delay and harness-
ing the recovery effect  and suggested  that  we can perfectly
harness battery recovery without increasing delay if we care-
fully adjust the sleep time period before reaching the satura-
tion threshold. The authors in [11] derived upper bounds of
battery  lifetime  and proposed  a  more  energy-efficient  algo-
rithm that is aware of battery recovery effect and this is by ex-
tending the pseudo-random duty cycling scheme proposed in
[11]  by  a  forced  sleep.   In  addition,  the  authors  in  [11]
achieved  analytical  results  that  predict  the  average  delay in
sensor networks by setting the sleep duration of the RF trans-
ceiver as the saturation threshold of the battery, which can take
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the maximal advantage of the duration-dependent battery re-
covery effect. The authors in [11] presented also a useful tool
to compromise the trade-off between increasing battery life-
time of  sensor networks and the average delay of  delivered
packets. 

Casilari  et  al.  [12]  proposed  an  analytical  model  that
forecasts the minimum, mean and maximum battery lifetime
of a WSN by allowing it to work under different traffic load,
data rate and probability of packet loss. This is  done by an
experimental  characterization  of  activity  cycles  battery
consumption  in  commercial  motes  that  follows  the
802.15.4/ZigBee stack and also by measuring the current that
is  drained  from  the  power  source  under  different  802.15.4
communication  operations  [12].  The  characterization
considers  the  different  operations  required  by  802.15.4
protocol and takes into consideration the delay introduced by
the CSMA/CA algorithm applied by the 802.15.4 MAC layer.
The  model  has  also  been  extended  to  cope  with  the  extra
consumption  that  the  node  re-association  requires  when  a
packet loss occurs. Mario et al. [13] proposed an adaptive and
cross-layer  energy-aware  module  for  energy-efficient  and
reliable  data  collection  targeted  towards  IEEE
802.15.4/ZigBee  WSNs.  The  proposed  module  captures  the
packet  delivery  ratio  at  the  application  and  configures  the
MAC layer  parameters,  which are backoff window size and
the  number  of  (re)transmissions,  according  to  the  traffic
conditions in order to minimize the power consumption.

III. BATTERY MODEL & PROTOCOL DESCRIPTION

Battery is a repository of electrical charges which provides
voltage and current for the components attached to it, such as
radio  transceiver,  microprocessor,  memory,  sensor,  etc.   A
battery losses charge when a load draws current from it, where
the loss rate is a function of the load [7]. It is common that the
Radio  Frequency  (RF)  transceiver  operations  are  the  most
energy  consumable  resources  (even  in  listening  mode),  as
compared to the processing and sensing activities [8].  As it
shown in (5), the total energy (Etotal) consumed by RF energy
model  is  the  total  sum of  energies  consumed  by  sensor  in
performing the four operations, which are: transmitting (Etx,),

in receiving (Erx), being idle (Eidle) and in sleeping (Esleep).  

Etotal= Etx+Erx+Eidle+Esleep.                     (5)

IEEE 802.15.4 standard, as many of other previous studies,
consider  ideal  behavior  of  the battery,  that  is,  voltage  stays
constant  over  time  until  the  moment  it  is  completely  dis-
charged, then the voltage drops to zero, whereas the capacity
is the same for all loads that the battery generates [7]. The to-
tal energy E in the ideal case can be calculated as follows. 

E = V x C, and C= I x L     (6)         

where  E  (Watt-hour)  is  the  provided  energy,  V  is  the
voltage (volt), C is the total capacity of the battery (Ampere-
hour), I is the provided load (Ampere) and L is the lifetime of
the battery (hour) [14]. 

In order to exploit battery characteristics in our protocol,
we need to study its electro-chemical behaviour, which can be
analysed  empirically  or  through  models  [7].  Empirical
analysis is time consuming and requires expensive prototyping
and  measurement  for  each  alternative.  Therefore,  battery
behaviour under various conditions of charge/discharge can be
predicted through models [7-10]. 

Models for energy consumption and performance estima-
tion of each system component are described in the following
sub-section. 

A. Battery Models

There  are  different  models  that  describe  the battery dis-
charge processes. Each model type has a varying degree of ac-
curacy and complexity [7][8]. Those models can be classified
as low level electro chemical models and high level mathemat-
ical models. Electro chemical models are the least flexible and
the most computation intensive, so they are sophisticated mod-
els to use for battery modeling and they are the most accurate
ones. On the other hand, electrical circuit models, analytical
models and the stochastic models can be easily configured for
different  types  of  batteries.   Electrical  circuit  models  are
highly efficient when used for simulation but they ignore the
effects of charge recovery during idle periods. The stochastic
models are highly efficient for simulation and are capable of
modeling rate capacity and recovery effects. Analytical mod-
els are computationally efficient, but limited in the discharge
effects  they  model.  One  of  these  models  is  Sarma  and
Rakhmatov model  which is  an abstraction of  a  real  battery
[15] that we used in this work. Rakhmatov model is chosen for
estimating the real residual battery capacity at a specific time,
because  it  is  the  simplest  accurate  analytical  model.  Other
models require solving complex Partial Differential Equations
(PDEs) which are difficult to optimize [7][15].  For the model
to adequately mimic real behaviour of the batteries, one can
utilize this formula: 

           α=I [L+2∑
m=1

∞
1−e

−β
2

m
2

L

β2m2]                           (7)

Where I is the applied load and L is battery lifetime, α is
the capacity of the battery when it is fully charged, β refers to
battery materials diffusion around the electrolyte and measures
the nonlinearity of the battery as it tells us how fast the diffu-
sion process can keep up with the rate of discharge. The value
of α is a battery related parameter and its value is decided by
manufacture  of  battery designer  [15].  Formula  (7)  indicates
that the total capacity of the battery is the sum of two terms,
the  linear  ideal  behaviour  plus  the  nonlinear  behaviour.  As
long as β value is large, the battery behaviour becomes closer
to battery ideal  effect.  When β goes  to  infinity,  the battery
works in  its  ideal  situation.  This  means  that  the  higher  the
value of β, the better the battery performs.  The value of β is
estimated from the data sheet of the battery. For example, the
data sheet of a battery might model rated capacity (in Ahr) vs.
discharge current (in hour) [15]. Thus, before one can use the
proposed model, the parameters need to be estimated from ex-
perimental data for the modeled battery. Simple experiments
with  constant  loads  are  sufficient  for  estimation  purposes.
However, choosing the optimized values for both  α and  β is
beyond the scope of this paper. 

It is important to note that the load generated from the bat-
tery is discharged according to different transceiver activities
(transmission, receive and idle), each has its own time dura-
tion. Thus, the load can be depicted in the form of consecutive
N constant current values I1, I2, I3, …., IN , where Ik is the cur-
rent of activity k which took place at time tk in the duration of
Δk = tk+1 – tk   [15]. Accordingly, battery capacity when it is
fully charged can be depicted as follows: 
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(8) 

In order to calculate the remaining capacity at a specific
time unit, we need first to calculate the amount of charge con-
sumed after performing M activities (charge lost from the bat-
tery) which is denoted by σ as follows:

σ ( t )=∑
k=1
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(9)

According to (8) and (9), the residual capacity at a specific
time t (the available charge) is presented here:

α ( t )=α−σ ( t ) (10)

B.  Battery Recovery Threshold 

Duty cycling is a technique adopted to regulate the on/off
periods of the RF transceiver, while keeping the rest of sensor
module on. It is important to design proper duty cycling and
buffering strategies that can maximize the battery recovery ef-
fect  when  a  transmitter  moves  to  an  inactive  state  during
which the battery load becomes low, allowing the battery to
recover. This results in extending the battery lifetime. 

Before injecting this factor in order to improve the IEEE
802.15.4 performance, we need to analyse the rate at which
sleep period can maximize battery lifetime. To achieve that,
we followed Rakhmatov model  and  studied  different  active
periods with different  sleep time portions allowing the duty
cycle to decrease gradually and we analysed the residual ca-
pacity in a star topology with 7 clients. Simulation parameters
are depicted in Table 1 and the achieved results are depicted in
Fig. 1. It can be noticed from Fig. 1 that, for all the tested ac -
tive  periods  other  than  61.44 ms,  increasing  the  sleep  time
portion by 50%, and thus decreasing the duty cycle, increases
the total residual capacity. On the other hand, allowing node
sleep  more  than  50%  decreases  the  total  residual  capacity.
That  is  because  the  sleep  time portion  allows  the  chemical
charge diffuses around the electrode which enables the battery
heal and regain some of its charges because of the battery re-
covery effect principle. Moreover,  it can be noticed that the
effect  of  battery recovery  increases  as  the active  period in-
creases, because for in a longer active time, node have enough
time to do its activities and thus avoid other unnecessary oper-
ations such as, retransmission, which will save battery energy
due to the increased residual  capacity. This explains why for
61.44 ms active period, as the sleep time increases, total bat-
tery capacity increases for the three tested duty cycles. For this
short period, a node does not have adequate time to perform
its activities at all. Instead, it will keep differing its activity to
the next  superframe.  Consequently,  as  all  nodes  will  try  to
transmit  together,  this  will  cause  frequent  collision  and  re-
transmission which adversely affect network performance. It
is therefore better for the node to sleep than to stay active. To
conclude,  in  order  to  exploit  battery recovery  effect,  BO is
needed to be increased only by one as this will allow the node
to operate within 50% duty cycle. BO can be incremented ac-
cording to the current battery status.  The algorithm descrip-
tion is presented in the following subsection.

C. The Proposed Technique:

Achieved results motivate us to propose a more energy-ef-
ficient duty cycling scheme by setting the sleep duration of the
coordinator RF transceiver  at the saturation threshold of the
battery, which can take the maximal advantage of the dura-
tion-dependent battery recovery effect. 

Nevertheless,  improving  battery  performance  should  not
be at the expense of other performance metrics. Packets end to
end delay can be estimated at  higher layers  of the protocol
stack,  while  energy  consumption  and  battery  behavior  are
evaluated  at  the  lower  layers.  Therefore,  the  overall  IEEE
802.15.4  protocol  stack  is  needed  to  be  considered  for  the
MAC layer to adaptively tune its parameters according to the
actual needs. In other words, friendly battery technique should
be  able  to  adapt  to  the  actual  network  operating  status.
Through this approach,  both physical  and application layers
cooperate with MAC layer in order to prolong network life-
time by preserving energy battery charge at the physical layer,
while considering average end to end delay delay status at the
application layer.

Fig. 1: Residual battery capacity for different duty cycles with different 
active periods. 

This works as follows, before sending a new beacon frame,
PANc asks the physical layer for its total residual capacity. If
the new residual capacity is worse than the previous one, then
it increments the value of BO, otherwise it does nothing. At
the  same  time,  PANc  also  checks  the  number  of  received
packets at the application layer, for example, if the number is
five, and if the new average end-to-end delay is worse than the
previous one, then it increments the value of SO, otherwise it
does nothing. The new battery aware IEEE 802.15.4 MAC al-
gorithm is summarized in Fig. 2. 

IV. PERFORMANCE EVALUATION

Using QualNet 5.2 Simulator, the performance of the new
proposed approach is evaluated by conducting a comparison
against the legacy IEEE 802.15.4 performance in terms of to-
tal energy consumption, total battery residual capacity, aver-
age  end-to-end delay and  throughput.  Evaluation  process  is
applied on a star topology of seven RFDs with 7 Constant Bit
Rate (CBR) traffic applications working over 1000 s simula-
tion period.
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Fig. 2: Battery Aware and Reliable Beacon Enabled IEEE 802.15.4 (BARBEI)

Table 1:  QualNet 5.2 SIMULATIONPARAMETERS

Parameter Value 
Physical and MAC IEEE 802.15.4 

Area 50 m *50 m 

Energy Model MICAZ

Number of nodes 8 

Transmission range 10 m 

Simulation time 1000 s 

Battery type Duracell AA

Battery model Rhakhmatov

Traffic CBR (1s arrival rate)

Payload size 50 byte 

BO values 2,3,6,7

SO Values 2,3,4,6,7,8,9

Data rate is fixed for all nodes and the chosen packet inter-
val is 1s for a 50 bytes packet size. 16 scenarios are tested,
each one with different BO: SO combination to cover different
duty cycles  behaviour. Each time the new algorithm perfor-
mance is compared against the original IEEE 802.15.4 MAC
algorithm. Each case is repeated 10 times. Simulation parame-
ters are the same as those presented in Table 1 but with more
BO values considered.

The  following subsections  illustrate  the  results  achieved
for the four metrics:

D. Total Energy Consumption (mWh):

Fig. 3: Total energy consumption for a 7 RFDs in a star topology.

According to Fig. 3, it is apparent that the new algorithm

decreases  energy  consumption  regardless  of  the  values  in

BO:SO combination. This is because the new algorithm tunes

the MAC BO parameter according to battery residual charge.

BO value is incremented if the current residual capacity is less

than the previous one allowing the inactive period to increase.

This  offers  node  more  time  to  sleep,  which  in  turn  allows

PANc battery gain some of charge according to battery recov-

ery effect. Consequently, battery capacity increases providing

more energy according to (6).  Moreover, increasing BO de-

creases  beacon  overhead  which  will  decrease  energy  con-

sumption, this effect is obviously noticed in BO: SO combina-

tion with small BO values, such as BO=2. In addition, energy

is saved because the new algorithm avoids packets collision

and retransmissions as it increases SO according to the appli-

cation  layer  status.  This  gives  nodes  more  time to  transmit

packets in the increased active period.

E. Residual Battery Capacity (mAh):

Fig. 4: Residual battery capacity for a 7 RFDs in a star topology

Fig. 4 reveals that despite the duty cycle or BO: SO values,

the residual capacity in a network that follows our algorithm is

higher  than  for  the  network  that  follows  the  legacy  IEEE

802.15.4 MAC. This is because PANc exploits battery recov-

ery effect by incrementing BO value according to battery sta-

tus.  This allows PANc battery to heal  and gain  some of its

charge which will increase battery residual capacity. Network

nodes are also given more time to sleep as BO increases. This

saves residual battery capacity for all network nodes.  Fig.  5

depicts  that  the  new  algorithm  increases  the  throughput  at

most of BO:SO values.  This is  mostly obvious in combina-

tions with small BO: SO values, such as 3:2, 4:2, and 5:2. In

these scenarios, following the legacy MAC algorithm, the ac-

tive period is two short causing a node to differ packet trans-

mission to the next superfrme which will cause collision and

hence adversely affecting network throughput.

Algorithm: Battery Aware and Reliable Beacon Enabled      

IEEE 802.15.4 (BARBEI)

Objective: Tune MAC superframe structure parameters accord-

ing to battery nonlinear behavior and network status. 

Input: FFD node f, seven RFD nodes r1-r7

Output: New superframe structure with updated BO and SO 

values

Phase 1: Tune BO value according to f residual capacity.

1 if f send BEACON
2    if f. check RESIDUAL_CAPACITY (t (BEACON)) <     

RESIDUAL_CAPACITY (t (BEACON-1)) = true
3        if  BEACON. BO! = 8 

4 BO+=1

5        endif

6     endif

Phase 2: Tune SO value according to r1-r7 average end to end de-

lay

7     for r1 to r7

8        If r check DATA_PACKETS.num %5=true

9 r. calculate (DELAY)

10      endif

11    endfor
12    if f.check AVERAGE_DELAY.new > AVERAGE_DE-

LAY.prevouis= true 

13          if BEACON.SO! = BEACON.BO

14                 SO+=1

15 endif

16      endif
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F. Throughput (bits/s):

Fig. 5: Throughput for a 7 RFDs in a star topology

However, as the new algorithm allows the SO values to in-

crease according to network performance, this will give more

time for RFDs to complete their packet transmissions success-

fully, and consequently will improve network throughput.  For

combinations with 100% duty cycle, such as 4:4, 5:5 6:6 and

7:7, the legacy MAC outperforms our algorithm. This is be-

cause a node in these situations will have full active period to

perform  its  activities  and  therefore  which  increase  the

throughput. However, increasing the inactive period according

to battery status lowers the duty cycle which consequently will

decrease the throughput. 

G. Average End To End Delay (s):

Fig. 6: Average End to End Delay for a 7 RFDs in a star topology

 Fig. 6 shows that the average end-to-end delay for our al-

gorithm performs better only for combinations with large BO

values, such as BO=6, 7 or 8, because nodes have enough time

to do their work and there is  no need to increase SO value

which  avoids  the  increase  of  delay.  Unfortunately,  average

end-to-end delay performs worse  for  the new algorithm for

BO: SO combinations with small values such as SO=2, 3, 4

and 5. For small BO:SO values, the delay is always bad, and

there will be frequent increments in BO and  SO values  al-

lowing node to operate in consequent 50% duty cycles which

will  increase delay.  

V. CONCLUSION

 The  IEEE  802.15.4  standard  is  designed  for  different
types of low-power and low-rate wireless Personal Area Net-
works. The performance of the standard can be improved by
adopting battery-friendly algorithms for packets transmission.
This can be achieved by designing battery aware approaches
that exploit battery nonlinearity of recovery effects. However,
there is a threshold at which battery recovery effect can be ex-
ploited. The proposed adaptive cross-layer and battery aware
approach improves energy efficiency and power consumption
for all possible duty cycle applications that the beacon enabled
IEEE 802.15.4 standard offers. As a future work, not only the
PANc is allowed to be aware of its battery behaviour, but also

all network nodes will tune their activities according to their
residual capacity. This can be achieved by taking the priority
as criteria for packets transmission. Node priority will be de-
termined according to its residual capacity. 
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Abstract—Machine-to-Machine Communication (M2M) en-
ables communication between heterogeneous devices without hu-
man intervention. It is considered to be a key enabler technology
for the concept of Internet of Things (IoT) and Cyber Physical
Systems (CPS). With M2M’s integration with Wireless Sensor
Networks (WSN), information from different kinds sensors can
be obtained. In order to discover useful knowledge from sensor
data, various data mining techniques need to be applied. Due
to the development of microprocessors on end devices in M2M
system which collect data from sensors, data processing can also
be executed on those devices. However, since end devices are
often battery powered, energy consumption when running those
algorithms needs to be taken into account. In this paper we
implement an algorithm in M2M system, on Libelium Waspmote
devices, which detects temperature plummeting in an indoor
space. Afterwards, energy consumption of Waspmote devices is
analyzed for two cases: when algorithm is executed on-device and
when algorithm is executed on gateway or on back-end system.

I. INTRODUCTION

MACHINE-to-Machine Communication (M2M), a con-
cept which enables connection of heterogeneous de-

vices with limited human intervention, is considered to be
one of the enablers for the process of provisioning advanced
applications and services, such as smart cities and hospitals,
automated vehicular and industrial operation, along with oth-
ers [1]. Through integration with Wireless Sensor Networks
(WSN), M2M systems can obtain wide range of information
[2]. By analyzing that information, useful knowledge can be
discovered, and appropriate actions can be initiated. M2M
is considered to be one of the fundamental technologies for
enabling the concept of Internet-of-Things (IoT) and Cyber
Physical Systems (CPS) [3]. The IoT concept includes con-
necting sensors and other devices to the broader Internet by
using general Internet technologies [4]. CPS is considered as
evolution of M2M which supports more intelligent and inter-
active operations, under the architecture of IoT [3]. Although
interlaced with the aforementioned areas, in this paper we use
the term of M2M systems for a sensing systems in which end
devices collect measurements from sensors, and send them via
gateway to the back-end system.

M2M systems generate massive data sets which are con-
sidered to be of high business value [5]. To extract hidden
knowledge from data, data mining algorithms can be applied.
For instance, by analyzing sensor measurements collected

within a smart home, the system can detect actions of the
inhabitants and predict their future behavior. Additionally,
it can recognize outliers, events which are not within usual
patterns, and indicate towards a potential problem [6].

Most of the existing M2M solutions incorporate a central
point for collecting and analyzing information [7]. However,
with the development of hardware technologies which enabled
miniaturizing wireless devices, smart sensors or actuators and
micro-controllers, and enhancing their processing power, new
schemes for refining software for embedded systems started
to evolve [6]. The example of those new schemes is the
possibility for certain algorithms to be executed on end devices
or on gateways, instead of only on back-end system [8].

In this paper we analyze data mining techniques in M2M
networks. Furthermore, we want to disclose how the func-
tionalities of nodes within M2M system architecture influence
energy efficiency of the system with limited energy resources.
Particularly, we compare energy consumption of the battery-
powered end devices when end device has measurement
analysis functionality (i.e. analysis is performed on-device)
and when measurement analysis functionality is performed
elsewhere (i.e. when analysis is performed on gateway or on
back-end system).

Section 2 presents research activities within the area of inter-
est of this paper. Section 3 describes the network architecture
compliant with existing M2M standards in which we conduct
our measurements. In section 4 we introduce an algorithm
which was deployed on end devices of our system and which
monitors temperature fluctuations in an indoor space. Section
5 presents energy consumption comparison of end devices for
two cases - when algorithm was executed on end devices, and
when it was executed elsewhere. Section 6 concludes the paper
and gives an outline for future work.

II. RELATED WORK

This section presents current research efforts in the area
of applying data processing techniques within M2M network.
Stojmenovic [7] considers M2M as a key enabling technology
for the CPSs. The author identifies the problem that existing
work in the area of M2M communication is based on small-
scale M2M models and centralized solutions, while a few
existing distributed solutions do not scale well. A paradigm
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shift is suggested where end nodes should also make decisions
based on local knowledge, instead of only forwarding collected
messages to back-end system. By using this new paradigm,
M2M solutions could scale to a significantly larger number of
M2M devices. In the use-case example, the author considers
a smart building control application in which sensors and
actuators exchange information directly, without communica-
tion with servers, and coordinate by using distributed decision
making to react to data. This reactions include opening of
windows or injecting fresh air when needed.

Chen et al. [5] introduce an overview of data mining
techniques in the area of Internet of Things. They present
five data mining functionalities: classification, clustering, as-
sociation analysis, time series analysis, and outlier analysis.
The application areas of data mining are also presented: e-
commerce, banking, retail, health care, and city governance.
The main research issues are identified in the area of finding
erroneous data, analysis of data streams and developing a
framework to support big data mining. As for the nodes where
data processing is performed, the authors suggest servers in
the cloud where open source solutions like Hadoop, HDFS,
Storm or Oozie can be used. According to their perception,
end devices are used only for data gathering and forwarding
towards cloud.

Bruns et al. [9] state that in traditional M2M systems,
data processing is usually hard-coded and scattered all over
source code, which makes it difficult to maintain. Therefore,
they propose a complex event processing system (CEP) which
separates event processing from source code. In CEP, event
processing is capsulated in rules which can be efficiently
adapted and maintained. The authors discuss the application of
the proposed system in solar power plants and printer supply
and maintenance service. CEP is implemented on M2M server,
it processes data streams just as new data arrives to the server.

M2M systems where end devices are serving as nodes which
collect measurements from sensors are referred to as Wireless
Sensor Networks (WSN). Analytics in WSN is also an ongoing
research topic closely connected with the concept of M2M
systems. Mahmood et al. [10] propose a taxonomy of data
mining techniques for WSN. First level of classification is
connected with general data mining classes: frequent pattern
mining, sequential pattern mining, clustering and classifica-
tion. Second level of classification is based upon the ability of
the approach to process data in a centralized or distributed way.
The third level of classification is determined according to the
focus on two different aspects - WSN performance issues and
application issues. The approaches which focus on WSN per-
formance issues try to take into account resource constraints
like energy, memory, and communication bandwidth. On the
other hand, approaches which focus on application issues try
to satisfy application requirements without much consideration
for WSN performance. The authors group existing data mining
techniques for WSN according to the presented taxonomy.
Moreover, they also discuss what is the focus of this paper
- on which nodes to execute different data mining techniques.
Sensor nodes, referred to as M2M devices in M2M system

architecture, perform single pass algorithms and forward only
the required and partially processed data to the network. In
network, referred to as M2M gateway, data from various
end devices is collected, and activities as network pattern
identification are carried out. On sinks, reffered to as M2M
servers, computationally demanding tasks are executed.

Alsheikh et al. [11] present an overview of existing machine
learning techniques used in WSNs. They group them into
the categories of supervised, unsupervised and reinforcement
learning. As important aspects which need to be taken into ac-
count when deploying machine learning techniques in WSNs,
the authors emphasize power and memory constraints of sensor
nodes, topology changes, communication link failures and
decentralized management. The main functional challenges for
which machine learning techniques were adopted include rout-
ing in WSN, clustering and data aggregation, event detection
and query processing, localization and objects targeting, and
medium access control. As for the nodes where processing is
taking place, the authors also consider in-network processing
of data since it enables the nodes to rapidly adapt their
future behavior and predictions in correspondence with current
environmental conditions. However, when executing learning
algorithms on-device, special attention needs to be payed not
to exhaust the nodes with complex and resource demanding
computational tasks.

Suryadevara et al. [6] developed a smart home solution
which enables identification of the Activities of Daily Living
(ADL) in order to determine the wellness of elderly people.
This was done by processing time series of data collected by
the sensors deployed at users’ homes. Among other things,
the authors discuss different storage mechanisms for WSN
data. They identify two approaches for storing data in WSNs
- centralized and decentralized way. In centralized approach,
data is stored and can be analyzed on a node which generates
it. In decentralized approach, data is stored on different nodes.
The most common decentralized storage approach is data
centric storage, where data is stored on a node called sink.
Centralized approach is identified as not appropriate for a setup
with recurrent bursts of activities since it quickly overfills
memory resource. Moreover, when sequences gathered from
different sensors need to be processed, as is the case in the
solution developed by the authors, data-centric storage appears
to be a better solution. Therefore, the authors developed a
system which stores sensor data in the form of event activities
on a central system which then analyses that data and makes
assumptions of ADLs.

Research efforts analyzed within this section focus on
presenting current trends in the area of data processing in
M2M/IoT/WSN domain. However, we have not identified
solutions which would take into consideration optimal position
in the network to perform data processing with regard to
energy efficiency of the system with limited energy resources.

III. M2M ARCHITECTURE

The architecture of our M2M system is shown in Figure
1, and is compliant with functional M2M specification from
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oneM2M1 [12] and high-level M2M system architecture by
ETSI2 [13].

Application Dedicated Node (ADN) contains sensors which
collect measurements from their physical environment. It
contains at least one Application Entity (AE), which is an
entity in the application layer that implements M2M appli-
cation service logic. Examples of these application entities
are power metering application or remote blood sugar moni-
toring application. ADN does not contain Common Services
Entity (CSE) which is situated on Middle Node (MN) or
Infrastructure Node (IN). CSE is a set of common service
functions of the M2M environment, like data management,
device management, subscription management and location
services. Middle node contains CSEs and can contain one or
more AEs. When ADN contains CSE, it is called Application
Service Node (ASN). ADN/ASN can communicate directly
with IN, or can communicate with IN via MN. In our case
scenarios, ADN and ASN communicate via MN. ADN/ASN,
MN, IN, defined in oneM2M standard [12], can be referred to
as M2M Device, M2M Gateway and M2M Server respectively
in previous standards by ETSI [13].

In this paper we focus on M2M communication within
smart homes which can include following sensors: temper-
ature, humidity, luminosity, presence, hall effect, electricity
consumption or water metering. Based on the data collected
by these sensors, various events can be detected, for instance
if residences are present in the house, if temperature fluctuates
unnecessarily (e.g. a window is opened too long during cold
winter or hot summer days) and should be controlled, if
power is more affordable in certain times of day and when
should specific consumers with variable operating times like
washing machine be turned on etc. Moreover, the system
can detect outliers and report them to the interested users,
like water leakage, extreme temperatures or unusual power
consumption. Our system is composed of ADNs/ASNs which

1oneM2M (http://www.onem2m.org/) - organization which develops stan-
dards for M2M and the Internet of Things

2ETSI (http://www.etsi.org/) - European Telecommunications Standards
Institute

Fig. 1: M2M Architecture

monitor temperature fluctuations and an MN through which
the devices communicate with IN.

The easiest way to perform the analysis of data collected by
sensors is to transfer it to infrastructure domain where servers
have plenty of memory and processing power [14]. However,
due to rapid development of embedded devices which have
more and more processing power and due to application needs
for faster response, processing can also take place in field
domain, on MNs and ADNs/ASNs [11], [15]. When executing
in-network data processing, special attention needs to be paid
not to exhaust the nodes with complex computational tasks.
By analyzing data in networks, valuable information instead
of raw data is delivered to infrastructure domain, from where
it can be easily accessed by user applications.

In the first case scenario of our energy consumption mea-
surement process, explained in detail in Section V, end device
is according to oneM2M specification an ASN because it
contains both AE and partially CSE - data management. In the
same scenario, gateway is MN with only CSE functionality.
In the second case scenario, end device is an ADN since it
contains only AE, while CSE - data management and other
functionalities, as well as a part of Application Entities (AE)
is executed on MN (gateway).

IV. OUTLIER DETECTION ALGORITHM

Temperature function shown in Figure 2 recorded temper-
ature values at our laboratory during one week in winter
from February 23rd until March 1st. Vertical dotted lines
separate measurements belonging to a certain day of the week.
The measurements were obtained from sensors and forwarded
to back-end system every 10 seconds. Three peaks can be
identified, which are marked on Figure 2 and which occurred
when the window was opened, and no-one was present in the
room. In these cases, temperature fell to around 12°C. The
algorithm that we propose has its main goal to raise the alarm
when temperature plummets like in those 3 cases. The reason
for that is because in such occasions the temperature in the
room was too low to reside there. By raising the alarm, window
could be closed sooner to prevent those unpleasant conditions.

In order to determine the algorithm which could detect
rapid temperature fall, which we define as an outlier from
normal temperature fluctuation during the day, we monitored
the derivative of the temperature function. Since the tem-
perature function is discrete, its derivative, often referred to
as backward difference, is calculated by using the following
expression [16]:

∆nf(n) = f(n)− f(n− 1) (1)

where f(n) is a current temperature value measured by
end device, while f(n − 1) is the value measured in the last
measurement. In our case, the difference between those two
consecutive measurements is 10 seconds. By calculating the
difference of the function, we wanted to analyze how does the
difference of the function behave when the temperature plum-
mets. When analyzing the difference between two consecutive
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Fig. 2: Measurements from temperature sensor during 1 week in winter

values, extreme descends as the ones seen in Figure 2 cannot
be detected since in those events the temperature does not fall
in every interval. However, if we monitor the difference in
larger time window, which is a good approach when dealing
with data that arrives continuously in time [17], rapid decrease
can be detected when comparing current measurement with the
5th historic measurement. The equation of such differences
calculation is the following:

∆nf(n) = f(n)− f(n− 5) (2)

where f(n) is current measured value, and f(n− 5) is 5th
historical measurement, measured 50 seconds ago. We have
tried to use more recent historic measurements (1st-4th), but
in those cases certain temperature decreases were captured
which were not so steep as the ones we wanted to identify.
When running an algorithm which analyzes when difference
values calculated as in Equation 2 are falling in 10 more than
consecutive intervals, extreme descends in temperature like
the ones marked in Figure 2 can be detected. The number
of falling intervals was set according to empirical evaluation.
Table I shows the number of falling intervals for the cases
when temperature plummeted. The times of these events were
9:36 on Tuesday, 9:13 on Wednesday, and 9:23 and 9:27 on
Thursday. The reason for two captured intervals on Thursday
is because temperature was falling for a longer period on that
day. The temperature for that case did not fall in every interval,
in some intervals it remained unchanged or even slightly grew.
Since the algorithm was analyzing constant falls of differences
from Equation 2, this particular outlier was captured twice.
If the number of intervals in which descend is monitored is
between 7 and 10, those rapid falls can always be detected.
However, if the number of falling intervals is smaller than
7, then some other events can be captured, which are not
interesting to us, like the fall of temperature during night
when the heating was off. Since the algorithm in which 10
consecutive falling intervals are detected fits to our needs

TABLE I: Captured outliers when looking for negative
difference in more than 10 consecutive measurements

time number of
falling intervals

Tue 24.2.2015 9:36:04 12
Wed 25.2.2015 9:13:01 10
Thu 26.2.2015 9:23:00 15
Thu 26.2.2015 9:27:08 10

(it identified rapid temperature fall caused by the opened
window), it was implemented on our M2M system in order to
monitor energy consumption of end devices in different case
scenarios described in detail in the next section.

V. ENERGY CONSUMPTION ANALYSIS

The proposed algorithm described in Section IV was imple-
mented on Libelium Waspmote devices v1.2 [18] with XBee
communication modules to monitor energy consumption of
end devices for two case scenarios: when the algorithm is
executed on end devices and when algorithm is executed
on gateway or on back-end system. Since device consumes
different amounts of energy by executing different tasks during
its operating cycle, it was necessary to identify those tasks,
measure its duration and power consumed during the execu-
tion. Figure 3 shows the tasks and their order of execution for
both scenarios.

Fig. 3: Activity diagram of end device
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In each operating cycle, device wakes up from hibernate
mode, which is a state on Waspmote device where lowest
amount of energy are consumed. Afterwards, it obtains mea-
surements from sensors. In the first case scenario, shown
on the left-hand side of Figure 3, that task is followed by
executing the algorithm to detect rapid temperature decrease.
When the overseen decrease is identified, the device reports
it by sending a message to the gateway. After reporting the
alarm message, it waits for a certain amount of time to receive
a new message from gateway which contains information for
a new task, e.g. if measurements are to be sent in a specified
interval instead of forwarding only alarms. If no alarm needs
to be raised, the device only waits for a message from the
gateway. After the time for receiving message has expired,
the device is ready to return to hibernate mode. The process
of exchanging messages between end devices and gateway in
order to reach an agreement about operating times is described
in our previous work [19].

In the second case scenario, shown on the right-hand side
of Figure 3, after wake up from hibernate mode and obtaining
a measurement from sensor, the end device forwards that data
to gateway. Since end device does not execute algorithm for
detecting temperature decrease, acquired measurement needs
to be sent to back-end system for further analysis. As in the
first case scenario, the end device then waits for messages from
gateway. After the eventual processing of the received message
from gateway, end device goes back to hibernate mode.

Table II shows power consumption and duration of tasks
executed on end devices when analysis is performed on-device
(ASN functionality), while Table III shows power consumption
and duration of tasks executed on end devices when analysis
is performed on gateway or back-end system (ADN function-
ality of devices). Current consumption and voltage levels are
measured by using Rigol DS1102D oscilloscope3.

TABLE II: Power consumption and duration of tasks in the
case of on-device analysis

state/task wake-up
initialization measure analyze send receive handle

response
power

consumption (mW) 70,13 130,83 258,95 262,68 141,12

duration (ms) 80 70 255,3 208,8 1

TABLE III: Power consumption and duration of tasks when
analysis is not performed on-device

state/task wake-up
initialization measure send receive handle

response
power

consumption (mW) 70,13 77,7 258,95 262,68 141,12

duration (ms) 80 10 255,3 208,8 1

Figure 4 shows the energy consumption for one operating
cycle. The left-hand and central columns represent energy
consumption for the first case scenario when analysis is
performed on-device. Since the end device in that scenario
needs to raise an alarm, it sends a message to the gateway

3http://www.rigolna.com/products/digital-oscilloscopes/ds1000d/ds1102d/

Fig. 4: Energy consumption of end devices during one
operating cycle

only when temperature value plummets. The consumption of
that operating cycle is shown in the left-hand column. When
rapid temperature decrease is not detected, the device does not
send any data to gateway. The consumption of such operating
cycle is shown in the central column. The consumption of
the operating cycle in second case scenario, when end device
reads the value from sensor and forwards it to the gateway, is
shown in the right-hand column of Figure 4.

It can be observed that energy consumption presented in
the left-hand and right-hand columns is similar. It appears
that on-device analysis does not add much to total energy
consumption of the device in one operating cycle. However,
when comparing the power consumption for measurement and
analysis task in Table II - 130.8 mW and only measurement
task in Table III - 77.7 mW, it can be observed that for the
scenario when data is analyzed, the power consumption is
around 70% higher. But since both actions last for quite a short
time (0,07 s and 0,01 s), they do not have a large influence
on the overall energy consumption. On the other hand, energy
consumption shown in the central column is about 50% lower
than in two aforementioned cases. The reason for that lies in
the fact that sending data has a high influence on overall energy
consumption. Although it consumes only twice as much power
compared to measuring and processing, it lasts around 3.5
times longer.

Total energy consumption during one week for the two
cases when analyzing data presented in Figure 2 is shown
in Figure 5. Left-hand column shows consumption for the
first case scenario when analysis is performed on-device. In
that scenario, in most of the operating cycles the device was
only performing measurements and analysis without sending
alarm message to the gateway due to the fact that on the

Fig. 5: Energy consumption of end devices during 1 week
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analyzed data set alarms were needed to be raised only on
four occasions. Since operating cycle which includes analysis
without sending consumes around 45% less energy than the
operating cycle in which the measurement data is forwarded
to back-end system, the total consumption of the first case
scenario is around 40% less than the consumption of the
second case scenario which is shown in the right-hand column
in Figure 5 and in which data was sent during each operating
cycle.

As a power source for end devices used in this experiment
we had at our disposal batteries with capacity of 6600 mAh.
According to energy consumption shown in Figure 5, and by
taking into account that the average voltage of the battery is
3.7 V, by using the first case scenario, device can operate for
17.4 weeks. By using the second case scenario, the device
can remain operational for 10.6 weeks. For this particular
application and data set, on-device analysis extends end-device
lifetime for about 65%.

VI. CONCLUSION

This work presented the analysis of the influence of data
measurement analysis on energy efficiency in Machine-to-
Machine system with Libelium Waspmote v1.2 devices. By
implementing a specific outlier detection algorithm on end
devices, it was shown that on-device data analysis when using
this algorithm does not consume as much energy as communi-
cation. More energy can be saved by reducing communication.
As a result, it can be advisable to perform local data analysis
on end devices in those cases when the duration of the
measurement and analysis tasks is shorter than the duration
of communication tasks.

If the data set were different and temperature plummeting
occurred more often, the difference in total energy consump-
tion during one week would have been smaller. However, since
temperature outliers do not occur often, the scenario in which
the measurement analysis is performed on-device will usually
spend less energy than the scenario where measurement anal-
ysis is performed on gateway or on back-end system.

In future work, we plan to compare energy efficiency for
more sophisticated algorithms in smart home environment
which would enable event detection. We also plan to extend
this research to different types of applications, not only the
applications which should raise alarms, but applications which
require continuous or periodical streaming.
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Abstract—In this  work we present the results  of  design of
smart  dust  sensor  platform  for  combustible  gas  leakage
monitoring. During the design process we took into account a
lot of  combustible gas sensor specific  problems such as their
huge  power consumption,  the  necessity  to  work in  explosive
environment and sensor parameters degradation. To decrease
power  consumption  we  designed  specific  energy  efficient
algorithms  for  measurements.  The  resulting  average  power
consumption  of  the  node  is  low  enough  for  one  year
autonomous lifetime. The methods and algorithms which was
designed  are  very  promissing  for  catalytic  combustible  gas
sensors.

I. INTRODUCTION

MART dust is a term which was introduced in 2001 by

Kristopher Pister and it is related to tiny devices for en-

vironmental monitoring with self-organization feature. Such

devices should be able to measure different physical param-

eters, to process data and to send it to the end user through

wireless  data  transmission  channel.  The  main  functional

block of the "smart dust" is a sensor node which consists of

microcontroller, memory, wireless transceiver, power source

and one or several sensors (Fig. 1).

S

The power source of the sensor node is typically batteries.

However, in the last time several platforms were designed

which  use  supercapacitors,  alternative  power  sources  or

their  combination.  Sensor  node  generally  use  microcon-

trollers which combine enough computational capability and

performance and  low power  consumption.  All  these  func-

tions are very important for autonomous "smart dust". Wire-

less transceivers very often comply IEEE 802.15.4 standard

and ZigBee specification. Such devices are low power and

are able to transmit data for the distances up to 30-50 me-

ters. The most popular sensors are temperature and humidity

sensors and accelerometers. They are widely used for "smart

dust" because of their low power consumption.

During design process of wireless sensor network for gas

monitoring  it  is  necessary  to  take  into  account  that  com-

bustible gas sensors consume power up to several hundreds

milliwatt. At the same time it is necessary for "smart dust"

sensor nodes to have as long autonomous lifetime as it  is

possible. To increase sensor node autonomous lifetime, de-

velopers  strive  to  select  electronic  components  with  low

power consumption, to use energy harvesting technologies

[1], [2], to equip sensor nodes with power sources with huge

capacity  [1],  [3] or to use "smart" algorithms and methods

[4], [3], [13] to decrease power consumption.

In  this work we present the results of design of  "smart

dust" sensor node for combustible gas leakage monitoring as

well as the results of design of energy efficient measurement

algorithms for power consumption decrease.
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Fig 1. Typical structure of the "smart dust" sensor node. Fig 2. The smart dust gas sensor node prototype.
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At present time there are a lot of "smart dust" platforms.

Ones of the firsts platforms are TelosB [5] and the family of

modules  MICA  (MICA/MICA2/MICAz)  [6],  [7].  These

platforms used light, temperature and humidity sensors, but

end user was be able to add almost every kind of sensors

through available connectors and interfaces.

After that commercial modules took their place  [8],  [9].

With that,  typical  sensor  node became modular. The plat-

form now is  a  motherboard  and  it  is  possible  to  connect

other  boards  to it  (with  sensors,  wireless  transceivers  and

data  processing  modules).  The  main  philosophy  of  these

platforms is to provide every possible configuration of the

sensor node to the end user, both from software and hard-

ware points of view, using all platform possibilities.

However, all available sensor nodes do not take into ac-

count  all  problems  which  are  related  with  using  wireless

sensor  networks  for  combustible  gas  leakage  monitoring.

Particularly, such problems as huge power consumption of

catalytic, semiconductor and optical sensors, the necessity to

work  in  explosive  environment  and  sensor  parameters

degradation.

The smart dust sensor node (Fig.  2) which we present in

this work is able to work with catalytic combistible gas sen-

sors. 

Heating-up of the sensor to working temperature is per-

formed  using  PWM-controlled  voltage.  With  that,  sensor

temperature is controlled using complex algorithm. Sensor

response measurements are performed in different tempera-

ture  points.  And  these  sensor  response  measurements  are

used to calculate combustible gas concentration.

II. EXPERIMENTAL DETAILS

In  this  paper  we used  the  commercial  catalytic  sensors

manufactured by NTC IGD, Russia. The sensor box height

is 9.5 mm and diameter 9 mm, power consumption is 200

mW in the continuous measurement mode. Its relatively low

power consumption (compare to Figaro, Nemoto and Han-

wei) is achieved by applying a heater implemented as 10 µm

platinum micro wire in glass insulation (2 µm). The active

sensor has a platinum micro wire covered by porous gamma

alumina oxide material that is used as catalyst  support  for

catalytically active metals (mixture of Pd and Pt). In order to

impregnate the catalyst support by the catalytic metal, salts

of palladium chloride (PdCl2) and platinum acid (H2PtCl6)

are used. After annealing at 500 C, noble metal clusters are

formed in the catalyst support.

Circuits  for  gases  detection  with  catalytic  sensors  are

commonly based on the Wheatstone bridge, which includes

two resistors and two sensors, one active and one for refer-

ence. Most of the power goes into the sensor heating process

(about 450 C for methane detection), required to perform the

measurement. The power consumption is about 200 mW for

Wheatstone bridge and that’s much higher than suitable for

wireless application.

Excluding  the  reference  sensor  decreases  power  con-

sumption. But at the same time it’s necessary to compensate

atmosphere  humidity  and  temperature  which  usually  per-

formed by reference sensor. This compensation was made by

applying the specific multistage heating pulse. This method

was offered and discussed in works [4], [3], [14].

Here we use four stages for every multistage pulse (1-4

regions in the diagram, Fig. 3). 

The first and second stages provide the sensor heating to

the  external  diffusion  region  of  catalysis  and  the  partial

evaporation of surface water (~450 C). These stages are fol-

lowed by a pause (third stage) during which the surface is

Fig 3. Multistage pulse heating profile.

Fig 4. Useful and wasted power during multistage heating pulse in
DAC circuit design. Fig 5. Pulse-width modulation parameters.
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not heated. The final fourth stage heats the sensor to the be-

ginning of the kinetic region of catalysis (~200 C). After this

pulse, the element cools down to ambient temperature. Heat-

ing voltages for the stages are 3.3 V, 2.4 V, 0 V and 1.6 V re-

spectively.

The measurement result is the difference between sensor

voltages at two different temperatures (measurement points

in the diagram).

Multistage heating pulse is formed by applying different

levels of voltage to sensing circuit. Traditionally it can be

done using DAC with buffer amplifier. But in this case rela-

tively huge amount of power is wasted by means of power

dissipation on buffer amplifier (Fig.  4). Another way is to

generate these levels using pulse-width modulation.

Pulse-width modulation (PWM) is frequently used to heat

the sensors for working temperature  [10] because it allows

one to change the average voltage with fixed voltage from

power supply.

Pulse-width modulation is the method of regulation of av-

erage voltage value on the load by controlling pulse duty ra-

tio.

The main parameters of PWM are its period (T) or fre-

quency,  pulse  width  (t),  supply  voltage  (US)  and  average

voltage (UA) on the load. These parameters are illustrated in

Fig. 5.

The average voltage of PWM can be solved using follow-

ing equation

U
A
=
t

T
U
S (1)

Fig 6. Block diagram of the wireless gas sensor node.

Fig 7. Sensing circuit for multistage pulse with PWM heating.
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As it follows from this equation, for the same PWM fre-

quency and supply voltage changing pulse width it’s possi-

ble to regulate average voltage on the load.

III. SENSOR NODE DESIGN

The full block diagram of the wireless gas sensor node is

presented  in  Fig.  6.  The  sensor  node  is  based  on  an

AtXmega32A4 microcontroller and use an ETRX3 commu-

nication  module.  The  selection  of  the  MCU  was  mainly

driven by the following requirements: low power consump-

tion, on-chip temperature sensor, and good ADC integrated

in MCU.

The wireless communication unit employs the low power

ETRX3 wireless modem supporting IEEE 802.15.4 standard

(ZigBee  specification)  and  transmitting  in  unlicensed  2.4

GHz ISM band. The modem has an integrated chip antenna

used in this design (up to 25 m) and a connector for an ex-

ternal antenna to enable a boost mode allowing data trans-

mission  for  up to  350 m. Besides  that,  the  modem has  a

number of self-x features enabling, for instance, WSN self-

configuration  and  self-diagnostics  which  significantly  re-

duce WSN debugging and deployment time. 

Voltage conversion is performed by a DC-DC converter

TPS63060 to provide maximum efficiency. The device gen-

erates stable output voltage  of 3.3 V from 2.5 V to 12 V on

its input.

Sensing circuit is presented in Fig. 7.

Since it is necessary to have long autonomous lifetime for

wireless sensor node, all measurements are performed peri-

odically. But at the same time, according to safety standards

[11], [12], sensor node response time should be less than 20

seconds. Therefore, it is reasonable to perform two measure-

ments every 20 seconds to assure  this claim. To maintain

low power  consumption  between  measurements,  the mea-

surements circuit is turned off using power switch based on

VT2 transistor.

As it was said before, sensor heating is performed using

signal with pulse-width modulation. Here we use PWM fre-

quency of 10 kHz. The average heating voltage is regulated

by changing pulse duty rate with fixed power supply volt-

age. Therefore,  with power supply voltage value of 3.3 V

and voltage values for pulse stages of 3.3, 2.4, 0 and 1.6 V,

duty rate values are 100, 73, 0 and 48 percent respectively.

Voltage switching is performed using VT3 transistor. Since

this switch also provides power supply for sensor itself, all

measurements are performed with activated heating. 

The  sensor  signal  is  the  voltage  from  resistive  divider

which  consists  of  sensor  itself  and reference  resistor. The

signal goes to the amplifier with gain value of 10. 

Another input of the amplifier is connected to the output

of voltage reference circuit. This circuit provides reference

voltage for  different  stages  of  multistage pulse to exclude

constant part of the signal from the output.

The circuit consists of resistive divider which is based on

digital potentiometer. This potentiometer controls the refer-

ence voltage value. This voltage goes to the buffer amplifier.

The output of this amplifier is the output of the circuit.

For all measurements built-in ADC of MCU with internal

1 V reference voltage source is used.

IV. SENSOR RESPONSE

As it was said before, the measurement result is the differ-

ence between sensor voltages at two different temperatures.

The first value is the voltage at the end of the second stage

of pulse heating (which heats the sensor up to 450 C and

lasts for 190 ms). The second value is the voltage at the end

of the fourth stage of pulse heating (which heats the sen-sor

up to 200 C and lasts for 550 ms). This is done to compen-

sate the absorption of moisture on the sensor surface that oc-

curs between two cycles, and influences the quality of the

measurement.

The dependence of the output signal of the sensor on the

methane concentration is shown in Fig.  8. The value of the

signal is changed from 23 mV for 0% of CH4 to 33 mV for

2.5% of CH4. Therefore, sensor sensitivity for this method

is about 4 mV / %CH4.

The  sensor  node  operates  as  a  two-threshold  device.

Threshold values are 0.5 and 1 % vol. If the methane con-

centration is less than 0.5 % vol., there is no reaction from

the sensor node. If the concentration is more than 0.5 % vol.

methane,  sensor node provides  the light  and sound alarm.

This alarm is different for every threshold. At the same time,

after every threshold is exceeds, node sends specific infor-

mation to the data sink node. 

V. POWER CONSUMPTION

The power  consumption of  the wireless  sensor  node  is

presented in Fig. 9. 

As it was shown before, the advantages from PWM heat-

ing are in second and fourth stages of multistage pulse. For

second  stage  the resulting  power  consumption  is  150-160

mW. For fourth stage it  is less than 80 mW. The average

power consumption for overall multistage pulse is 81 mW.

This value includes data transmission. 

Measurements  are  performed  periodically  with  period

length of 10 seconds. The length of multistage pulse is about

0.6  seconds.  The  average  power  consumption,  including

data transmission, for overall period is about 4.9 mW.

Fig 8. The dependence of the output signal of the sensor on the methane
concentration.
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Since  node  power  consumption  is  relatively  low,  the

power consumption of data transmission is large enough part

in overall power consumption.

The average power consumption of that data transmission

cycle is about 125 mW. And its length is about 0.06 seconds.

The average power consumption of multistage pulse includ-

ing data transmission is about 81 mW. And its length is 0.6

seconds. 

So the length of  data transmission is about  10% of the

pulse length. And during this time the power consumption is

much higher than average values.

At the same time, usually it doesn’t necessary to send data

every time than measurements were made. It’s much reason-

able to transmit it only when gas concentration was changed

or in other emergency situations.

The average power consumption excluding data transmis-

sion cycle is about 77 mW. The average power consumption

for overall period in this case is 4.6 mW. These values are

about 5% lower.

These power consumption values are relatively low. Since

capacity of a single cell lithium battery of D type is typically

15000 mAh, its voltage is 3.6 V and there are 8760 hours a

year,  the average  power  consumption for  one year  sensor

node lifetime is no more than 6 mW. Therefore, the average

power consumption of the node is low enough for one year

autonomous  lifetime.  This  duration  also  complies  with

safety standards which claim to perform gas sensors calibra-

tion every year.

VI. CONCLUSION

In this work the design of the "smart dust" sensor node for

wireless sensor network for combustible gas concentration

monitoring was presented.

The analog and digital circuits and energy efficient algo-

rithms  for  sensor  response  measurements  were  designed.

The parameters of designed sensor node was investigated. 

The calculations of methane concentration were made us-

ing  analysis  of  commercial  catalytic  methane  sensor  re-

sponse in multistage pulse heating mode of operation which

includes four heating stages. With that, sensor heating in ev-

ery stage was performed using PWM voltage regulation un-

like traditional heating with constant voltage. 

It was shown that PWM regulation allows to save about

20% of power which sensor consume. Particularly the aver-

age power consumption for multistage pulse is 81 mW. And

for 10 seconds measurement period the average power con-

sumption value is about 4.9 mW. 

The power consumption values provides the autonomous

lifetime  of  the  node  more  than  one  year.  Therefore,  the

methods  and  algorithms  which  was  designed  are  very

promissing for catalytic combustible gas sensors.

ACKNOWLEDGMENT

This  work  was  supported  by  the  grant  No.  RFME-

FI57714X0133 from the Ministry of Education and Science

of Russian Federation.

REFERENCES

[1] M. Magno, D. Boyle, D. Brunelli, B. O'Flynn, E. Popovici, L. Benini,
“Extended  wireless  monitoring  through  intelligent  hybrid  energy
supply,” IEEE Trans. On Ind. Electron.,  vol.61, no.4, pp.1871-1881,
April 2014. http://dx.doi.org/10.1109/TIE.2013.2267694 

[2] S. Akbari “Energy Harvesting for Wireless Sensor Networks Review”
in Proc. Federated Conference on Computer Science and Information
Systems  (FedCSIS),  2014,  pp.  987-992.  http://dx.doi.Org/10.
15439/2014F85 

[3] Andrey Somov, Evgeny F. Karpov, Elena Karpova, Alexey Suchkov
,Sergey  Mironov,  Alexey  Karelin,  Alexander  Baranov,  Denis
Spirjakin,  Compact  Low  Power  Wireless  Gas  Sensor  Node  with
Thermo  Compensation  for  Ubiquitous  Deployment,  Industrial
Informatics, IEEE Transactions on, 2015,    Issue: 99.  http://dx.doi.
org/10.1109/TII.2015.2423155

[4] A. Somov, A. Baranov, D. Spirjakin, R. Passerone. Circuit design and
power consumption analysis of wireless gas sensor nodes: one-sensor
versus two-sensor approach. IEEE Sensors Journal 14(6): 2056-2063,
2014. http://dx.doi.org/10.1109/JSEN.2014.2309001 

[5] http://www.willow.co.uk/TelosB_Datasheet.pdf
[6] http://www.eol.ucar.edu/isf/facilities/isa/internal/CrossBow/

DataSheets/mica2.pdf
[7] http://www.openautomation.net/uploadsproductos/micaz_datasheet..

pdf 
[8] http://www.libelium.com/products/waspmote/
[9] http://www.openpicus.com
[10] A.  Somov,  D.  Spirjakin,  M.  Ivanov,  I.  Khromushin,  R.  Passerone,

A. Baranov,  and  A.  Savkin.  Combustible  gases  and  early  fire
detection:  an  autonomous  system for  wireless  sensor  networks.  In
Proceedings  of  the First ACM International  Conference on Energy-
Efficient  Computing  and  Networking  (e-Energy’10),  pp.  85-93,
Passau,  Germany,  April  13-15,  2010.
http://dx.doi.org/10.1145/1791314. 1791327

[11] Standard GOST R EN 50194-1-2012, Signalizators for the detection
of combustible gases in domestic premises, 2000.

[12] Standard  EN 50194-2000,  Electrical  apparatus  for  the  detection  of
combustible  gases  in  domestic  premises.  Test  methods  and
performance requirements, 2000.

[13] Denis Spirjakin, Alexander Baranov, Alexey Karelin, Andrey Somov,
Wireless  Multi-Sensor  Gas Platform for  Environmental  Monitoring,
Environmental, Energy and Structural Monitoring Systems (EESMS),
2015 IEEE Workshop on 9-10 July 2015, Italy, Trento, рр. 232 - 237.
http://dx.doi.org/10.1109/EESMS.2015.7175883

[14] Alexander  Baranov,  Denis  Spirjakin,  Saba  Akbari,  Andrey  Somov,
Optimization of power consumption for gas sensor nodes: A survey.
Sensors  and  Actuators  A  233  (2015)  279–289.
http://dx.doi.org/10.1016/j.sna.2015.07.016

Fig 9. The power consumption of the wireless sensor node.

DENIS SPIRYAKIN ET AL.: DESIGN OF SMART DUST SENSOR NODE FOR COMBUSTIBLE GAS LEAKAGE MONITORING 1283





 

 

 

 


 

Abstract—For any wireless communications antenna system 

becomes indispensable. In this paper we analyzed linear array, 

planar array and three – dimensional (3D) array antennas. The 

array systems are simulated in Matlab based on uniform linear 

array antennas. Comparisons between planar array antenna 

and 3D array antenna are provided take into account different 

phases of currents injected in antenna elements. Also we 

propose to use the array antenna in WSN due to the advantages 

in signal to noise ratio and power consumption. 

I. INTRODUCTION 

 radio antenna, transmitting or receiving, is an 

independent and yet integral component of any wireless 

communication system. An antenna acts as a transducer that 

converts the current or voltage generated by the feeding-

based circuit, such as a transmission line, a waveguide or 

coaxial cable, into energy field propagating through space 

and vice versa. Each radio signal can be represented as an 

electromagnetic wave that propagates along a given 

direction. The wave field strength, its polarization and the 

direction of propagation determine the main characteristics 

of an antenna operation [1]. 

Antennas can be divided in different categories, such as 

wire antennas, aperture antennas, reflector antennas, 

frequency independent antennas, horn antennas, printed and 

conformal antennas, and so forth. When applications require 

radiation characteristics that cannot be met by a single 

radiating antenna, multiple elements are employed forming 

“array antennas”. Arrays can produce the desired radiation 

characteristics by appropriately exciting each individual 

element with certain amplitudes and phases.  

Over the last decade, wireless technology has grown at a 

formidable rate, thereby creating new and improved services 

at lower costs. This has resulted in an increase in airtime 

usage and in the number of subscribers. Recently, smart 

antenna systems have been widely considered to provide 

interference reduction and improve the performance of 

wireless mobile communication. The term “smart antenna” 

reflects the antenna’s ability to adapt to the communication 
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channel environment in which it operates. Smart antenna 

arrays with adaptive beamforming capability are very 

effective in the suppression of interference and multipath 

signals. One practical solution to this problem is to use 

spatial processing. Spatial processing is the central idea of 

adaptive antennas or smart-antenna systems [2]. 

In this paper we are focused on changing of the phase of 

currents injected in antenna elements in order to conclude 

relating to position control of the radiation pattern 

characteristic and directivity. 

II. ANTENNA ARRAY RADIATION PATTERN 

An antenna radiation pattern or antenna pattern is 

defined as “mathematical function or a graphical 

representation of the radiation properties of the antenna as a 

function of space coordinates. In most cases, the radiation 

pattern is determined in the far-field region and is 

represented as a function of the directional coordinates.” [3] 

The radiation property of most concern is the two- or three- 

dimensional spatial distribution of radiated energy as a 

function of the observer’s position along a path or surface of 

constant radius. 

Antennas with a given radiation pattern may be arranged 

in a structure (line, plane, three – dimensional) to yield a 

different radiation pattern. Given an antenna array of 

identical elements, the radiation pattern of the antenna array 

may be found according to the pattern multiplication 

theorem [4]: 

 

Array pattern = Array element pattern x Array factor 

 

where Array element pattern is the pattern of the individual 

array element and Array factor is a function dependent only 

on the geometry of the array and the excitation (amplitude, 

phase) of the elements. 

A. Linear Array 

The array factor (AF) is independent of the antenna type 

assuming all of the elements are identical. Thus, isotropic 

radiators may be utilized in the derivation of the array factor 

to simplify the algebra. The field of an isotropic radiator 
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located at the origin may be written as (assuming θ-

polarization): 

 
0

4

j k r
e

E I
r

q p

-

=  (1) 

where: 

 I0 = the complex excitation of the isotropic radiator, 

 k  = the free space wave number, 

 r  = distance of the observation point from the origin. 

In our approach, we assume that the elements of the array 

are uniformly – spaced with a separation distance d (see Fig. 

1). 

 

x 

y 

z 

1 2 3 4 5 N 

d d 

 

Fig.  1 The linear array antennas 

The current magnitudes of the array elements are 

supposed to be equal and the current on the array element 

located at the origin is used as the phase reference (zero 

phase). 
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The far electromagnetic fields of the individual array 

elements are: 
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The overall array far field is found using superposition 

and could be express as: 

 
1 2 3 0 *

N
E E E E E E AFq q q q q= + + + + =K  (4) 

The array factor for a uniformly – spaced N – element 

linear array from (4) is: 

 
( ) ( )2 1 coscos

1 Nj N kdj kd
AF e e

f qf q + -é ù+ ë ûé ù= + + +ë ûK  (5) 

A uniform array is defined by uniformly – spaced identical 

elements of equal magnitude with a linearly progressive 

phase from element to element: 

 ( )1 2 3
0 2 1

N
Nf f a f a f a= = = = -L  (6) 

Inserting this linear phase progression into the formula for 

the general N – element array, we obtain: 

 
( ) ( )[ ] ( )1 coscos 1

1

1
N

j N kdj kd j n

n

AF e e e
a qa q y- ++ -

=

é ù= + + + =ë û åK (7) 

The function ψ (ψ = α + kd cos θ) is defined as the array 

phase function and is a function of the element spacing, 

phase shift, frequency and elevation angle. If the array factor 

from (5) is multiplied by je y , the result is: 

 
2 3

*
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AF e e e e e
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Substracting the array factor from the equation above, we 

obtain: 
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The complex exponential term in (9) represents the phase 

shift of the array phase center relative to the origin. If the 

position of the array is shifted so that the center of the array 

is located at the origin, this phase term goes away. The array 

factor after phase shift and normalization becomes: 
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B. Planar Array 

Unlike linear arrays that can only scan the main beam in 

one polar plane (θ - the elevation plane or ϕ - the azimuth 

plane), planar arrays scan the main beam along both θ and ϕ. 

Planar arrays offer more gain and lower sidelobes than linear 

arrays, at the expense of using more elements. The design 

principles for planar arrays are similar to those presented 

earlier for the linear arrays. Since the elements are placed in 

two dimensions (see Fig. 2), the array factor of a planar array 

can be expressed as the multiplication of the array factors of 

two linear arrays [5]: one along the x-axis and one along the 

y-axis: 
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where: 
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Fig.  2 The planar array antennas 

 

C. Three – dimensional Array (3 – D Array) 

Starting from the planar array, where it is considered that 

the system has a rectangular configuration of elements, the 

three – dimensional array antenna (Fig. 3) is achieved by 

introducing a number of planar arrays on the z axis. In this 

case, the array factor is: 
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where: 
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Fig.  3 Three – dimensional array antennas 

In case of three – dimensional array antennas there are 

restrictions regarding the distance between elements on z 

axis which could not be less than elements dimensions. 

III. SIMULATION RESULTS 

Our simulations are made for linear, planar and three – 

dimensional array antennas. Starting from a linear array 

antennas with logarithmic directivity pattern, composed 

between 2 – 9 elements (dipole antenna) that are evenly 

spaced with the distance of λ/2, we built a planar array and, 

respectively three – dimensional array antennas. 

The simulations are made in Matlab and all results are 

displayed normalized. The radiation patterns obtained in 

different situations are generated in two planes, xOy plane (H 

plane) and xOz plane (E plane). We use the opening angle of 

the main lobe to compare the results obtained in these 

situations [7]. 

Because for a linear array antenna the increases in a phase 

shift between currents injected in two consecutive elements 

leads to decreases in directivity, we are focused on planar 

and 3D array antennas. 

The radiation patterns obtained in xOy plane (H plane) for 

planar array antennas with different number of elements and 

phases are represented in Fig. 4. In Fig. 4.c a radiation 

pattern for 45° phase shift of currents injected in array 

elements is presented. 

The radiation pattern obtained in xOz plane (E plane) is 

presented in Fig. 5. 

For planar array antenna with 7 × 7 elements, and three – 

dimensional array antenna with 7 × 7 × 7 elements, and 0° 

phase shift, the radiation patterns are presented in Fig. 6. 

 

Fig.  4 Radiation patterns obtained in H plane for planar array 

antennas: a) with 2x2 elements and 0° phase shift; b) with 4x4 

elements and 0° phase shift; c) with 4x4 elements and 45° phase shift  
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Fig.  5 Radiation patterns obtained in E plane for planar array 

antennas: a) with 2x2 elements and 0° phase shift; b) with 4x4 

elements and 0° phase shift; c) with 4x4 elements and 45° phase shift  

 

Fig.  6 Radiation patterns obtained in H plane for: a) planar array 

antennas with 7x7 elements and; b) 3D array antennas with 7x7x7 

elements 

 

As a comparison we used the opening angle of the main 

lobe. In case of identical currents injected in array elements 

the results are presented in Table I. 

During the experiments we conclude that increasing the 

number of elements over 7 does not lead to significant 

increase of directivity, so we suggest that the maximum 

number of elements for an array should not be greater than 7. 

Using planar array antennas with 7 × 7 elements and 

introducing a phase shift of 30° and 165° between the 

currents injected in two consecutive elements, we obtain the 

radiation patterns represented in Fig. 7. For three – 

dimensional array antennas with 7 × 7 × 7 elements and with 

a phase shift equal to 105°
 

and 165° respectively, the 

radiation patterns are represented in Fig. 8. 

The 3D patterns for planar array and three – dimensional 

array are presented in Fig. 9. Because we used a distance 

between elements equal with λ/2 for phase shift equal with 

180° the obtained pattern is same as in case of no phase shift. 

The values obtained for the opening angle of main lobe in 

case of array antennas formed by 7 elements with different 

phase shift between consecutive elements are presented in 

Table II. 

We could observe that the opening angle for different 

structure array is same if the phase shift is complement to 

180°, but for angles lower than 30° or higher than 

complement to 180° or for angles between 70° and 110° the 

pattern characteristic has two lobes, one in direction 

determined by phase shift and another to the direction 

complement to 180° attenuated with 20%. 

 

Fig.  7 Radiation pattern characteristic obtained in H plane for planar 

array antennas with: a) 30° phase shift, b) 165° phase shift  

 

TABLE I. 

OPENING ANGLE FOR ARRAY ANTENNAS FOR NUMBER OF ELEMENTS 

Linear Planar Three – dimensional  Number of 

elements 
H E H E H E 

2 59,6° 97,2° 58,4° 47° 58,4° 27° 

3 35,5° 57,3° 35,5° 32,1° 35,5° 32,1° 

4 25,3° 23,5° 26,3° 24° 26,3° 12,6° 

5 19,6° 47° 20,6° 19,5° 20,6° 19,5° 

6 16,1° 18,3° 17,1° 16° 17,1° 9,1° 

7 13,7° 40,1° 13,7° 13,7° 13,7° 13,7° 

8 11,4° 14,9° 11,4° 11,4° 11,4° 6,8° 

9 10,3° 39.2° 10,3° 10,3° 10,3° 10,3° 
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Fig.  8 Radiation pattern characteristic obtained in H plane for three – 

dimensional array antennas with: a) 105° phase shift, b) 165° phase 

shift 

 

 

Fig.  9 3D radiation pattern characteristic for: a) planar array antennas 

with 120° phase shift, b) three – dimensional array antennas with 30° 

phase shift 

IV. WSN APPLICATIONS 

One of the most interesting applications for directional 

antenna is Wireless Sensor Networks (WSN). WSN 

represent a spatially distributed of large number of 

autonomous sensors which collect data from environment 

and is able to send it to a main certain locations. WSN has 

many applications from different field. The main areas of 

applications of WSN are: military (monitoring forces, 

equipment and ammunitions; battlefield surveillance; 

targeting, etc.), environmental (forest fire detection; bio-

complexity mapping of environment; flood detection; air and 

water pollution), health (telemonitoring of human 

physiological data, tracking and monitoring doctors and 

patients, drug administration), home and office (automation; 

smart environment), automotive (reduces wiring effects; 

measurements in chambers and rotating parts, remote 

technical inspections, conditions monitoring e.g. at a 

bearing) [8].  

The architecture of the WSNs can take many forms 

starting from a star network to an advanced multi-hop 

wireless network. One possible solution for WSN 

communications architecture is presented in Fig. 10.   

The components of the networks are called nodes; each of 

them is connected to one or, sometimes, several others. The 

main structure for sensor nodes is presented in Fig. 11.  

In many cases in order to connect to send data it is 

necessary to obtain a maximum signal to noise ratio in 

transmission [9]. 

Because the transmission system has a consumption that 

depends on the signal to noise ratio, it is necessary to 

improve this parameter.  

In a transmission system the signal to noise ratio could be 

improved without increasing energy if we are able to 

increase the gain of the antenna or if we are able to orient the 

antennas in a way in what the pattern characteristics are 

aligned. Using an array antenna we can control the 

orientation of the pattern characteristic without any energy 

consumption. This leads to the increased signal to noise ratio 

and to the reduced energy consumption because it is not 

necessary a mechanical orientation of the elements of the 

node in order to obtain maximum signal to noise ratio. 

 

 

 

TABLE II. 

OPENING ANGLE FOR ARRAY ANTENNAS FOR PHASE SHIFT 

Linear Planar Three – dimensional  Phase shift 

H E H E H E 

00 13,7° 40,1° 13,7° 13,7° 13,7° 13,7° 

150 14,9° 32,1° 13,7° 13,7° 13,7° 12,6° 

300 13,7° 11,4° 13,7° 13,7° 13,7° 10,3° 

450 14,9° 12,6° 14,9° 13,7° 14,9° 10,3° 

600 14,9° 13,7° 14,9° 13,7° 14,9° 10,3° 

750 16° 13,7° 14,9° 12,6° 14,9° 10,3° 

900 17,2° 13,7° 13,7° 10,5° 13,7° 12,6° 

1050 16° 13,7° 14,9° 12,6° 14,9° 10,3° 

1200 14,9° 13,7° 14,9° 13,7° 14,9° 10,3° 

1350 14,9° 12,6° 14,9° 13,7° 14,9° 10,3° 

1500 13,7° 11,4° 13,7° 13,7° 13,7° 10,3° 

1650 14,9° 32,1° 13,7° 13,7° 13,7° 12,6° 

1800 13,7° 40,1° 13,7° 13,7° 13,7° 13,7° 
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Fig.  10 WSN architecture

Fig.  11 Node architecture

V.CONCLUSION

A brief overview of antenna array aspects has been given.

We observe that in cases of planar array and three – dimen-

sional  array, the systems become more directly. Also,  if  a

phase shift between current injected in the antenna elements

is introduced the linear array become impracticable in terms

of directivity pattern.

During the experiments we conclude that increasing the

number of elements over 7 does not lead to significant in-

crease of directivity, so we suggest that the maximum num-

ber of elements for an array should not be greater than 7.

In order to obtain an oriented pattern characteristic, only

planar and 3D array could be used because a linear array has

many secondary lobes, and in this case the gain decreases.

Also  in  order  to  obtain  a good directivity the phase  shift

should be between 30 and 150 degree.

 Array antennas are increasingly used nowadays because

using them can improve radio transmissions by:

- increasing signal coverage, by increasing capacity for

data transfer, 

- reducing interference due to multipath signal propaga-

tion,  simultaneous  multiple  signals  radiated  to  different

users, 

- better focus of the beam radiated to the direction of in-

terest.

For a better orientation of the beam radiated to a user, the

array  antenna  must  be  able  to  detect  the  direction  from

which the signal arrives from the user. Future work is ori-

ented to investigate what is happened in case of changes the

regularity of the array structure and also a new structure for

planar array.
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Abstract — The presented paper is focused on analysis of two 

methods of marker localization. The markers are passive RFID 

transponders (without or with identification chip) consisting of 

tuned LC circuit and being used to mark and trace 

underground networks such as cables and pipes. Localization of 

the marker is based on evaluation of signal amplitude received 

from the excited marker, i. e. it is RSSI based localization 

method. The excitation of marker can be periodically repeated 

or continuous. In the first case the localization process consists 

of two stages – excitation and receiving of marker damped 

oscillations, in the second case the amplitude of continuously 

generated excitation signal is decreased by vicinity of the 

marker. Both localization methods are mathematically analyzed 

by modeling of their circuits using differential equations. The 

results of analysis are used to compare both methods and to 

evaluate their suitability for practical utilization. 

I. INTRODUCTION 

NDUCTIVELY coupled RFID (Radio Frequency 

Identification) systems [1] are now being widely used in 

many industrial applications. For example, the marking of 

goods by RFID technology enables the traceability of goods 

which is helpful to control the whole logistic chain from 

production to sale. In addition to these applications, the 

RFID transponders are being used for marking of 

underground facilities location. Such RFID transponders are 

called “markers”. The marker is a passive RFID transponder 

consisting of a tuned LC circuit without identification chip 

(1-bit) or with identification chip tuned on low frequency in 

77 kHz – 170 kHz band. 

For localization of some older underground facilities 

(cables, pipes etc.) a signal can be injected into their 

continual metal conductor and this signal can then be 

received on terrain surface and the cable or pipe can be 

traced. Today’s underground facilities are mostly 
constructed from plastic material so this simple localization 

and tracing method cannot be used, therefore in this case the 

marking of underground objects by RFID markers is the only 

useable method. 

The unknown position of marker under the terrain surface 

can be estimated by a localization device (locator). 

Moreover, the depth of marker can be estimated by RSSI 

(Received Signal Strength Indication) similarly as described 

in [2], [3]. In [4] the authors describe marker localization 

methods based on marker damped oscillations and on 

continuous generating of electromagnetic waves. This work 

extends the analyses of RSSI based marker localization 

methods. The method based on damped oscillations of 

marker is extended by introduction of separate damping and 

sensing resistors and the analysis of method based on 

continuous marker excitation is done by applying differential 

equations instead of algebraic equations to analyze the 

transient phenomena in sensing circuit. 

II.  RELATED WORKS 

The localization of moving underground objects (for 

example animals) based on inductive coupling is described 

in [5]. This application assumes the use of sensor network 

consisting of transmitting coils fixed on terrain surface and 

the moving underground object equipped with receiver 

collects data transmitted from these coils. 

Indoor localization based on triaxial coils applied in both 

transmitter and receiver with very low working frequency 2.5 

kHz is published in [6]. Low frequency magnetic field is 

suitable for underground localization purposes, too, because 

it is not affected by ground properties. 

Another approach is presented in [7]. This work assumes 

localization based on UHF RFID tags in mining industry, but 

it is performed in mining tunnels and localization from the 

terrain surface is not assumed so the UHF signals do not 

propagate through layer of ground. 

III. MUTUAL INDUCTANCE 

An important quantity in the models presented in next 

chapters is the mutual inductance M between marker and 

locator coils which depends on the geometrical arrangement 

of coils according to equation [1], [4], [8]: 
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where rR is radius of RFID locator antenna coil, rT is 

radius of marker coil, x is distance between the locator 

antenna and the marker and θ is the angle between coil of 

locator antenna and marker coil (note that if θ=0 ° then coils 
are parallel). 

IV. MATHEMATICAL MODEL BASED ON DAMPED 

OSCILLATION 

This principle of localization assumes that the localization 

device periodically excites the marker LC circuit and in the 

pauses between excitation periods the response from marker 

in form of its damped oscillations is received. The simple 

model with one resistor was analyzed in [4]. In this chapter a 

more complex model with separate damping and sensing 

resistors will be analyzed. The first resistor RD is used for 

fast damping of locator LRCR circuit damped oscillations and 

its value was calculated from equation (2). The second 

resistor RM is used for current sensing in the receiving stage 

of localization. The model is shown in Fig. 1. 
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Fig.  1 Model of localization with separate damping and measuring 

resistors 
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For this model the next system of equations (3) can be 

derived 
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The modulation function MOD(t) is given by equation (4) 

and the sensing (measuring) resistor RM is switched by 

function MER(t) given by the equation (5) 
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i. e. it is binary square signal with a frequency 250 times 

lower than the frequency of excitation signal source and 

shifted (delayed) by ΔT in time against the modulation 

function MOD(t). During the small delay ΔT the oscillations 

of locator tuned circuit has to be damped. 

The excitation signal source is assumed harmonic, i. e. 

 

   1 1 sin 2u t U ft  (6) 

 

The system of integrodifferential equations (3) was 

numerically solved after its conversion to the 1st order 

system of differential equations (7) by substitution x1(t)=i1(t), 

x2(t)=di1(t)/dt, x3(t)=i2(t), x4(t)=di2(t)/dt, ω=2πf. Then we get: 
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where the individual coefficients a1, a2, a3, a4 and b1, b2, 

b3, b4 are given by (8). 
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The used values of RR, LR, CR and RT, LT, CT are listed in 

the next table: 

TABLE I. 

VALUES OF COMPONENTS USED IN NUMERICAL CALCULATIONS 

RR LR CR RT LT CT 

15.7 Ω 1 mH 1.621 nF 7.85 Ω 1 mH 1.621 nF 

 

Note that the values of LR, CR and LT, CT were selected so 

that the corresponding resonant frequencies are 

fR=fT=125 kHz. 

The radiuses of both coils used in numerical calculations 

are rR=rT=0.1 m, distance between them is x=0.4 m and the 

angle θ=0 °. Corresponding mutual inductance M is then 

calculated from (1). Amplitude of the excitation signal is 

U1=10 V, its frequency f is 125 kHz. 

The damping resistor RD=1533 Ω calculated from (2) in 

this case ensures the minimum time of LRCR transient 
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response. The used values of the measuring resistor are 

RM=100 Ω for comparison with the results obtained in [4] 

and RM=1 Ω to maximize the current response i1(t) from 

marker. 

The time course of the current i1(t) for model of marker 

localization with two resistors is shown in Fig. 2 and Fig. 3 

for RD=1533 Ω, RM=100 Ω and RM=1 Ω, respectively. 
Moreover, the dependence of maximum current amplitude 

I1_Max on the distance x was calculated for this model and it is 

shown in Fig. 4. Note that the current maximum was 

calculated in the time interval after the transients of the 

excitation current decay. For comparison of the presented 

analysis results and the results from simplified model 

calculated in [4] the case when RD=RM was calculated, too. 

This case is identical with the simplified model and the 

comparison is shown in Fig. 4. 

 

Fig.  2 Time course of the current i1(t) for RD=1533 Ω and RM=100 Ω 

 

 

Fig.  3 Time course of the current i1(t) for RD=1533 Ω and RM=1 Ω 

 

The measuring resistor RM influences the maximum 

current amplitude I1_Max because this resistors acts as 

additional damping resistor for LRCR circuit so that the ideal 

situation is when RM → 0. 

 

 

Fig.  4 Maximum amplitude of current response from marker with 

nominal resonant frequency fT=125 kHz for two resistor model 

 

Fig.  5 Maximum amplitude of current response from marker for 

damped oscillation model 

 

Fig.  6 Dependence of maximum current amplitude on the measuring 

resistor RM for distance x=0.4 m 

V.  MATHEMATICAL MODEL BASED ON CONTINUOUS 

EXCITATION OF MARKER 

This localization principle is used when the RFID locator 

continuously generates the magnetic field by its antenna coil 

LR. The amplitude of current in locator circuit is then 
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influenced by resonant circuit of marker so that the steady 

state current amplitude in locator circuit decreases if the 

marker is nearby. 

The model is derived from the previous case by eliminating 

the switches. Schematic diagram of this model is shown in 

Fig. 7. In dependence on the distance x between coils the 

marker resonant circuit influences the amplitude of current 

i1(t) in locator antenna circuit. 
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Fig.  7 Model of localization based on continuous excitation 

 

This model can be analyzed by using of complex 

impedances of its components as it was performed in [4]. But 

such analysis did not show the transient phenomena in 

locator circuit and the results give only steady state solution. 

Therefore new model based on differential equations was 

created. 

This model can be described by the following system of 

differential equations: 
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The signal source in Fig. 7 is harmonic as defined by (6). 

Similar as in previous chapter the system of 

integrodifferential equations (9) was transformed by 

substitution x1(t)=i1(t), x2(t)=di1(t)/dt, x3(t)=i2(t), 

x4(t)=di2(t)/dt, ω=2πf. Then we get the 1st order system of 

differential equations (10) which can be easily solved by 

standard mathematic software. 
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where individual coefficients are given by (11). Note that 

these coefficients are different from the coefficients given by 

(8). 
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(11) 

In this case the detection of marker vicinity is more 

complicated as in the previous chapter because there is not 

the time stage in which only the response from excited 

marker can be received but the excitation signal in locator 

circuit is always present. The symptom of marker vicinity is 

decreasing of steady state current amplitude in locator 

circuit. When the distance between marker and locator is big 

(x→∞) then the mutual inductance calculated from (1) is 

very small (M→0). In this case the current i1(t) has 

maximum value I1max, which is measured in steady state after 

the time t=2.5 ms. The marker vicinity then causes current 

drop ΔI1 (12) which can be calculated as difference between 

steady value of current i1(t) (see Fig. 8) and its maximum 

I1max measured in the same time point when no marker is 

nearby the locator. 

1 1 1maxI I I    (12) 

The time course of current i1(t) in the RFID locator circuit 

(Fig. 8) was numerically calculated from the system (10) for 

the same parameters as used in previous chapter. The 

dependence of current drop ΔI1 versus distance x is shown in 

Fig. 9. 

 

Fig.  8 The time course of current i1(t), distance x=0.3 m 
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Fig.  9 Current drop ΔI1 versus distance x 

 

The results calculated by analysis based on differential 

equations (10) were compared with the results obtained by 

analysis based on algebraic equations and complex 

impedances from [4]. This data is shown in the same graph 

in Fig. 9. As shown in this figure, both analyses give the 

same results. 

VI. CONCLUSION 

Presented paper extends the mathematical analyses of 

marker localization principles. Two possible marker 

localization methods were analysed. For practical use the 

first method seems to be appropriate because the signal in 

receiving stage of localization can be directly processed. 

The second method based on continuous marker excitation 

would require more complicated signal processing in locator. 

This complication is caused by “mixing” the excitation and 
response signals so that the marker vicinity cannot be simply 

detected by signal presence detection as in the first case but 

by detection of signal drop. Moreover the transient 

phenomena occur as documented in Fig. 8. 

 

Fig.  10 Comparison of both localization models 

 

Another criterion for evaluation of presented localization 

methods is based on their sensitivity to the marker vicinity. 

From comparison in Fig. 10 the second method seems to be 

more sensitive to the marker vicinity. Because the markers 

are typical near field application, the current amplitude in 

both cases decreases very rapidly when the distance between 

marker and locator increases. 

The next research will be focused on the design of 

hardware needed to perform series of measurements so that 

the results of performed analyses will be compared with real 

measured data. 
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Abstract—Nowadays, adopting an optimized irrigation system
has become a necessity due to the lack of the world water
resource. Moreover, many researchers have treated this issue
to improve the irrigation system by coupling the novel tech-
nologies from the information and communication field with
the agricultural practices. The Wireless Sensor and Actuators
Networks (WSANs) present a great example of this fusion. In
this paper, we present a model architecture for a drip irrigation
system using the WSANs. Our model includes the soil moisture,
temperature and pressure sensors to monitor the irrigation
operations. Specifically, we take into account the case where
a system malfunction occurs, as when the pipes burst or the
emitters block. Also, we differentiate two main traffic levels
for the information transmitted by the WSAN, and we use an
adequate priority-based routing protocol to achieve high QoS
performance. Simulations conducted over the NS-2 simulator
show promising results in terms of delay and Packet Delivery
Ratio (PDR), mainly for the priority traffic.

Index Terms—WSANs, Drip irrigation, Priority-based Rout-
ing.

I. INTRODUCTION

DURING the last decade, the Precision Agriculture (PA)
has emerged as novel trend to enhance the agricultural

practices. The principal aim of the PA is to monitor the
spatio-temporal characteristics of the agricultural parcel [1].
By this way, the crops yield can be optimized while the natural,
financial and energetic resources can be preserved. However,
since the monitored agricultural regions are generally scat-
tered and suffer from a variable environmental conditions,
the need for accurate and real-time collected information is
more pronounced. Also, the classical solution as the satellite
imagery, aircraft or other systems based on the map cannot be
supported by all farmers due to their heavy cost. To overcome
this limitation, the Wireless sensor networks (WSNs) were
introduced into the agricultural environment context [2].

Technically, the sensor nodes are deployed into the farm-
land. They start to collect environmental information and
monitor soil characteristics. Then, they cooperate according to
designed protocols to communicate the collected information
to a central node. After that, this information is processed and
treated to make an eventual decision.

The WSN have been explored in different ways for the
agriculture field. As example, in [3] the authors have used
four nodes types: soil, environmental, water and gateway to

monitor the water content, temperature and soil salinity at farm
located in Spain. Another work presented in [4] where authors
have designed a node system for the collection of farmland
information at different growth period of wheat, typically:
seeding, jointing and heading. The study focuses in the optimal
antenna height to use at the different growth period. Further
examples presented in [5] and in [6] concern the greenhouse
monitoring and the water saving irrigation using the WSN.

The security aspect is another example of how can the WSN
improve the agricultural yield. In fact, crops are negatively
affected by human or animal intruders. Also, the produc-
tion process is still insufficiently controlled which lead to
a potential product loss. To overcome this point, the video-
surveillance nodes can be used to detect and identify intruders
as well as to better take care of the production process [7].
In addition, the video-surveillance system allows the farmers
to protect their sensors and equipment being installed in the
crops from theft or potential damage.

One of the most important application of the WSNs in
the PA is the irrigation system control. The interest comes
naturally from saving water. For this aim, many researches
were conducted to enhance the irrigation control system by
coupling novel technologies with the agricultural practices.
Among irrigation strategies, the drip irrigation system was
considered as the most efficient policy to save water use.
Moreover, combining this strategy with the WSNs leads us
to have a great benefit from the farmlands. However, the
irrigation system reliability need more attention, mainly in the
case of general or partial dysfunction. For this aim, we present
in this paper a model architecture for a drip irrigation system
using the WSANs. Our model includes the soil moisture,
temperature and pressure sensors to monitor the irrigation
operations. Specially, we take into consideration the case when
a system dysfunction occurs, as when the pipes are broken or
the emitters are blocked. Also, we differentiate two main traffic
levels for the information transmitted by the WSAN. Further-
more, based on our previous work [8], we can achieve a high
QoS performance through an adequate priority-based routing
protocol. The aim was to ensure an efficient and real-time
communication between the different nodes type and the sink.

The remainder of this paper is organized as follows: in
section II, we review some related works designed for an
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efficient irrigation system. In section III, a description of our
designed drip irrigation system is given. The priority-based
protocol for DIS with simulation results are given in section
IV. Finally, in section V, we draw the conclusion and give
perspectives.

II. RELATED WORK

To the best of our knowledge, monitoring the dysfunction
of the drip irrigation system using the WSNs with an adequate
priority-based routing protocol was never suggested before in
the specialized literature. Therefore, in this section we sum-
marize some related works for the irrigation system control.

In [9], authors propose an energy efficient method for the
wireless sensor communication used in an automated irrigation
system. This method is based on the Time Division Multi-
ple Accesses (TDMA) scheduling that allows nodes to turn
ON/OFF their radio according to scheduled slots. The main
advantage of such scheme is saving the node’s energy and
reducing radio interference. Also, authors give a comparison
between two methods to transmit the collected data to the sink
node; namely the direct communication method and the data
fusion method. For each method, the energy consumed and
the data throughput are studied over the NS2 simulator.

To optimize water use in agricultural context, authors pro-
pose in [10] an automated irrigation system based in the WSNs
technology. The developed system is composed of two kinds of
sensors to collect soil-moisture and temperature information.
The sensors are placed in the root zone of the plants. Also,
a gateway was used to gather sensor information, triggers
actuators, and transmits data to a web application. To control
the water quantity, authors had programmed into a micro-
controller an algorithm with threshold values of temperature
and soil moisture. Concerning the energy, photo-voltaic panels
are used to power the system. The entire system can be
controlled through a web page which help to program an
irrigation schedule and performs a data inspection.

In [11], authors present practical irrigation management
system using a deployed WSN. This system includes a remote
monitoring mechanism through a GPRS module to send SMS
message containing land characteristic such as soil temperature
and soil moisture, or the network performances such as packet
delivery ratio, RSSI or the nodes energy level. The main
contribution of this paper is to design and implement a low-
cost efficient irrigation management system that combines
sensors and actuators in a wireless sensor/actuator network.
Authors conclude through this study that the deployment of
the sensor nodes in the agricultural field is a critical issue.
Furthermore, they suggest that the distance between sensor
nodes has to be as short as possible in order to enhance the
effectiveness of the system. However, the main weakness of
this study is that authors employ only five sensors for the
experiment.

We conclude for all referred works, that authors don’t take
into consideration the case of irrigation system dysfunction.
Also they don’t use the pressure sensor to monitor the ir-
rigation flow rate. In addition, no priority-based protocol is

Water source

Micro-parcel

Pressure node

Solenoid valve

Soil moisture &
Temperature node

Main pipeline

Pipes

Sink node

Fig. 1: Drip Irrigation System layout

designed to distinguish the importance of the communicated
information. In the following section we present our proposed
drip irrigation system that can overtake the dysfunction case.

III. PROPOSED DRIP IRRIGATION SYSTEM MODEL

Recent practices in precision agriculture include two main
micro irrigation methods which promote interesting water
efficiency. The first method is the drip irrigation. It allows
water to be dripped to the plants roots through pipes containing
several emitters. This irrigation system is composed of the
following components: water source (generally is a tank)
which is connected with a main tube called main pipeline. To
this line, several pipes are connected using manual or electrical
valves that control the water flow. The pipes go through the
field and distribute water for each plant.

The second method is the sprinkler irrigation which delivers
water through a pressurized pipe network to the nozzles of
sprinkler which spray the water into the air [12]. However,
this method is less efficient than the drip one, since more
water is losing due to evaporation and runoff. Therefore we
choose the drip strategy for our design.

Our proposed model is a closed-loop model. As defined in
[13], a system can be categorized as a closed-loop model if
the response of the system is monitored and used to adjust
the control. We note also that our proposed model is designed
for a site-specific irrigation where the crops are characterized
by a spatio-temporal variation of the irrigation requirements.
The variability comes from the soil type, crop type, crop
and meteorological conditions [13]. The main purpose of our
design is to handle the dysfunctional situation of the drip
installation. As discussed in [7], the crops are negatively
affected by human or animals intruders. This is more critical
in the case of drip irrigation installation. In fact, the pipes
can be broken by rangers or by accident which can cause
water waste and plants damage. Also the pipe emitters can be
blocked due to environmental condition (sludge, sand) which
can cause plant stress. To overtake these shortcoming the water
flow rate into the drip installation must be monitored. For this
aim, our proposed system include the following sensors and
actuators:

• Soil moisture sensor: It is used to optimize irrigation and
to warn of plant stress by controlling some parameters
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such as the electrical conductivity of soil or the un-
derground volumetric water content (VWC). Measuring
the soil moisture can help the farmers to manage their
irrigation systems more efficiently by using less water to
grow a crop and increasing quality and yields.

• Temperature sensor: It is used to monitor the ambient
temperature. It can be analog or digital and help farmer to
adjust their irrigation schedule according the temperature
measured to avoid risk of evaporation.

• Pressure sensor: It is used to measure a pressure of gases
or liquids and change it into a quantity that can be pro-
cessed electronically. It generates a signal as a function of
the pressure imposed. In irrigation application, this kind
of sensor helps to monitor the abnormal pressure of pipe
installation. In such case, by means of communication
module (Zigbee/802.15.4), a message can be transmitted
to the corresponding solenoid valve or the master valve
(which control the main pipe) to shut down the system. A
very low pressure value can be synonymous of a broken
pipe or failure to open valves. Having a high pressure
value can indicate that a valve is not closed correctly or
some emitters are blocked.

• Solenoid valve: It is an electromechanical valve for use
with liquid or gas controlled by running or stopping an
electrical current through a solenoid, which is a coil of
wire, thus changing the state of the valve [14]. Combined
with a Zigbee module, the valve can be controlled trough
wireless communication. Concerning the energy issue,
the valve can have an external energy sources as solar
panel.

• Sink node: It corresponds to the gateway of the system.
All sensor nodes in the topology need to forward their
gathered information to the sink node to be processed.
Also, through this node, a request commands are gener-
ated to corresponding actuators or sensors.

An illustration of drip irrigation system with a deployment
of the WSANs is shown in Fig .1

A. Deployment strategy

Deploying the sensor nodes to monitor a farmland is crucial
issue. In fact, many parameters must be considered to choose
the most beneficial deployment, as the crops characteristics,
the micro meteorological parameters, the sensors and nodes
specification and obviously the farmer’s budget. According
to a generic guide proposed in [15] the coverage of the
sensor nodes in agricultural WSN must be dense. By this
way, all the required measurements can be gathered to have
reliable knowledge of the monitored area. Authors in this
guide argue that for a field with 100 m2 size, at least 80-
90 nodes are needed. They consider roughly 1 sensor node
per 1 m2. Of course, with such density we can reduce the
sensors transmission power to the lowest level to save energy.
In addition to have an adequate number of nodes, the topology
formation must be determined. Among start, tree, or grid
topology, the right choice depends to field’s size and the

plants formation. However, for middle or high surface, the
grid topology remains the most suitable.

Based on the above discussion, we choose the grid topology
for our drip irrigation design. We divide the field area into
several equal micro parcel as suggested in [16]. The size of
the parcel must be a trade-off between monitoring quality
required, the communication coverage and the deployment
cost. In the middle of each parcel we fix a soil moisture
and temperature node. We make the assumption that the soil
moisture and the temperature remain the same inside the
parcel.

B. Communication strategy
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Fig. 2: Drip Irrigation System communication

In Fig. 2 we present a flowchart of the communication
between all actors in the designed drip irrigation system. The
sensor nodes gather the temperature and the soil moisture from
the farmland periodically. According the value obtained, the
sensor nodes decide to send the information to the sink or not.
At the sink node, the abnormal information is processed and
an eventual decision is taken to adjust the irrigation schedule
according to the plant requirement. The same irrigation sched-
ule is transmitted to the pressure nodes to be awakened at the
same time of irrigation process. Once the actuators receive an
action from the sink, they control their corresponding valves to
be opened or closed. If the valves are opened, the water flow
goes through the pipes and the pressure nodes start sensing.
If any abnormal pressure value is gathered, an alert message
is transmitted to the sink node to shut down the irrigation
process and request an external human verification of the pipe
installation.

We make the assumption that the sensor nodes communicate
only with the sink node through a multi-hop protocol. Also,
the actuators receive only actions from the sink. We assume
also that the sink node can request some information from the
sensor nodes at any time.
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IV. PRIORITY-BASED DISM

A. Priority-based protocol

As discussed in section III, we have two main traffic type
gathered from sensors. The first one related to information
gathered from temperature and the soil moisture sensors. We
classify this traffic type as normal traffic since no need for
an urgent intervention is required. The second traffic type
is related to information gathered from pressure sensors. We
classify this traffic type as priority traffic due to the need for
an emergency resolution of the detected problem (shut off the
main valve, require human intervention ... etc). Now, in the
case when both traffics are active simultaneously, it is clear
that the reliability and the timeliness of the priority traffic is
more requested than those of the normal traffic.

However, in the wireless context, there are many troubles
that can occur due to the sharing of the same communication
medium. Among these problems we cite the interference
problem, the exposed and the hidden problem [17]. Another
problem that must be considered is the effect of the carrier
sense range on communication performances. As discussed in
our previous work [8], the carrier sense range is usually more
larger than the transmission and the interference range. So
carefully routing process must be applied to avoid any trouble
between multiple sources and to satisfy the requested QoS for
each traffic.

Let us take the example presented in Fig. 3. Two source
nodes need to send their data to the sink. The first source
node A sends a priority traffic and the source node B sends
a normal traffic. We make the assumption that only one path
is constructed from each source node. The circle presented
around each node represents the transmission range. We avoid
adding the carrier sense range in the figure to not overload
it. As shown in Fig. 3, the black path refers to the path
constructed from the node A to the sink node. After that,
the node B needs to find out a valid path to reach the
sink. If the red path is chosen, then all the nodes from the
black path and the red one will be in concurrence to access
to the communication medium which will degrade the final
performance. The green lines represent relation between these
nodes. To avoid such situation, the node A must construct the
blue path. Thus, even if the number of hops is higher the
performances at the sink node are better. In what follow we
will describe how the two paths can be constructed.

Fig. 3: Carrier sense effect in the case of multi-sources

B. Protocol description

Based on our previous work [8], we design a routing
protocol that can allow the priority source node (namely the
pressure node) to construct an efficient routing path while
avoiding the carrier sense range effect. In this work we make
the assumption that nodes are aware of their positions and the
position of the sink node. In the following, we give a short
description of how the paths are constructed according to our
approach.

When a priority source node seeks to communicate with the
destination, it sets up a route discovery process by sending a
priority forward agent (P-FAGT) to construct a short multi-
hop path. The choice of the next hop node is based on
the geographic information available at each node. For each
selected node i, the node state is changed from free to busy,
and a Hello message is broadcasted to all neighbors in the
communication range to notify the new state of the node i.
Every neighbor node j of the node i becomes a banish node,
that means it cannot be selected for any communication. After
that, each node j broadcasts in its turn a hello message in their
neighborhood. Now, if a normal source node needs to send
some information, it constructs the routing path by sending
a normal forward agent (N-FAGT) which must respect the
following rules: the next hop must not be blocked, and must
not be a banish node or having a banish node in its neigh-
borhood. A node is in a blocked state when the destination is
unreachable through this node. To avoid a blocking situation
when a node cannot reach the destination, we use the same
principle as in [18], called the step-back method. The same
method is used by the agent when the selected next hop has
a banish node in its neighborhood.

Once the destination is reached, the forward agent (either
P-FAGT or N-FAGT) becomes a backward agent and an
optimized reverse path is travelled. At each intermediate node,
the agent records the valid next hop into the routing table, after
that, it chooses from the reverse path the nearest neighbor
to the current node. The same procedure is repeated until
reaching the source node.

In the case where the P-FAGT finds an already constructed
path (used by a normal source), it follows this path and
changes the state information of all nodes involved in it. After
that, the normal source is informed by a special agent to start
another discovery phase to take into consideration the current
priority source communication.

When the communication is ended, all the nodes altered by
the communication process reset their state and become ready
for further transmissions. In the remaining of this paper, we
denote our approach by Carrier Sense Aware (CSA).

C. Simulation & result analysis

Working environment

Our simulation scenario is based on the topology presented
in Fig.1. The topology area is 200*200 m2, and the total
number of nodes is 280 (including pressure, temperature/soil
moisture and valve nodes). We make the assumption that
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the micro parcel size is 20 m2. Two random source nodes
(pressure and temperature/soil moisture) are selected and start
transmission at different instance but in the same interval time.
To distinguish the two traffic in the simulation in the NS2
simulator [19], we choose for the temperature/soil moisture
source node a constant bit rate (CBR) traffic with X packets
per second, where:

X={8,16,24,32}
For the pressure source node, we choose an exponential traffic
(Exp) with a data rate equals to 20 Kbytes. The duration of
communication is 30 s, and no mobility is supported in this
scenario. For every value of X, 20 scenarios are generated
and the average value of results is computed. We present the
results with a confidence interval of 95%. According to the
characteristic of the MicaZ node [20] and the two-ray-ground
propagation model equation, we define the reception and the
carrier sense threshold (RXThreshold and CSThreshold). Their
respective value was 3.981∗10−13 Watt and 3.981∗10−14 Watt
which represent nearly 20 m for the transmission range and 35
m for the carrier sense range. We compare our work with the
Two Phase geographical Greedy Forwarding (TPGF) protocol
[18] since it adopts also a geographical approach.

Table I summarizes the parameters used for simulation.

TABLE I: Main configuration parameters

Parameters value
link layer LL
MAC layer IEEE 802.15.4
radio propagation two ray ground
interface queue PriQueue
ifqlen 50
antenna omni-antenna
Antenna height (m) 0.0864
Frequency 2.4 GHz
CPThreshold (dB) 10
CSThreshold (Watt) 3.981 ∗ 10−14

RXThreshold (Watt) 3.981 ∗ 10−13

Pt (Watts) 0.001
Packet size 100 Bytes

Result analysis

We start our analysis by studying the PDR metrics for both
normal and priority traffic. From Fig. 4, which represents
the PDR for the normal traffic, we can see that, for both
protocols, the PDR decreases as the number of Packet Per
Second (PPS) increases. It is quite expected since more the
traffic is higher more the collision likelihood is higher too.
For the CSA protocol, it has the higher PDR between 8 and
24 PPS, after that, the PDR becomes slightly lower than that of
the TPGF. We explain such behavior by the constructed paths
of each protocol. In fact, the CSA protocol builds path for the
normal traffic while avoiding any banish node as described in

Fig. 4: Average PDR of normal traffic vs packet per second

subsection IV-B. Concerning the TPGF path, it builds paths
according to the greedy forwarding mechanism, so shorter
paths are constructed. Therefore, the number of hops in the
case of the CSA is higher than that of the TPGF. We can
tolerate such performance, since the normal traffic is usually
loss-tolerant.

For Fig. 5, which represents the PDR for the priority traffic,
we can see also that, for both protocols, the PDR decreases
as the number of PPS increases. However, it is clear that the
CSA protocol achieves higher PDR than the TPGF. The PDR
gain can reach 20%. For the TPGF, it provides a poor PDR
value mainly when the traffic rate increases. Such performance
cannot be acceptable for the priority traffic, which is almost
loss-intolerant. In fact, as discussed in subsection IV-A, the
carrier sense range effect occurs when a node cannot transmit
when another node in its carrier sense range is already in
transmitting phase. Therefore, when the number of PPS is
higher, the nodes of all paths deprive mutually the channel
access since there is a competition between them. Thus, the
likelihood of loss packet is more pronounced.

In Fig. 6, the delay for both protocols in the case of priority
traffic is depicted. As first observation, we can see that the
delay increases as the number of PPS increases. We can see
also that the CSA protocol provides a lower delay compared to
the TPGF protocol. It is quite expected since the construction
path process in the CSA protocol, ensures that the priority
traffic will not be disturbed by any communication in the
neighborhood. Such performance is suitable for the priority
traffic which is usually delay sensitive.

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a model architecture for a
drip irrigation system using the WSANs. Our model includes
the soil moisture, temperature and pressure sensors to monitor
the irrigation operations. Specially, we take into account the
case where a system malfunction occurs, as when the pipes
are broken or the emitters are blocked. Also, we differentiate
two main traffic levels for the information transmitted by the
WSAN, and based on our previous work, we achieve a high
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Fig. 5: Average PDR of priority traffic vs packet per second

Fig. 6: Average delay of priority traffic vs packet per second

QoS performance through an adequate priority-based routing
protocol.

We have performed extensive simulations. The results prove
that our solution gives better performances in terms of delay,
PDR for the priority traffic. As a future work, we intend to
realize a real test-bed to investigate the effectiveness of our
approach.
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Abstract—Business Process models help to visualize the pro-
cesses of an organization. There are open-source process execu-
tion engines that provide the environments for enacting process
models. However, they lack semantization capabilities. In this
paper, an overview of Business Process semantization techniques
is provided. Moreover, we discuss the common architecture of
the selected open-source process execution environments (Activiti,
jBPM and Camunda) and provide the insights how they can be
improved using semantization methods. We also present the use
of the introduced techniques in the Prosecco (Processes Semantics
Collaboration for Companies) research project.

Index Terms—Business Process Model and Notation (BPMN),
Business Process Semantization, Business Process Management

I. INTRODUCTION

BUSINESS Process Management (BPM) [1] is a mod-
ern approach to improve organization’s workflow, which

focuses on reengineering of processes in order to optimize
procedures, increase efficiency and effectiveness by constant
process improvement. A Business Process (BP) model consti-
tute a graphical representation of a process in an organization,
which is composed of related tasks that produce a specific
service or product for a particular customer [2].

The BP runtime environment manages and monitors pro-
cesses as they perform. It orchestrates the activities and
interactions of the process with web services or other third-
party applications. Such software also supports user tasks,
handles exceptions or escalations by tracing the workflow in
the model. There are more than 70 BPMN implementers1,

As process models can be ambiguous, the top leader vendors
that develop proprietary software introduced semantization
techniques to their solutions. This helps to support more
intelligent functions, like web services discovery or element
name suggestions. These techniques use semantic annotations,
which can be based on a formally specified ontology.

For the purpose of this paper, we focused on the selected
open-source process execution environments that are freely ac-
cessible, use the BPMN 2.0 notation [3] on the executable level
and can be easily extended with new functions. We analyze the
possible ways of enhancing them with semantization methods.
Some of these methods have been introduced in the Prosecco
(Processes Semantics Collaboration for Companies) research
project2, which takes advantage of the Activiti execution
engine.

1See: http://www.bpmn.org/#tabs-implementers.
2See: http://prosecco.agh.edu.pl.

The paper is structured as follows. In Section II, we present
selected open-source process execution environments and their
general architecture. Section III gives an overview of business
process semantization approaches, especially focusing on the
solution developed in the SUPER project and the SAP AG
company. Section IV analyzes the possibilities of process
semantization in the open-source process execution environ-
ments. The paper is concluded in Section V.

II. OPEN-SOURCE PROCESS EXECUTION ENVIRONMENTS

All three environments, Activiti3 [4], jBPM4 [5], and Ca-
munda5 [6], are light-weight BPM suites with extensible
BPMN 2.0 process engines. They can be run in any Java
environment, embedded in an application or as a service.
The engines allow a user to execute business processes using
the BPMN 2.0 specification, and are open-source software
distributed under the Apache license.

All the projects include such components as:
• Process Engine – an execution engine that provides

Process Virtual Machine; the engine uses BPMN 2.0 as
the underlying XML format for the process definitions.

• Web-based Process Modeler – a web-based process editor
for modeling business processes (mainly for analysts).

• Eclipse-based Process Designer – more complex process
editor for modeling and implementing detail aspects of
process models, it allows graphical modeling, develop-
ment and debugging of models.

• Process Management Interface – a web application pro-
viding access to the runtime engine for all users of the
system, this includes task and job management, process
instance inspection, viewing reports based on statistical
history data, etc.

• Process Repository – a repository for storing and man-
aging process definitions.

• History Log – a log for storing history information about
the process instances that are being executed, which can
be further used to generate reports, etc.

The overview of this common architecture is presented in
Figure 1 and comparison of their components is provided
in Table I. Such an architecture is further considered for
semantization of the execution environment.

3 See: http://www.activiti.org/userguide/.
4 See: http://www.jbpm.org/learn/documentation.html.
5 See: http://docs.camunda.org/guides/user-guide/.
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L.p. Component Activiti jBPM Camunda
1. Process Engine Activiti Engine Core Process Engine Camunda Process Engine
2. Process Repository part of Activiti Engine Process Repository part of Camunda Process Engine
3. Web-based Process Modeler Activiti Modeler Web-based Designer Camunda-bpmn.js
4. Eclipse-based Process Designer Activiti Designer Eclipse-based Editor Camunda Modeler
5. Process Management Interface Activiti Explorer jBPM Console Camunda Cockpit/Tasklist
6. History Log part of Activiti Engine History Log part of Camunda Process Engine

Table I
COMPARISON OF ACTIVITI, JBPM AND CAMUNDA COMPONENTS

Web-based 
Process Modeler

Eclipse-based 
Process Designer

Process Management Interface

Process 
Repository

History Log

Process Engine

REST / Java API

user 
management

task 
management

model 
management

proper BPMN 2.0
process engine

task 
manager 
daemon

event 
logging 

and 
database 
support

Figure 1. The general architecture of the analyzed environments (based on our comparison of the Activiti, jBPM and Camunda environments)

III. OVERVIEW OF BUSINESS PROCESS SEMANTIZATION
POSSIBILITIES

This section presents the overview of the semantization ap-
proaches for business processes and business process runtime
environments, based on the analysis of the research results in
this field. It focuses on Business Process semantization in: the
SUPER project, the BPM product of the SAP AG company,
as well as some substitute of semantization which can be
observed in Signavio Process Editor.

A. Business Process Semantization in the SUPER project

The goal of the SUPER project 6 was to create tools for
business process semantization by describing process models
using concepts from the ontology.

A BPM system that uses ontology as a common language
of communication can facilitate clear expressing the statement
by the people from the business and provide a method of
unambiguous communication between the system, IT people
and non-technical people associated with the business.

6The website of the SUPER project http://www.ip-super.org/content/view/
196/163/ is no longer maintained. However, some pieces of information
about the results can be found at: http://www.sti-innsbruck.at/results/movies/
sbp-execution-developed-in-super as well as in the project publications.

The SUPER project architecture
The elements of the architecture of the SUPER environment

is presented in Figure 2. WSMO Studio is a stand-alone
application (also available as a plugin for the Eclipse integrated
development environment), which provides the following func-
tions: enables customers to create ontologies, specify goals,
web services and mediators, as well as provide appropriate
interfaces for these elements. Additionally, the environment
provides dedicated editors, including SAWSDL editor to an-
notate semantics to WSDL.

Ontologies in the SUPER project
In the SUPER project ontology the following elements can

be distinguished (the relationship between them is presented
in Figure 3):

• Web Service Modeling Ontology [7] specifies formally
the terminology of the information used by all other
components and provides the semantic description of web
services (their functional and non-functional properties,
and their interfaces).

• Business Domain Ontologies related to the business
domain knowledge (Business Functions, Business Pro-
cess Resources, Business Roles and Business Modeling
Guidelines Ontologies).
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Figure 2. The elements of the basic architecture of the SUPER project (based on the description from the SUPER project website)

• SUPER Ontology Stack:
– Upper-Level Process Ontology (UPO) is the top-level

ontology that aims to represent high-level concepts
for Business Process modelling.

– Business Process Modelling Ontology (BPMO) acts
as a bridge between the business level and the
processes execution level and is used for representing
high-level business process workflows.

– Semantic Event-driven Process Chains notation On-
tology (sEPC) supports the annotation of process
models created with EPC tools.

– Semantic Business Process Modeling Notation On-
tology (sBPMN) for formalization of the core subset
of the BPMN notation.

– Semantic BPEL Ontology (sBPEL) extends the on-
tology of BPEL with a Semantic Web Services
model.

– Behavioral Reasoning Ontology (BRO) for reasoning
over the business processes behaviours using WSML
axioms.

– Events Ontology (EVO) that constitutes a reference
model for capturing logging information used by the
execution engines and the analysis tools.

The SUPER project process life cycle
The methodology of the SUPER project defines four phases

that form the business process life cycle [9]. For these phases
the appropriate methods and techniques for business process
semantization were developed. In the following paragraphs,
these phases are elaborated.

Business 
Domain 

Ontologies

Upper-Level 
Process 
Ontology 

(UPO)

Business 
Process 

Modelling 
Ontology 
(BPMO)

Semantic Event-
driven Process 
Chains notation 
Ontology (sEPC)

Semantic 
Business Process 
Modeling Notation 
Ontology (sBPMN)

Semantic 
BPEL 

Ontology 
(sBPEL)

Behavioral 
Reasoning 
Ontology 

(BRO)

Events Ontology 
(EVO)

WSMO 
Ontology

imports

translates to

Figure 3. The overview of the ontologies in the SUPER project (based on [8])
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Figure 4. Phases in the SUPER project methodology [9]

Phase 1: Semantic Business Process Modelling

The first phase of the life cycle in the SUPER methodology
consists in developing business process models based on
the BPMO ontology. It uses the environment for semantic
modeling (WSMO Studio tools with the integrated BPMO
editor). The business process model is based on the domain
ontologies specified for the particular company as well as on
Semantic Web Services and Goals. Its source can be implicit
knowledge of business analysts or analysis of reports from the
previous Semantic Business Process (SBP) Analysis phase.

Phase 2: Semantic Business Process Configuration

Semantic Business Process Configuration (SBPC) is a sec-
ond phase in the SUPER methodology life cycle that uses the
semantic business process models which are the output from
the previous phase. During this phase, the semantic business
process models are configured.

The configuration phase consists of deriving an sBPEL
ontology from a BPMO instance, discovering the possible
Semantic Web Services (SWS) [10], identifying the potential
data mismatches, and based on them creating the interface
mappings and data mediators. Lastly, the process is validated
in terms of the correctness of the semantic process description
before the execution and potentially refined.

Phase 3: Semantic Business Process Execution

In the third phase of SUPER methodology, modeled and
configured processes are executed and processed. During the
runtime, data, which will be used for analysis, are collected. As
this phase is performed without user interactions, it minimizes

the time required for its completion. In this pahse, process
execution is supported by the semantic BPEL (BPEL4SWS)
and detection and execution of Semantic Web Services (SWS).

In Figure 5, the scenario of semantic business process
execution is presented. This scenario involves the following
seven steps [9]:

1) Request Service – in order to initialize a semantic
BPEL process, a user have to send request through the
Semantic Service Bus to SBPELEE.

2) Achieve Goal – invocation of SWS is delegated to SEE
by SBPELEE which passes the WSMO Goal to it.

3) Discover Service – SEE queries the Semantic Web
Services repository to discover the desired SWS.

4) Invoke Service – SEE invokes the discovered SWS.
5) Engine Return Result – SEE returns the result received

from SWS to SBPELEE.
6) User Return Result – After the process execution has

been finished, the result is returned to the user.
7) Process Tracking – During the execution, execution

events are published to Execution History for persis-
tence and to the Monitoring Tool for tracking process
executions.

The most important benefits of using such an approach are:
• flexible use of Web Services,
• supplier matching supported by Semantic Web Service

discovery and invocation from within semantic business
processes,

• more flexible traffic routing,
• automates supplier matching and traffic routing process

taking into account all existing suppliers,
• minimizes time-to-offer.

Phase 4: Semantic Business Process Analysis

The last phase of the process life cycle concerns the analysis
of the executed processes. In this phase, various analysis goals
are supported, such as: overview over process usage, detecting
business and technical exceptions, etc.

Thanks to this phase, it is possible to get an overall overview
about system usage, finding out exceptions within process flow
and bottlenecks, as well as get necessary information needed
to apply 6 Sigma methodology.

Data, Information, and Process Integration with SWS

The SUPER project took advantage of the experience of
the DIP7 (Data, Information, and Process Integration with
Semantic Web Services) [11] platform.

The aim of the DIP platform was extending the semantic
web technologies and web services in order to create a new
technical infrastructure – Semantic Web Services (SWS).

The DIP platform provides: Web Service Modelling On-
tology (WSMO), Web Service Modeling Language (WSML)
as the language for modeling web services, and Web Service
Execution Environment (WSMX) as software framework for
runtime binding of service requesters and service providers.

7See: http://dip.semanticweb.org/.
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Figure 5. The execution scenario in the SUPER methodology (based on the D10.2 SUPER Showcase Presentation http://slideplayer.com/slide/741902/)

B. Business Process Semantization in SAP AG

Another more extended solution related to business process
semantization is an approach developed [12] and patented8 by
the SAP AG company.

Semantization of business processes in the SAP AG uses
the semantic descriptions for business process artifacts. The
integration consists in linking the identified semantic pieces
of information described in the form of ontology with the
elements of business process models.

The approach also supports semantic modeling by matching
elements of a process model to concepts from ontologies and
using fitting functions for choosing proper semantic annota-
tions. This is achieved by comparing the given context and text
description with instance domain ontology. In the approach,
three goals are achieved: support for modeling, exploring
relevant services, and searching the process model repository.

Figure 6 shows the main components of the process model-
ing tool semantic extension. The BPMN data objects are used
for describing activities by defining the related objects and
state transitions. For such activities, a user can graphically
specify their preconditions and postconditions, as well as
define the related objects with the specification of the object
state changes before and after the execution of the activity.

8See: The patent “Semantic extensions of business process modeling tools”
number US 8112257 B2: https://www.google.com/patents/US8112257.

An ontology in this approach contains the information about
objects, states, state transitions, and actions related to the
domain. For each object the possible states and state transitions
are defined and they form the object life cycle. These kinds of
domain ontologies support semantic process modeling by us-
ing their concepts in model elements specification, especially
by suggesting relevant concepts or instances of objects. For
suggesting the relevant components (data objects, activities,
associations and states), a combination of different algorithms
associated with the text matching was used. The algorithms
take advantage of contextual information related to the process
model as well as domain knowledge ontology.

Thanks to the domain knowledge, the names of tasks can
be suggested based on the object life cycle. The object life
cycle can also be used to exclude re-using the task names that
have already been modeled.

The system also supports the semantic description of data
flow. The object status can be visualized directly in the
diagram. The “less than” sign (<) denotes the object status
before and the “greater than” (>) denotes the object status
after performing the associated tasks.

Such semantization supports consistency checking and ex-
tends the capabilities of semantic searching. Compared to the
approach of the SUPER project, it supports more flexible
and accurate semantic annotations by referring directly to the
elements from the defined domain ontology.
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Figure 6. The main components of the semantic extension tools for modeling business processes in the SAP platform [12]

C. Other possibilities of semantization

As the considered open-source process execution environ-
ments use REST interfaces, the possibility of semantization
of the REST interface is presented in [13]. The authors
compare the different semantic annotation languages for REST
interfaces and show how to take advantage of them by creating
a website which combines online applications from different
sources (in particular internet services) - the so-called mashup.
They also proposed a new language SAWADL, based on
WADL (Web Application Description Language), for REST
Web Services semantization.

In the Signavio Process Editor9, some basic semantization
in the form of a dictionary can be observed. In the dictionary
one can define the concepts, assign them to one of the 6 cat-
egories (Organizational Unit, Documents, Activities, Events,
IT System, Other), add the appropriate descriptions, as well
as assign to them additional documents (links to them). Then,
these concepts can be used to describe the elements of the
BPMN model, e.g. during choosing a name for the particular
task in the process (see Figure 7).

Although the tool does not support the formal semantic
description in the form of the ontology, it supports multi-
lingual description of the same concepts what allows users
to work with the same model in different countries in their
own languages.

9See: http://academic.signavio.com.

Figure 7. Using dictionary during modeling in the Signavio Process Editor

Other works related to semantic business process modeling
can be found in the papers [14], [15], where the processes
in the form of Petri nets are connected with the ontology
describing the network. Their objective is to standardize the
terminology, in particular with regard to the level of abstraction
of the labels used in the model. This allows for validating
models and detecting the incorrect names of the elements.
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IV. ANALYSIS OF SEMANTIZATION OF SELECTED RUNTIME
ENVIRONMENTS

A. Prosecco System

The Prosecco (Processes Semantics Collaboration for Com-
panies) project aims at addressing the needs and constraints of
Small and Medium Enterprises (SME) by designing methods
that will significantly improve BPM systems by simplification
of the system design and configuration, targeting the man-
agement quality and competitiveness improvement, fostering
decisions making and strategic planning in the SME market
sector. The Prosecco system involves three technologies for
specification of business logic: business processes, rules and
ontologies. Additionally, these technologies are supported by
external services providing additional functionalities and inte-
grating core of the system with external tools.

The architecture of the system is oriented towards services
what significantly improves its portability and high versatility.
Such architecture also enables integration with external tools
that provide their functionality as a service. As each element
of the architecture provides own data management, there is
no centralized repository for all models. Therefore, Prosecco
repository consists of several repositories for various models:

1) Repository for Business Processes is called prosecco-
business and is managed by Activiti engine. It stores
information concerning existing processes and their
instances, variables and other data processed by the
engine. Additionally, the repository contains components
that can be used for creating new processes.

2) Prosecco-knowledgebase is a repository for rules. It
is divided into two parts. The first part stores rules
processed by Drools rule engine. The second contains
rules learned according to decisions made by the users
that are traced on the business process level.

3) Ontology is stored in the OWL format. The POJO
model, which is suitable for process and rule engines,
can be generated from the OWL representation.

4) Prosecco-profilemanager repository stores information
related to users and ACL (Access Control List).

5) System History is managed by the Cassandra tool
and stores information concerning operations performed
within the system.

In turn, due to the fact of usage of the ontology, the
project assumes that all data types and their instances existing
within the system are consistent with the ontology. Because
of the separate data repositories, the object types and existing
instances have to be continuously synchronized with the
ontology. For example for rule engine the POJO (Plain Old
Java Object) model is generated according to the ontology, and
for external tools dedicated integration interfaces providing
type alignment were developed.

The Prosecco system uses Activiti as the process engine.
Apart from the system types generated according to ontology,
the Activiti uses also other semantization techniques. The
possible scenarios of semantization of the open-source process
engines are considered in the following section.

B. Analysis of semantization scenarios of Activiti, jBPM and
Camunda runtime environments

In Section II, six components of the open-source Activiti,
jBPM and Camunda environments are distinguished. Seman-
tization of each of them allows for disambiguation of data
description and controlling their integrity. Moreover, it may
extend their functionality and possible use scenarios in the
following way:

1) Process Engine – may allow for invoking semantically
matched web services, rule-based components or sub-
processes.

2) Repository of Processes – may enable semantic search
of models in the repository.

3) Web-based editor of Processes – may provide semantic-
based recommendation of the elements during the mod-
eling process.

4) Eclipse-based editor of Processes – may suggest names
of a process elements, artifacts, etc.

5) Process Management System – may support semantic
search in the system e.g. running process instances.

6) Log – logging of system events described semantically.
Semantization of these components can bring advantages.

Some of these semantization scenarios are considered in the
Prosecco project.

Moreover, Prosecco also extends Activiti with a module sup-
porting additional data types. Activiti provides poor data type
system10; natively, it supports only five data types (String,
Long, Enum, Date, Boolean) that are often insufficient11.
Therefore, the developed module provides dedicated form-
based user interface that allows for entering the values and
provides validation mechanism for such new data types as:

• Month and Season, Text,
• Double (floating point number),
• PIN (Personal Identification Number),
• PESEL (Polish national identification number),
• Country (list of countries).

Semantization of this module may include additional descrip-
tions of these types as well as their instances, e.g.:

• Month – number of days,
• Season – months or days in particular season,
• Text – minimal or maximal length of the text,
• Double – number of significant digits, unit, displaying

format, etc.,
• PIN – number of digits, number of attempts to enter

correct value, additional security information,
• PESEL – interpretation of digits in the number (e.g. birth

date, gender),
• Country – geographical location, polity, etc.

According to the project assumptions, all the types as well as
their semantic descriptions that are used within process must
be consistent with the ontology.

10See: http://www.activiti.org/userguide/#formProperties.
11The Activiti environment provides also two additional advanced data

types: User and ProcessDefinition, which are not listed in the user
guide, but available in the environment [4].
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V. SUMMARY AND FUTURE WORKS

The paper gives an overview of business process semanti-
zation approaches in the existing proprietary software. It also
presents the selected open-source process execution environ-
ments (such as Activiti, jBPM and Camunda) and outlines
their general architecture, as well as analyzes the possibilities
of process semantization in these open-source environments.

Some of the proposed semantization methods have al-
ready been introduced in the Prosecco (Processes Semantics
Collaboration for Companies) research project, which takes
advantage of the Activiti execution engine. Activiti was cho-
sen because it can be easily extended and provides a good
documentation [4]. Activiti is the winner of a 2013 Best of
Open Source Software Awards (BOSSIE)12.

Our future works will focus on development of new se-
mantization techniques that can improve business process
management environments not only with simple semantic an-
notations [16]. This can be used for extending recommendation
methods in Activiti [17] or semantization of rules in the Wiki
environment integrated with processes [18]. Moreover, it is
possible to take advantage of semantization in business process
verification [19].
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Abstract— The paper is devoted to the problem of 

temporal knowledge validation and verification during 

the process of implementing a system supporting 

organizational creativity. The motivation for 

implementing a temporal knowledge base system is 

presented, the implementation methodology is outlined, 

and the V&V (validation&verification) process is 

described in detail, using an example of the Logos 

reasoning tool. The main achievements of the paper are: 

elaborating a new implementation methodology for a 

temporal knowledge base system, and elaborating 

detailed V&V steps. 

Keywords: organizational creativity, temporal knowledge 

base system, validation, verification, implementation 

methodology, Logos tool.. 

I. INTRODUCTION 

RGANIZATIONAL creativity is a relatively new 

concept in the theory of management, which has 

partially arisen on the ground of knowledge management. 

There are many definitions of organizational creativity, but it 

is commonly perceived as a team, dynamic activity, 

responding to changing features of organization’s 
environment, a team process – see e.g.[15], [1].  

The organizational creativity is therefore to be perceived in 

the context of organizational dynamics, because it depends on 

the situational changes and is composed of processes. 

Therefore while discussing the question of computer support 

for organizational creativity, the temporal aspects should not 

be omitted. 

Such a way of formulating this problem – underlining its 

dynamic aspect – justifies a proposal of using an intelligent 

system with a temporal knowledge base, as a tool supporting 

creation and development of organizational creativity, which 

is understood as organizational asset (see e.g. [7], [14]). 

By the system with a temporal knowledge base we will 

understand (slightly modifying the definition given in [8]) an 

artificial intelligence system, which explicitly performs 
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temporal reasoning. Such a system contains not only fact 

base, rule base, and inference engine, but also directly 

addresses the question of time. For an intelligent system to be 

temporal, it should contain explicit time representations in its 

knowledge base – formalized by the means of temporal logics 

– and at least in the representation and reasoning layers. In the 

paper we use an example of the Logos tool – a reasoning 

system constructed by the authors within the frame of the 

research project under the same name. One of the assumptions 

of the Logos project is the possibility of using it for different 

scientific researches and experiments, among others using it 

for building temporal knowledge base research prototype. 

The main aim of the paper is to present a new implementation 

methodology for a temporal knowledge base system 

supporting organizational creativity, and to present – in detail 

– the steps performed during validation and verification of the 

temporal knowledge embedded in the system. 

II. MOTIVATION 

While reading many authors’ discussions on the essence of 
organizational creativity, one sees that this is primarily team 

activity. The effect of this activity may be referred to as 

“creative knowledge”, which itself generates new ideas, 
concepts, and solutions. To do so, the creative knowledge 

must be first codified, and next disseminated. This justifies 

the use of a knowledge base system. But the creative 

knowledge changes in time, due to several reasons. 

First, organizational creativity is a process, therefore its 

effects are subject to change. Moreover, the process 

encompasses solving problems that also change, because the 

organization’s environment changes [8] p. 13-15, [3] p. 150 

and next, 176 and next. 

Second, each knowledge – including the creative one – 

changes simply with the passage of time, with the flow of new 

information about objects [2]. 

Third, organizational creativity is linked with dynamics, 

which can be seen e.g. in the assets approach to this creativity 
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or in the requirement of adapting creative knowledge to 

situational context. 

All the above leads to conclusion that a knowledge base 

system is not enough to support organizational creativity, 

because classical knowledge bases do not support time. 

Therefore in this paper we propose the use of a temporal 

knowledge base system, as defined earlier. Such system is 

able to perform the tasks arising from the characteristics of 

organizational creativity and its artifacts. 

An important element of the implementation methodology 

of the proposed system is the process of validation and 

verification of temporal knowledge embedded in the system. 

The system is a rule-based one (strictly speaking: a temporal 

rule-based one), thus in order to run properly, its knowledge 

base must be correct. And a “correct” temporal knowledge 
base means that it has been verified and validated to ensure 

that there are no anomalies such as: redundant rules, 

subsuming rules, contradictory rules, unused attributes, 

unused values, recursive rules (inference loop, circularity), 

Thus, the procedures of validation and verification (V&V) 

are an important fragment of implementation methodology 

for the proposed system. In more detailed manner we describe 

this problem in section 5. 

 

III. RELATED WORK 

In the literature, there are many methodologies concerning 

expert systems, among others [9], p. 136: 

- blackboard architecture, 

- KADS and CommonKADS, 

- HyM for hybrid systems, 

- Protégé, 
- CAKE. 

It must be however noted, that the above mentioned 

methodologies have been created for expert system, while the 

proposed temporal knowledge base system is not a typical ES. 

In the context of its architecture, it is worthy of considering 

the blackboard architecture, which is by some authors 

understood as a knowledge engineering methodology [6]. It 

enables to explicitly represent knowledge and its structure in 

a rule-based system (and the proposed temporal knowledge 

base system is a rule-based one). It may be acknowledged that 

a postulated division of system’s knowledge base into several 
sub-bases means implementing the blackboard architecture 

and achieving its assumptions.  

The second interesting methodology is CAKE (Computer 

Aided Knowledge Engineering), elaborated by Michalik. The 

detailed description of CAKE may be found e.g. in [11], [9]. 

Its advantages are similar to those of the blackboard 

methodology: 

- use of the blackboard systems methodology, 

- easy management of heterogeneous knowledge 

sources, 

- support of groupworking, 

- automatic control of formalized creative knowledge 

code, 

- knowledge base editor, 

- a package of wizards facilitating the coding process 

of the acquired knowledge. 

It has to be pointed out, however, that the knowledge 

coding formalism, embedded in the CAKE system, has no 

temporal references. A sample diagram of knowledge base 

anomalies can be found e.g. in [16] and more detailed 

discussion on verification and validation in [12]. Some 

introductory concepts concerning V&V in Logos system 

being subject of our presentation can be found in [10]. Very 

interesting remarks on V&V in the context of knowledge 

engineering in the CommonKADS Methodology can be 

found in [13]. Authors differentiate between internal 

validation for both internal and external meaning, e.g. saying 

that some people use the term verification for internal 

validation and apply validation concept against user 

requirements (“is it the model right?”). 

IV. SYSTEM IMPLEMENTATION METHODOLOGY 

It is also important that the aforementioned methodologies 

relate mainly to building expert systems, while the 

methodology needed for a temporal knowledge base system 

has to take into account also the processes of implementing 

the system in a creative organization. Therefore it is not 

possible to directly use any of the aforementioned 

methodologies, and a new one has to be developed, suited to 

the task of supporting organizational creativity by a temporal 

knowledge base system. Two very important questions thus 

arise. 

First, the proposed system is an intelligent one, containing at 

least one temporal knowledge base, therefore the 

implementation methodology has to make use of (but not 

copying directly) existing methodologies for implementing 

such systems, as e.g. expert ones. 

Second, the main aim of the system is to support 

organizational creativity, therefore the most important system 

elements are user interface and knowledge base. The first 

enables both adding creative knowledge to the system, and 

querying this kind of knowledge, the second is needed in 

representation and reasoning layers. The proposed 

methodology should accommodate also these elements. 

The implementation methodology for a temporal knowledge 

base system has to be conformable to temporal knowledge 

base system’s lifecycle. We propose the following lifecycle 
for the system (adapted from [5]): 

1. Problem identification, and definition of users’ needs; 
2. System’s formal specification, encompassing 

dialogues with users; 

3. Definition of knowledge sub-bases’, and general 
knowledge base structure and scope, choice of 

knowledge representation technique(s), creation of 

reasoning algorithm; 

4. Creative knowledge acquisition; 

5. Prototype creation and verification; 

6. System coding and testing; 
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Fig. 1. Schema of temporal knowledge base system implementation methodology 

Source: Own elaboration. 
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7. System maintaining and development – principally the 

creative knowledge bases and user interface. 

The implementation methodology for the temporal 

knowledge base system covers points 1,2, 4-6, and 7 of the 

proposed system’s lifecycle. 
The methodology should be focused primarily on the creative 

knowledge, and on user interface. Therefore its main elements 

are creative knowledge engineering, and system engineering, 

with emphasis put on interface design and prototyping. The 

general structure of the proposed methodology is presented in 

fig. 1. 

The proposed methodology has been inspired by other 

knowledge engineering methodologies for the process of 

knowledge management – particularly by the work [18] – and 

by classical, fundamental methodologies for implementing 

expert systems: [17], p. 135-139, and [4], p. 139. Obviously, 

it was not possible to directly merge the existing models, the 

proposal concerning knowledge engineering had to be 

remodeled in the context of organizational creativity process, 

while methodologies for implementing expert systems had to 

be adapted to the temporal knowledge base system, and its 

main task. 

The methodology for implementing a temporal knowledge 

base system starts with the group of activities concerning 

capturing, and modeling of creative knowledge. At this stage 

it is essential to discover creative processes running within the 

team of employees involved in organizational creativity. This 

will enable to identify needs concerning the creative 

knowledge, and its usage by an organization (or team). 

Having this information, the next step of the methodology is 

to choose and/or design tacit creative knowledge acquisition 

methods, as well as to acquire explicit creative knowledge. 

This is so because we assume that the creative knowledge, as 

any other kind of knowledge, may be divided into tacit and 

explicit one. Next, it is necessary to identify (with the aid of 

previously gathered information) tacit knowledge, and 

sources of explicit knowledge, and to acquire both types of 

creative knowledge. Only then it is possible to model and 

analyze the creative knowledge, which is to be incorporated 

in the temporal knowledge base system. 

During each stage of the proposed methodology, especially 

during the creative knowledge engineering stage, it is 

indispensable to closely cooperate with system users, that is 

the employees involved in the process of organizational 

creativity. Without them it is impossible to identify, and to 

acquire tacit knowledge. Moreover, the system will be useful 

only if people want to use it. 

Activities concerning creative knowledge modeling, 

implementation, and verification are absolutely crucial, 

therefore in the proposed methodology there is a possibility 

to return to previous stages, in order to refine knowledge 

representation and implementation, or even to completely 

change the design of the knowledge model. 

It also has to be explained why activities concerning 

system’s specification, design, and implementation are placed 
at the end of the methodology, which differs from classical 

implementation methodologies for intelligent systems. As it 

has been already said, the main task for the temporal 

knowledge base system is to support organizational creativity, 

so its most essential elements are temporal creative 

knowledge base(s) and GUI. Thus the methodology is focused 

on these elements. Activities concerning system’s 
engineering are also important, but are of ancillary nature 

regarding temporal KB, creative knowledge management, 

and GUI design. 

As it has been already said, an important element (step) in 

the proposed methodology concerns temporal knowledge 

validation and verification, to ensure that the knowledge base 

is correct. The V&V step is preceded by knowledge 

analysis&modeling, and knowledge implementation. These 

three steps may be followed several times, continuously 

refining the knowledge base. Due to the importance of the 

V&V procedure, it is described in detail in the next section. 

V. VALIDATION AND VERIFICATION OF TEMPORAL 

KNOWLEDGE DURING THE PROCESS OF IMPLEMENTING A 

TEMPORAL KNOWLEDGE BASE SYSTEM – THE LOGOS 

EXAMPLE 

As mentioned, we build the Logos reasoning system, being 

software platform for our experiments with temporal 

knowledge bases as well as with temporal reasoning. 

Additionally, while developing this system, we take into 

account the very important factor of V&V. At present main 

procedures discovering some anomalies in knowledge bases 

are ready. What have to be done – according to our thesis 

concerning V&V in temporal knowledge bases – is creating 

algorithms to discover some specific temporal anomalies. The 

thesis is that in temporal knowledge bases some new, very 

specific anomalies and errors, may theoretically appear. On 

the other hand, most of V&V methods already built-in in 

Logos for conventional (not temporal) knowledge bases are 

also useful and even necessary. The reason is that temporal 

knowledge bases may include the same kind of anomalies as 

the conventional ones. Most of the temporal anomalies we 

plan to detect as a first step while building Logos relate to 

incorrect time dependencies as declared in knowledge base. 

As we mentioned in section 3, the correct temporal 

knowledge base means that it has been verified and validated 

to ensure that there are no anomalies such as the following 

[11], [9]: 

Redundancy 

Two rules we regard as redundant, if for two rules: 

Ri  ←  Wi1 ˄ .. ˄ Win  and  

Rj  ←  Wj1 ˄ .. ˄  Wjn,          where i ≠ j,  
holds: { Wi1..Win} = { Wj1..Wjn} 

 

Subsuming rules 

If for two different rules: 

Ri  ←  Wi1 ˄ .. ˄  Wim   and 

Rj  ←  Wi1 ˄ .. ˄  Win,  where i ≠ j,  
holds { Wi1,..,Wim }  { Wi1,..,Win }, then we say, that rule 

Rj subsumes Rj. 

 

Contradictory rules 

Two rules we regard as contradictory if 

Ri  ←  W1 ˄ .. ˄  Wn  and  
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Rj  ←  W1 ˄ .. ˄  Wn,  where i ≠ j. 
 

Inconsistent rules 

Two rules we regard as inconsistent if 

Ri  ←  W1  ˄  .. ˄  Wn  and  

Rj  ←  W1  ˄ .. ˄  Wn,  where i ≠ j  and Ri ≠ Rj,.  

In our opinion, in such case system should give warning for 

knowledge engineer about possibility of inconsistency as 

understood in logic (here we use terminology of our system). 

Such situation, may in fact potentially lead to a contradiction 

or can be result of any other mistake of knowledge engineers 

they should be aware. 

 

Incompleteness  

We assumed that temporal knowledge base is complete when 

contains all possible combinations of attributes and their 

allowable values in rules’ antecedents and consequents. It 

should be noticed that in practice not all combinations are 

required, so this kind of verification is only warning for 

knowledge engineer that some rules could be missing. 

Missing rules 

The anomaly called here as missing rules can be treated as a 

special case of incompleteness. While creating V&V module 

of Logos system we consider missing rules as the case when 

some of decision-making attributes are not present in any of 

the rule antecedents. This situation can appear as side effect 

of rapid prototyping and incremental method of knowledge 

base development. 

Unused attributes and values 

 Our system in order to be able to detect some anomalies 

and errors requires explicit declaration of attributes and 

values being used in the knowledge base. When given 

attribute or value is never used in any of rules then Logos 

gives warning addressed to knowledge engineer because it 

may be information about serious anomaly in knowledge 

base. On the other hand, similarly as in the case of missing 

rules it can be side effect of using methodology of rapid 

prototyping and incremental development of knowledge base. 

Recursive rules (inference loop, circularity) 

Recursion in most of rule-based systems is very important 

anomaly in knowledge base with serious consequences and 

sometimes very difficult to detect by knowledge engineer 

without software support, e.g. as implemented in our Logos 

system. Recursion in this context may take a variety of 

patterns. In the simplest case can be like this: 

Ki  ←  W1 and  Ki = W1. 

This type of recursion (loop) is very easy to detect for 

knowledge engineer, even without special algorithms. The 

sign ‘=’ does not mean simple equality but may have more 

complex semantics of ability of two expressions to match. 

Other variants of the same direct recursive call of the 

conditions to the conclusions of the rule may take one of the 

following schemes: 

Ki  ←  W1  ˄  .. ˄  Wn   and Ki  = W1 

Ki  ←  W1  ˄  .. ˄  Wn   and Ki  = Wn 

Ki  ←  W1  ˄  ..Wj.. ˄  Wn   and Ki  = Wj 

While recursion in rules of logic programs is very useful and 

correct situation (provided their correct semantics), the 

recursion in expert systems is generally treated (as 

mentioned) as serious knowledge base anomaly.  

We rejected using recursions in Logos for many reason, the 

main is that logic programming is first of all programming 

formalism (e.g. Prolog) and not knowledge representation 

language for temporal knowledge bases.  

Much more difficult situation to detect by the knowledge 

engineer is that of indirect recursion. Sometimes, in large 

knowledge bases with several levels of inference, it can be 

practically not possible to detect in reasonable time. Then 

software support as e.g. that we implemented in Logos is 

absolutely necessary. In such case of indirect recursive call it 

does not occur at the same level of a given rule to its 

conclusion, within a single rule. This can be illustrated by the 

following example: 

 

R1:   K1  ←  W11  ˄ .. W1j .. ˄ W1x   

Ri:   Ki  ←  Wi1  ˄ .. Wil .. ˄ Wiy  

Rn:   Kn ← Wn1  ˄ .. Wnm .. ˄ Wnz 

where: W1j = Ki i Wil = Kn. i Wnm = K1 and ‘=’ means 
matching/unification 

 

In this case, the recursive call is related to a lower level in the 

hierarchy of rules, making its location is difficult to detect for 

a knowledge engineer. NB: Incidentally, defined earlier 

contradiction of rules – as mentioned - can also be caused by 

indirect inference. 

Direct contradiction: 

p ← q 

p ← q. 
Indirect contradiction appearing during inference process: 

p ← r 
p ← q 

q ← r. 
 

VI. CONCLUDING REMARKS 

Our main goal at this stage of research was design and 

development of software platform to make experiments with 

temporal knowledge bases. In this paper we focused on the 

problem on V&V, which is always present while building 

knowledge bases, but sometimes underestimated. The 
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consequences of badly evaluated knowledge bases in this re-

spect can be very serious, and for example some anomalies

can’t  be  detected  for  long time giving bad  decisions.  The

more so, as we showed some of the anomalies, as for exam-

ple recursions (inference loops) can be sometimes very diffi-

cult to detect by knowledge engineer. So our objective since

the beginning of the project Sphinx was to build computer

aided knowledge engineering system automatically support-

ing knowledge engineer especially helpful in such difficult to

analyze cases.  The next step in our researches concerning

temporal knowledge bases will be identification of the spe-

cialized  anomalies  typical  only  for  temporal  systems.  We

suspect that beside the simple related to time errors we may

discover special kind of temporal anomalies. Even some of

already identified and described  in our paper  some anom-

alies can take the new character in relation to time. We have

also  additional  hypothesis  that  temporal  knowledge  bases

have kind of anomalies which are completely specific and

different from that described. Verification of theses hypothe-

sis we take as our next goal of our researches.
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Abstract—Knowledge management in business information
systems often requires a unified dictionary of business concepts,
that allows for a transparent integration of such systems. Thanks
to it sharing the conceptualization between users becomes pos-
sible, and better decision support facilities can be provided.
The Prosecco project is a research and development project
aims to address the needs and constraints of small and medium
enterprises by designing methods that will significantly improve
BPM systems. In this paper we focus on the development of
ontology-based mechanisms allowing for creating taxonomies of
business logic concepts unifying system objects. Building a tax-
onomy of business concepts shared by number of SMEs targeted
in the project and then turning it into a formalized ontology
integrating the software components is a major challenge. The
paper demonstrates how this ontology is used to unify vocabulary
of business processes and rules. The original contribution of this
research discussed in the paper is the design and implementation
of the ontology, and the demonstration of its practical use in the
system.

I. INTRODUCTION

Providing a unified dictionary of business concepts is often
a critical aspect of knowledge management in business infor-
mation systems. Such a dictionary allows for a transparent
integration of these systems. Moreover, it allows for sharing
the conceptualization between different users providing better
decision support facilities. For over a decade, it has been
a common approach to support this task with Semantic Web
technologies, including ontologies. Specifically formalized on-
tologies e.g. in OWL are of great practical importance. They
become not only a tool for capturing the conceptual description
of a business system, but also provide a technical backbone for
software modules it is composed of. From the technical point
of view, building ontologies is a knowledge engineering task
that is currently mostly well supported. However, number of
challenges remain, including practical integration of dedicated
ontologies in a business information systems, often including
business process and business rules (BR) management mod-
ules. Possible unification of these through an ontology is a
non trivial task of great importance.

The Prosecco (Processes Semantics Collaboration for Com-
panies) project 1 is a 32 month research and development
project funded by NCBR (2012-2015). Provisioning of Busi-
ness Process Management (BPM) systems is an important ac-
tivity of main IT vendors. However, such systems are dedicated

1See http://prosecco.agh.edu.pl for the project website.

mainly for large companies, organizations and agencies. The
motivation of the project is to address the needs and constraints
of small and medium enterprises (SME) by designing methods
that will significantly improve Business Process Management
(BPM) systems. The main goal is to provide technologies that
improve and simplify the design and configuration of BPM
systems integrated with Business Rules Systems, targeting the
management quality and competitiveness improvement. More-
over the project aims at fostering decision making and strategic
planning in the SME market sector (mainly in the selected
services sector). Specific objectives of the project include: a)
development of business process modelling methods taking
into account semantic dependencies between business process
models and rule models, b) providing recommendation meth-
ods for analysis of semantically described business process
models, and even more importantly, c) the development of
ontology-based mechanisms allowing for creating taxonomies
of business logic concepts unifying system objects.

In this paper we focus on the above mentioned objective c).
In fact, building a taxonomy of business concepts shared by
number of SMEs targeted in the project and then turning it into
a formalized ontology integrating the software components is
a major challenge. The paper demonstrates how this ontology
is used to unify vocabulary of business processes and rules.
The original contribution of this research discussed here is the
design and implementation of the ontology. Furthermore, we
demonstrate its practical use in the Prosecco BPM system.

The rest of the paper is composed as follows: In Section II
we briefly discuss the architecture of the Prosecco system.
Then in Section III we describe the design process of the
ontology. Section IV demonstrates the capturing the semantics
of business logic components of the system. Related work is
included in Section V. The paper ends with a brief evaluation
and summary in Section VI.

II. PROSECCO SYSTEM ARCHITECTURE

From the technical point of view, some of the main ob-
jectives of the Prosecco system that meets the project goals
include the development of the:

1) integrated business logic model composed of business
processes and rules,

2) runtime environment suitable for execution of the model,
3) recommendation modules for the design and use of

business artifacts,
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Figure 1. Outline of the Prosecco system architecture.

4) repository of business objects,
5) enterprise service bus (ESB) integrating the system

components in a cloud environment, and
6) system ontology based on the taxonomy of shared busi-

ness concepts.

The outline of the system can be observed in the Fig. 1.
The end users of the Prosecco system are SMEs, in fact

selected employees as well as management of companies. The
system aims at supporting carrying out of the main business
processes of a company. Moreover, these processes are accom-
panied by business rules, capturing the details of the business
logic, including lower level processing, as well as high-level
constraints. Within the system these are modeled with the
help of BPMN (Bussiness Process Model and Notation), and
appropriate BR models identified with SBVR (Semantics of
Business Vocabulary and Business Rules) and implemented
with the help of the Drools BRMS as well as the HeaRT rule
engine.

The process models and rule models are based on concepts
captured during initial structured interviews with SMEs. The
resulted taxonomy of concepts was used to design and imple-
ment the Prosecco ontology that works as the main unifying
backbone of the system. It contains all the business terms
needed for expressing and capturing the artifacts in business
process models and rules. Moreover, it allows to monitor the

execution of these models on a semantic level. The execution
environment uses the ontology, so users can actually trace how
these concepts are used in the executed processes and rules.

From the point of view on the integrators of the system, the
ontology supports recommendation mechanism that allows for
adaptation of business process and rule models to the needs
of specific companies. Furthermore, the repository of business
objects uses semantic annotation based on this ontology. It
makes it possible for an easy retrieval of needed objects based
on semantic queries. In the next section the design of the
Prosecco ontology is described.

III. DESIGN OF THE PROSECCO ONTOLOGY

A. Requirements for the Ontology

The ontology that will be a part of a management system
has to identify key concepts and relations describing static
aspect of opertions of considered SMEs. Furthermore, it must
be integrated with business processes and rules that describe
the dynamic aspect of SME management.

Based on Prosecco system architecture described above,
some assumptions for the Prosecco Ontology were established:

• Ontology should be modularized: each module should
describe different domain (different topic).

• Ontology is designed to be used as dictionary of concept
describing elements of business processes and rules.
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• Ontology should be defined in a simple description logic
language (OWL LiteA, OWL 2 QL, or eventually OWL
2 RL).

• Each concept and role must be documented with short
description (what exactly the term means) and possible
connections with other ontology elements.

• Ontology is designed for Polish companies so all concepts
should be written in Polish language and adjusted to
Polish law.

• There should be a possibility to extend ontology by
Prosecco system users.

B. How the Ontology was built
There are some methods and tools that support ontology

engineering, but there are no standard approaches how to
develop ontologies in general [1]. Brief survey [2] indicates
that:

• Existing methods are relatively old.
• The methods can be grouped into categories: incremental

and iterative, or more comprehensive ones.
• Most methodologies consists of same main steps: assess-

ment, deployment, testing and refinement.
• Most studies suffer from lack of information about tools.
• Only few recent studies suggests decrease in research

activity in this field.
These conclusions encouraged Prosecco analysts to re-

view the most significant and best-established methodologies
for creating and managing ontologies [1], [2]. Three main
approaches were considered: TOVE (Toronto Virtual Enter-
prise) [3], Enterprise Model Approach [4] and METHON-
TOLOGY [5]. Analysis of these methodologies resulted in
specifying number of steps that are required to develop proper
ontology. These steps designate the sequence of work in
Prosecco project:

1) motivating scenarios: exemplary problems that ontology
should resolve,

2) competency questions: which questions the ontology
should answer,

3) knowledge acquisition: interviews with experts, domain
texts analysis,

4) conceptualisation: extraction of concepts, objects and
relations between them,

5) integration: consideration of existing ontology reuse,
6) implementation: expressing ontology in terms of a for-

mal system,
7) evaluation: validation and verification, check for com-

pleteness, redundancy and contradictions,
8) documentation: comments and documents describing the

concepts and relations in ontology.
In Prosecco project each step was performed incrementally in
few iterations.

Besides comprehensive methodologies mentioned above,
there are projects that provide “good practices” for selected
steps in ontology engineering process, e.g. Ontolingua, Com-
monKADS, KACTUS, PLINIUS, ONIONS, Mikrokosmos,
MENELASPHYSSYS, SENSUS (for overview see [1]).

Examined methodologies and “good practices” postulate
separation of informal and formal part of ontology develop-
ment. Some of them suggest introducing a middle represen-
tation, that will be a connector between unstructured text and
a set of formal axioms. This layer can use structured language
or simple graphical language (see IDEF5 methodology [6]).
In Prosecco project three “formalization levels” were used:

1) Unstructured notes, gathered during interviews with
experts (SME workers).

2) Taxonomy in structured language, prepared during con-
ceptualisation step. Written down using Prolog language
and visualised using custom scripts (see Fig. 2).

3) Formal ontology, written in OWL 2 language.
There are three main approaches to defining taxonomies [7]:
• top-down: the most general concepts are defined at the

beginning and then more specific ones are gradually
determined,

• bottom-up: low-level concepts and relations are defined
at first and then they are generalized,

• middle-out: conceptualisation begins with identifying the
most relevant concepts; more general and specified ones
are determined as needed. It was selected as the best
suitable approach for the Prosecco project.

C. Description of the Ontology

Prosecco Ontology was partitioned into several parts. Each
represents a different area in SME management:

1) Project artifacts (PL: Artefakty) – components connected
with planning and implementation of the project.

2) Organizations (PL: Organizacje) – types of companies
and their main properties (e.g. e-mail, VAT number).

3) Organization structure (PL: StrukturyOrganizacji) – el-
ements that describe company structure, e.g. customer
care department.

4) Documents (PL: Dokumenty) – concepts and relations
associated with various kinds of documents.

5) People (PL: Osoby) – depiction of people: key properties
(e.g. name, surname) and occupation.

6) Methodologies (PL: Techniki) – things connected with
methods and tools used in company, e.g. code repository.

7) Resources (PL: Zasoby) – grouping into human re-
sources, tangible and intangible resources.

8) Events (PL: Zdarzenia) – event types and their proper-
ties.

9) Prosecco (PL: Prosecco) – main module, the parent of
other modules that integrates them and adds additional
values common to all of them, e.g. uid or name.

Each part consists of at least one concept, object or data-
property from another module. These nine parts constitute
modules of the Prosecco Ontology that consists of: 86 classes,
70 object properties and 64 data properties. All of them are
described by 1042 axioms. Classes are arranged in a hierarchy
using rdfs:subclassof properties. Besides this simple
generalization/specialization relations, each class can be in-
ferred from object and data properties that this class has, e.g.
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Figure 2. Visualisation of middle layer taxonomy.

Project is something that aggregates some Tasks or some-
thing that is managed by the Project leader. Axioms
allows inference only in one way: if something aggregates
Tasks, it must be a Project. Fact that something is a
Project does not infers conclusion that it must aggregates
Tasks. Example (in Polish) is presented on Fig. 3. For axioms
that connect classes with object and data properties, cardinality
was also defined as it is presented in Table I.

Figure 3. Exemplary concept definition in Prosecco Ontology.

Cardinality Protégé code Example
0, 1 max 1 home_address max 1 string
1 exactly 1 created exactly 1 dateTime

[0,∞) only description only string
[1,∞) some Not used yet. Defined for future use

Table I
CARDINALITY DEFINED IN AXIOMS THAT CONNECTS CLASSES

WITH OBJECT AND DATA PROPERTIES.

D. Tools and resources used

Different tools were used in different steps during the
development process of the Prosecco Ontology.

Taxonomy in structured language:
• SWI-Prolog2 for interpreting concepts and rules

that were recorded with prepared templates
for concepts c(?Id, ?Name), relations
r(?Subject, ?Predicate, ?Object)

2See: http://www.swi-prolog.org/.

and attributes a(?Class, ?AttributeName,
?ListOfPossibleValues)

• Custom scripts for validation and visualisation using
Graphviz tool3 (see Fig. 2).

Formal ontology:
• Protégé4 editor was used for preparing Ontology in

OWL 2 language. It was selected because of its doc-
umentation, users support, official handbooks (e.g. [8])
and huge amount of design patterns [9].

• Git repository for collaborative work with following
iterations of Ontology. OntoCVS5 plugin was used for
better tracking of Ontology changes.

• Ontology modularization tool. Ontology was imple-
mented as a coherent model. In last step it was di-
vided into modules. Different ontology modularization
techniques were analysed. One of the most important is
the Atomic Decomposition method [10]. It is based on
atoms that consist of a set of axioms that occur together.
Correlation between axioms inside atom is so strong, that
this axioms have to be together. Single module is a single
atom or a set of atoms. Using atomic decomposition
alorithm [11] results in a set of modules. For Prosecco
Ontology this algotihm generates 62 modules, where one
of them consists of 574 axioms (of overall number 1042
axioms). These modules were not functional and decision
about manual modularization was made.

The whole development process of the ontology lasted 12
months, including preliminary analytic meetings with SMEs.
The development team included 4 business analytics and 4
developers; a 2 person evaluation team was also included.

IV. CAPTURING THE SEMANTICS OF BUSINESS LOGIC

In order to integrate the complete ontology model into
the Prosecco architecture some additional works had to be
performed. Different formal models, designed to capture dy-
namics of business processes, were created by separate teams,
and they had to be matched with the ontology’s concepts. This
refinement process can be divided into three separate steps.

Firstly, both BPMN and rule models had very uneven granu-
larity levels: abstract concepts were often mixed with detailed
and concrete names of particular tools and documents. Due

3See: http://www.graphviz.org/.
4See: http://protege.stanford.edu/.
5See: https://code.google.com/p/ontovcs/.
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to these inconsistencies integration of both dynamic models
was nearly impossible. During the first step, all the concepts
in business processes and rules were generalized or rejected
where necessary to represent the same level of abstraction as
ontology. The resulting models were smaller and more general
than previous versions:

• Exemplary rule that was rejected due to the limitation
only to selected SMEs: It is necessary
that each Employee has the available
vacation days.

• Exemplary rule before: It is possible that
a programmer can change a task status
[...] and after generalization: It is possible
that a specialist can change a task
status [...].

Secondly, due to the incoherences in concepts’ naming,
both models have been aligned with names provided in the
ontology. Every noun and verb in BPMN and rule models was
compared against the ontology: both name and the possible
usage described by object and data properties. If equivalent
concept exists, it replaced word used in dynamic model.
Furthermore ontology had to be filled with lacking concepts.
In particular there were added many data type attributes due to
the low-level characteristics of rules – every attribute used in
conditional or decisive part had to be formally specified inside
the related class. It was a very important step to achieve an
automatic execution of hybrid BPMN/rule models.

As a result, both dynamic models of business logic shared
the same taxonomy, along with attributes’ types and relations
between the concepts. Unfortunately, neither Prosecco’s ex-
ternal services nor environments used to execute and validate
these models do not support semantic data directly and there
had to be introduced a solution to integrate them with ontology
in an indirect manner. The proposed solution is based on
automatically generated Plain Old Java Objects (so-called
POJO), which represent ontological concepts in serializable
and executable manner. The ontology is used to infer: a) types
of classes (corresponding to the ontological classes), b) types
of the class attributes (corresponding to data type properties),
and c) relations between the classes (corresponding to object
properties).

Within the practical implementation of the architecture
depicted in Fig.1 we integrated the Prosecco ontology as the
core of the system. The Prosecco system uses Activiti as the
business process engine [12]. Apart from the type system
generated according to ontology, Activiti uses also other
semantization techniques. The Prosecco repository consists of
several sub-repositories, including business process models for
Activiti, rule models for Drools, user information in ACL, and
system history managed by the Cassandra tool. Data reposito-
ries are separate from the type system and existing instances
are continuously synchronized with ontology. Thanks to the
use of the ontology the project assumes that all data types and
their instances existing within the system are consistent with
the ontology.

V. RELATED WORK

During the development of the Prosecco Ontology, existing
organization ontologies were analysed and compared with On-
tology discussed in this paper. Four models were considered:

1) An organization ontology [13] – developed by W3C and
Epimorphics Ltd. and implemented in simple description
logics language (SIF(D)). It is aimed at describing ba-
sic organizational information in a number of domains.
Comparing to the Prosecco Ontology, this model is less
acurate and more general.

2) IntelLEO Organization Ontology [14] – created during
IntelLEO project and currently not further developed. It
models organization structures using people responsibil-
ities and relations between them. This ontology models
access rights what is outside the scope of Prosecco
Ontology. On the other hand, it is not suitable for
describing business processes.

3) Ontology for organizations [15] – is a part of a larger one
that is used to annotate The Gazette6 contents. It is best
suitable for characterize activities of the organization
(e.g. if it is a government or charity organization).
This ontology does not provide concepts for describing
organization structure, what was one of main goals of
Prosecco Ontology.

4) PROTON (PROTo ONtology) [16] – upper-level ontology
that is simple and well-documented. This is the biggest
one among analysed models (it consists of 250 classes).
As Prosecco Ontology, it describes projects, documents
and organization structure. It lacks the support for busi-
ness processes modelling.

Three more models draw attention, but due to the fact
they are not public, there was no possibility to analyse them
insightful and compare them to the Prosecco Ontology:

1) Unified Enterprise Modelling Ontology (UEMO) [17] –
is based on UEML (Unified Enterprise Modeling Lan-
guage) and depicts companies and information systems.
It is coupled with BPM (Business Process Management).

2) O-CREAM-v2, a core reference ontology for the CRM
domain [18] – is a very detailed CRM (Customer Re-
lationship Management) ontology. One of its drawbacks
is the lack of emphasis on services.

3) WeCoTin [19] – ontology designed to modelling process
of matching the offer to the customer’s requirements.

VI. EVALUATION AND SUMMARY

Knowledge management in business information systems
often requires a unified dictionary of business concepts, that
allows for a transparent integration of such systems. Thanks
to it sharing the conceptualization between users becomes
possible, and a better decision support facilities can be
provided. In this paper we focused on the development of
ontology-based mechanisms allowing for creating taxonomies
of business logic concepts unifying system objects considered

6See: https://www.thegazette.co.uk/.
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in the Prosecco project. We demonstrated how this ontology is
used to unify vocabulary of business processes and rules in the
Prosecco BPM system. The practical contribution discussed in
the paper is the design and implementation of the ontology,
and the demonstration of its practical use in the system.

The Prosecco Ontology, whose development and struc-
ture were described in the earlier sections, fulfills all the
requirements of the project. As a result of careful design
and iterative refactoring it can be considered as a formal
definition of data and concepts appearing in the other parts of
the Prosecco system, especially BPMN models and business
rules. In comparison to less formalized data models it has
certain advantages like mature tools, unambiguous semantics
and possibility to formally prove coherence thanks to the
available reasoners. Moreover, the formal approach to design
system around a semantic model has proven to be a valid
option among the standard solutions – the Prosseco Ontology
is already successfully used to generate model layer of the
system’s services and future plans include usage of semantic
queries to enhance data retrieval and storage.

A certain limitation of the current version of the ontology
is the fact that it is based on the Polish vocabulary. However,
it was a conscious decision and the requirement of the project
related to the Polish regulations. In general most of the mod-
ules of the ontology could be easily adapted to other SMEs so
the ontology would be suitable for international use. However,
from the practical point of view an adaptation to some specific
regional regulation (e.g. EU) should be considered. Certain
parts specific to the Polish law would have to be replaced.

The biggest disadvantage of the proposed solution is lack
of a direct integration between different modeling techniques
and technologies; due to this limitation there was proposed an
intermediate translation of semantic classes in a form of the
corresponding Java classes. Currently the works are focused
on the creation of environments which could help to model
business logic enhanced by use of the ontological background.

Our future work include the use of the ontology to improve
the usability of the execution environment. We are considering
how semantic annotations could enhance intelligibility of the
business logic. Thanks to the already integrated domain ontol-
ogy, it would be easy to enhance rules with semantic annota-
tions, leading to more meaningful design of the system, and
possibly porting it to mobile platforms [20], and simplyfying
a formalized modeling [21]. We are also working on a tighter
integration of the components of the BPM system, including
semantic tracking of business objects and a BP editor [22].
Moreover, we consider possible extensions of the ontology
towards the needs of other SMEs from different sectors.
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Abstract—The paper deals with the assessment of an 

experimental data modeling approach which is intended to 

support the agile oriented data modeling. The approach is based 

on the Anchor Data Modeling technique and is applied on a 

multidimensional data model. The assessed approach is expected 

to facilitate more effective execution of queries in the data mart 

environment. The emphasis is placed on the comparison of the 

query execution performance using database schemas, each built 

using traditional and the experimental approach. The tests are 

done in the environment of selected modern Business 

Intelligence tools, and using two test queries with varying output 

dataset sizes. The results show that the use of the database 

schema, created according to the experimental data modeling 

approach, had positive impact on the querying performance in 

several cases. The magnitude of impact on the querying 

performance, however, varied depending on each query’s 
respective resulting dataset size. 

 

I. INTRODUCTION 

ultidimensional data modeling principles are one of the 

cornerstones of the Business Intelligence (BI) system’s 
design and development process. These principles were 

introduced more than 3 decades ago by Ralph Kimball and 

then developed to today’s well-known bus architecture and 

dimensional modeling methodology [1]. While the BI system 

is usually a critical decision-making and management support 

system, it is crucial to devote the best of care to its 

development and management. Although current trends 

strongly promote big data as the new Holy Grail for today’s 
CIOs, the fact is that standard relational data marts will still 

be a thing in the coming future. Vast amounts of company’s 
historical business data are stored predominantly in 

traditional relational database environments. Moreover, the 

business process management will always rely on the analysis 

of historical facts in relation to current real-time data. This is 

also supported in [2] where the authors state that the data and 

information integration are the most fundamental issues in the 

                                                           
 This paper was made with financial support of the European Social 

Fund within the project CZ.1.07/2.3.00/20.0296. 

integration of decision support systems into processes, to 

enhance decision support performance. 

The dynamics of event incidence and subsequent changes 

in the business world produce new business process 

management related requirements. Therefore, high impact on 

almost all aspects of the data mart architecture design, usage 

and its continuous adaptation and evolution is experienced 

almost on a regular basis. According to [3], one of the 

information system’s success dimensions is the information 

timeliness and currency with respect to related business 

processes. The adaptation to the time aspect is therefore very 

important and it has an impact on the quality of data used in 

the decision-making process. This is supported also by [4] 

where the perception of data warehouse system’s success 
dimensions by its users is studied. The authors determined 

that the quality of the underlying data is emphasized as an 

important antecedent of information quality and indirectly 

also of the system quality as important aspects of information 

system’s success. Other aspects, like system performance 

(including query execution performance), service quality and 

usefulness of the BI system’s toolset were also studied (the 

query execution performance is one of the main themes in this 

paper). 

Changes usually encompass a set of data updates and 

schema changes, constraint modifications (keys, value 

containment) or metadata adjustments [5]. Kimball has 

already introduced and developed methods for the time-aware 

evidence of critical data in business dimensions represented 

in a multidimensional database schema. In terms of the data 

mart development, the standard Kimball’s approach offers 
several non-destructive methods of capturing changes in 

values of dimensional attributes (i.e. horizontal changes) [6]. 

Although these methods are actively used in practice, some 

space is still left for further research in this part of the well-

established data mart development paradigm [7]. Drawbacks 

of these methods usually reveal themselves sooner or later 

during most BI projects. These include mainly notable data 

volume increases and obvious limits in the length of change 
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capture time period. The assessment of an innovative 

approach addressing these issues in the data modeling 

practice are main research interests of the author of this paper.  

Issues of business change adaptation dynamics are closely 

related to the agile development paradigm. Agile principles 

have already built a strong position in the software 

development area. In the data modeling practice, during the 

information system development life cycle, there is also an 

effort put into the adoption of such practices and principles. 

Generally, the agile approach emphasizes intense cooperation 

with customers as a vital asset. A core principle which is 

promoted by the “agile”, and is especially relevant to the data 

modeling, is the modularity principle. The modularity 

facilitates easier adaptation of a software solution to changes 

in business requirements. 

Also the multidimensional data model must reflect the most 

current business requirements and easy adaptation of the data 

model to these changes is an issue that needs to be solved most 

effectively. [8], [9] write about such agile oriented data 

modeling techniques applicable in the data warehouse 

development field. These techniques, although referenced as 

very effective in the practice, pose, however, rather agile 

oriented data modeling process management solutions than 

particular agile oriented data definition solutions. This issue 

is particularly relevant also to the development of the data 

mart architecture and is addressed by the experimental 

approach. 

In recent works [10], [11], [12] an experimental (hybrid) 

data modeling approach was introduced. The proposed 

approach is focused on representing database schema of the 

multidimensional data model (designed using standard 

Kimball’s dimensional modeling process) in an agile oriented 

fashion – i.e. as an implicitly modular data model. For this 

purpose, a data modeling technique, called the anchor data 

modeling (ADM), is leveraged and its principles and 

guidelines are adapted to the needs of the multidimensional 

data modeling field. The ADM technique was created by Olle 

Regardt, Lars Rönnbäck and their colleges, and fully 

described in [13].  

In this paper, the emphasis is placed on the assessment of 

the usage of the experimental data modeling approach in the 

environment of selected client-side Business Intelligence 

tools. The goal of this paper is then to compare query 

execution performance in selected tools using the ADM based 

multidimensional database schema on one side, and a more 

traditional multidimensional database schema on the other 

side (both schemas are derived from a sample 

multidimensional data model described further in the text). 

The results will help to build more evidence of the possible 

applicability of the mentioned experimental data modeling 

approach. The mentioned approach, along with other 

methodological background, is described in the section II and 

the query performance assessment is presented in section III. 

II. METHODOLOGY 

A. Short overview of the Anchor Data Modeling technique 

By definition, the ADM technique’s application should 

lead to the creation of a highly decomposed database schema. 

The relations in such schema can change in time separately, 

both in terms of attribute values and structure in a more 

effective fashion. The implicit modularity feature brings the 

possibility of passing changes in the semantic background of 

the data model to changes in the final database schema 

without breaking the structure of source entities. This can 

make the data modeling more flexible and possibly promote 

non-destructive ways of managing changes even in 

multidimensional data models, according to most recent 

changes in the business environment. 

The ADM technique is based on the usage of several 

distinctive conceptual constructors that are designed for easy 

and understandable representation of semantic terms and the 

evolution of the database schema. The resulting database 

schema is called the anchor database schema by default. The 

technique is intended to be a part of the relational data 

management paradigm, but the usage can easily span also in 

the object-oriented data modeling field [13]. Each entity is 

represented by one Anchor constructor and a set of Attribute 

constructors – both terms conceptually represent basic 

semantic features of an entity (name and properties). Each 

Attribute is dedicated to serve as a representation of each 

entity’s property (i.e. attribute), containing usually only 

identifier (composite key) and an actual value of the entity’s 
property. Anchors are connected using Ties which represent, 

by default, M to N relationships between entities (i.e. 

Anchors). 

B. Description of the experimental data modeling approach 

and differences from the traditional approach 

Let a simple multidimensional data model be defined as a 

set of i dimensions ܦ��  and a fact records subset. The fact 

records subset is matrix of records comprised of n quantitative 

process performance measurements M so that each fact record 

is represented as ���ݏݐ = {�ଵ, �ଶ, … , ��}. Each dimension 

has j dimensional properties P, i.e., each ܦ��  = 

{ ܲ,ଵ, ܲ,ଶ, … , ܲ,}. The description of the difference between 

traditional and the anchor data modeling (ADM) based 

database schemas follows. 

Let the traditional multidimensional relational database 

schema, derived from the simple multidimensional data 

model (“trad.“), be a set of i relational tables, each for one 

dimension ܦ�� , and one relational table for the fact records 

subset (the fact table). Each relational table ܦ�� consists of 

j+1 columns C, one column ܥK for the primary key and others 

for each property ܲ. The whole tuple of the i-th dimension is 

then ܦ�� = {ܥ,K, ,,ଵܥ ,,ଶܥ … ,  ,}. All dimensionalܥ

properties are then included in one relational table. The fact 

table consists of n respective metrics M and a subset of 

composite key columns ����∗ , each referencing the ܥK column 

in one of the ܦ�� . The whole tuple of the fact table of the 
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“trad.” schema is then ���ݏݐ = {����భ∗ , ����మ∗ , … , �����∗ , �ଵ, �ଶ, … , ��}. 

Let the ADM based multidimensional relational database 

schema, derived from the simple multidimensional data 

model (“ADM“), be defined as a set of i Anchor relational 

tables ���� (one for each dimension ܦ��) and a set of ݅ × ݆ 

Attribute relational tables �ݎݐݐ,��� (one for each property ܲ 

of i-th dimension ܦ��). Each ���� contains only identifying 

columns ܥK of i-th dimension, i.e. ���� = {ܥ,K}. Inclusion of 

more attributes is, however, possible, e.g. to store ETL (ELT) 

process metadata (e.g. data quality related information). Each 

Attribute relation should contain only identifying composite 

key column and another column C* for j-th property of i-th 

dimension, i.e. �ݎݐݐ,��� = {ܥ,K∗ ,  ,}. The primary key of theܥ

Attribute relation can then be extended with additional 

datetime columns if the historization is to be applied to the 

respective dimension’s property. So one less Attribute 

relation must be created to represent the same dimension as it 

is in the traditional schema, but each Attribute should have 

identifying column, which is the obvious drawback of the 

approach, in this regard. The composite key column in the 

Attribute relation relates to the primary key column in the 

Anchor relation. Most modern database systems can perform 

elimination of tables in joins in query optimization 

procedures. This feature mitigates join demands of a 

hierarchically more extensive query by excluding tables from 

join from which no columns are selected to be used in the 

output of a query [13]. The fact table again consists of n 

respective metrics M and then a subset of composite key 

columns �����∗ , each referencing the ܥK column in one of the ���� relations. The whole tuple of the fact table is then, in 

fact, the same as for the “trad.” schema, therefore ���ݏݐ = {��భ���∗ , ��మ���∗ , … , ������∗ , �ଵ, �ଶ, … , ��}. 

The modular nature of the resulting anchor database 

schema implies normalization of relations into the 5th normal 

form. The schema can then be qualified as a highly 

decomposed1. Moreover, if the historization of Attribute 

values is applied, the Attribute relation is in the 6th normal 

form [14] and the primary key of the Attribute relation is 

complemented with a time validity aspect (i.e. column with a 

date and time data type). 

The normalization of all relations in the anchor database 

schema into the 6th normal form is implied by original ADM 

technique’s guidelines [13]. However, the results in previous 

related publication [15], concerning one of the first 

applications of the ADM in the multidimensional data 

modeling field, indicated that the normalization of the fact 

table leads to severe querying performance problems. 

Therefore, in the presented experimental approach, only 

Attribute relations in the schema should be normalized into 

the 6th normal form, if it is desired. 

                                                           
1 From a conceptual point of view, the topology of the data model (and the 

database schema in the end) gets close to the snowflake topology, while the 

traditional data model stays with the classical star topology. 

One of the expected benefits from using the ADM 

technique, when constructing a multidimensional database 

schema, relates to typical user behavior in the analysis and 

reporting – users typically select only few dimensional 

properties in their queries. Also, relevant values of these 

properties are usually filtered so that only a limited set of 

values is used to calculate the final results of the query. The 

high degree of normalization that is applied in the ADM based 

multidimensional database schema, then leads to the 

elimination of the need for scanning whole rows of a 

dimensional table (potentially large one). This aspect is then 

mirrored in expected query execution performance benefits. 

Also the straightforwardness and ease of applying implicit 

Attribute values’ historization (each attribute can be 

historized separately) is a notable asset of the experimental 

approach. The high degree of dimensional properties’ 
decomposition offers also a possibility of effective use of 

specific query processing optimization techniques, including 

compression and table data pre-ordering. This may bring 

some enhancements into already used relational data 

management environments, similar to those known to be 

present in columnar storage engines. 

C. Description of the sample multidimensional data model 

The multidimensional data model that was used as a source 

for the creation of the sample database schemas is a typical 

banking model with 6 dimensions, as presented by Kimball 

and Ross [1]. Fact records represent monthly account data 

with cardinality of 50 million rows. Dimensions also come 

from the same publication and provide descriptive data to 

Accounts (220 000 rows), Households (i.e. Customers, 

200 000 rows), Banking products (20 rows), Branches (1000 

rows) and Account states (3 rows). The time dimension 

defining the monthly granularity of facts spans over 12 years 

(2000–2012; 156 rows). Fig. 1 provides a conceptual outlook 

on the structure of the sample multidimensional data model. 

 

Fig. 1 Conceptual view on the sample multidimensional data model 

D. Description of the query testing process 

None of the client-side tools used, however, support usage 

of an aggregated SQL query definition of data source for a 
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report. Both test queries therefore had to be stripped of 

aggregate functions and group by statements. This paper will, 

therefore, deal with query execution time (QET) results 

related to full dataset extraction because this mode is 

supported by all of the BI tools used in the test. The time 

dimension filtering condition was set to filter 5 specific 

calendar years (2008 to 2012) along with additional filtering 

options. In the appendix, there are both SQL queries listed, in 

both versions for both schema variants (with mentioned 

additional filtering options). Each query was then executed in 

each BI tool and query performance results were gathered 

using Microsoft SQL Profiler. This tool was used to get data 

on QET results, as well as actual CPU demands and the count 

of logical data reads performed during the execution of each 

query in each tool. Also the Apache jMeter 2.10 tool was used 

for the execution of specified test queries directly on the 

database server. 

The testing process was done using a database server with 

Microsoft SQL Server 2012 64-bit bundle installed, with 

following server hardware configuration: Intel Xeon Quad-

core 2.66 GHz CPU and 4 GB RAM. Although the server 

hardware is not the best-of-breed in the data warehousing 

field, I was able to get meaningful query execution 

performance results with it. Client-side tools were installed 

and run on a standard PC with 8 GB RAM and Intel Quad-

Core processor.  

E. Business Intelligence client-side tools for the assessment 

Gartner Research [16] published the 2015 version of their 

annual ‘Magic Quadrant for Business Intelligence and 
Analytics Platforms’ research report. The list of tools in this 
analytical report was a main source of tools that were assessed 

for the use in the process of query execution performance 

analysis. BI tool selection process respected following 

criteria: 

1) the software is a client-side and stand-alone tool, 

without the need for installation of any application 

and/or OLAP server, 

2) the software has a trial or free desktop version 

available for download, 

3) the software is a BI reporting/dashboard management 

tool, 

4) the software allows seamless connection to a relational 

database (SQL Server 2012 specifically). 

The final list (Table I) includes 6 tools that passed the 

criteria and were successfully installed and run without 

stability and connectivity issues (both queries were executed 

without crashes and/or timeout problems). All tools are 

modern solutions, allowing for fast and intuitive data 

discovery and visualization. User interfaces offer self-service 

functionalities and also several data analysis features. 

Database connectivity features include connection to 

structured as well as unstructured data management solutions. 

The Tableau Desktop software also offers very fast on-the-fly 

in-memory computing capabilities. According to the Gartner 

Research report [16], all vendors of these tools, except for 

Tibco, are recognized as ‘Leaders’ in the magic quadrant 

chart (Tibco is viewed as a ‘Visionary’ and is located very 

close to the ‘Leaders’ quadrant). So the way how the data is 

handled and processed internally in each tool’s software 

environment, and using respective connectivity interfaces, is 

the main differentiating factor for all 6 tools. 

TABLE I.  

SELECTED BI TOOLS AND DATABASE CONNECTIVITY PROPERTIES 

Short 

code 
BI tool name 

Database connectivity 

interfaces 

Tibco Tibco Spotfire Desktop 7.0 .NET data provider 

Tableau Tableau Desktop 8.3 ODBC 

Lumira SAP Lumira 1.23 JDBC 

MSTR Microstrategy Analytics 

Desktop 9.4 

ODBC 

Qlik QlikSense Desktop 1.0 ODBC, OLE DB 

MSPP Microsoft PowerPivot for 

Excel 2013 

OLE DB, .NET data 

provider, ODBC 

Fig. 2 QET results for the query Q1 in selected tools with QET differences between schema variants 
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III. RESULTS OF QUERY EXECUTION PERFORMANCE TESTS 

AND DISCUSSION 

The results of the query performance testing process, which 

took into consideration both the highly decomposed ADM 

based database schema of the sample multidimensional data 

model and the traditionally structured counterpart provided 

interesting insights. 

Fig. 2 (Q1) and Fig. 3 (Q2) show full dataset extraction 

QET results acquired for both queries after its execution in 

each tool as well as the on-server result obtained using the 

jMeter. Figures show also difference values ܳܧ����  that 

were calculated according to the formula: ܳܧ���� = – .�����ܧܳ    .����ܧܳ 

The results for the query Q1 show that the usage of the 

ADM based database schema was beneficial in 4 cases as seen 

in the Fig. 2. The Tibco tool had bigger problems with the 

ADM based schema. The Qlik had slight problems too, but 

the ܳܧ����  was only -108 ms in this case. The usage of the 

OLE DB interface in the MSPP resulted in the ܳܧ����  = -295 ms which was also still relatively close to 

zero.  

Since the query Q1 results in a large dataset to be extracted 

from the database (9 615 712 rows), the greatest difference 

may lie in the way of how each tool processes large datasets 

are being extracted. The Lumira is doing a bad job in this 

matter because resulting ܳܧ����  values were noticeably 

greater in comparison with other tools. The difference 

between QET value obtained for the ADM based schema and 

the traditional one came out largely in favor of the traditional 

schema. The client-side usage of the JDBC interface may 

have some part in the magnitude of QET value differences 

along with the connection to the database server through 

LAN. All in all, the Lumira, as a stand-alone client-side BI 

tools, is clearly not beneficial for usage with the ADM based 

schema. Table II shows a comparison of actual CPU demands 

and the amount of data reads performed during the usage of 

each tool.  

TABLE II.  

PHYSICAL CHARACTERISTICS OF QUERY Q1‘S EXECUTION 

BI tool Interface 
Q1 (trad.) Q1 (ADM) 

CPU Reads CPU Reads 

Tableau ODBC 13530 199556 14547 199586 

Tibco .NET d. p. 8827 199556 11391 199586 

MSTR ODBC 10109 199575 10938 199562 

Qlik 
ODBC 9141 199542 12812 200395 

OLE DB 12482 200081 12687 199626 

MSPP 

.NET d. p. 11857 199954 14033 200137 

ODBC 11936 199542 14124 199562 

OLE DB 12860 200107 14238 200375 

mean 11343 199739.1 13096 199853.6 

std. dev. 1761 259.1 1370.9 379.9 

jMeter JDBC 8360 199825 10000 199848 

Lumira JDBC 51641 38662071 429640 230975841 

In the table II, it is visible that each tool’s internal algorithm 

of a large dataset processing plays an important role when 

using a more normalized data source (besides the perceived 

problem with Lumira). 

Results for the query Q2 (Fig. 3) show that the usage of the 

ADM based database schema was beneficial in 2 cases (if we 

take into account only positive ܳܧ����  values). The lowest ܳܧ����  value is indicated only in the case of MSPP using 

.NET data provider interface (ܳܧ����  = -452 ms). In almost 

all cases, however, the ܳܧ����  was relatively low (in 

absolute terms and again excluding the Lumira case). The 

QET result obtained using the jMeter was very close to 4 tools 

which may, however, be mainly due to the nature of the query 

Q2 and resulting row count. Nevertheless, the ܳܧ����  = -209 ms which is relatively lower than most client-

side tools (excluding cases of Lumira and MSPP using .NET 

interface). The size of the Q2’s resulting dataset 
(507 978 rows) points out on one possible effect that stems 

Fig. 3 QET results for the query Q2 in selected tools with QET differences between schema variants 
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from the high normalization of the ADM based database 

scheme – if the size of the dataset gets lower the ܳܧ����  

differences get closer to zero (except some cases). 

Table III shows a comparison of actual CPU demands and 

the amount of data reads performed during the usage of each 

tool and query Q2.  

TABLE III.  

PHYSICAL CHARACTERISTICS OF QUERY Q2‘S EXECUTION 

BI tool Interface 
Q2 (trad.) Q2 (ADM) 

CPU Reads CPU Reads 

Tableau ODBC 1781 16033 1516 13959 

Tibco .NET d. p. 1281 15471 1595 13407 

MSTR ODBC 1514 15579 1418 13484 

Qlik 
ODBC 1655 16057 1671 13435 

OLE DB 1688 16145 2141 14456 

MSPP 

.NET d. p. 1968 16033 1874 13937 

ODBC 1640 15451 1891 13379 

OLE DB 1936 16033 1936 16042 

mean 1683 15850.3 1755.3 14012.4 

std. dev. 222.9 294.4 244.3 902.8 

jMeter JDBC 1595 15451 1717 13379 

Lumira JDBC 11625 12529763 94125 3824425 

For this relatively smaller dataset (in comparison to the 

Q1’s resulting dataset), it is evident that each tool’s internal 
algorithm of the extracted dataset processing played relatively 

less important role, i.e. when using a more normalized data 

source (again besides the already perceived problem with 

Lumira’s usage). 
As for the related works, there are, regrettably, still no other 

works yet that deal specifically with the assessment of ADM 

technique’s use. Besides the original paper [13] there are 

books [8], [9] that address agile oriented data modeling 

process guidelines in the traditional development of a data 

warehouse. However, there are works that deal with certain 

data modeling issues that are also addressed by the 

experimental approach (although mostly the conceptual part 

of the data modeling process is handled). Evolutionary 

aspects of the data in the data warehouse are dealt with in [17] 

and [18]. These works deal with the addition of temporal 

aspects into the UML based logical multidimensional data 

model (i.e. class model in which the conceptual model 

decomposition can be handled quite easily). In the paper [18], 

a rather general solution using only specific classes with 

temporal properties (a prototype based example of the 

application is presented) was proposed. In the paper [17], a 

more complex conceptual modeling approach was proposed. 

Along with modelling time-varying dimensional property 

objects, the authors propose also a solution for modelling 

time-varying hierarchies and hierarchy levels. Moreover, the 

way of mapping the resulting UML class schema to the entity 

relationship model of a data mart is proposed, although the 

paper lacks a practical example. In the paper [19], a graph 

theory based hybrid modeling method is introduced. The 

approach decomposes entity properties (attributes) and 

mutual relationships into graph nodes and edges. The 

schematic representation of data sources and requirements is 

then combined with the graph based representation and a 

conceptual multidimensional data model is derived. The 

changes in entities of the data model are induced by checking 

requirement-derived constraints, but time-validity aspects are 

not considered in the approach. The authors also present a 

short application example. 

IV. CONCLUSION 

The query execution performance results were analyzed 

with the conclusion that the ADM based schema performed 

better in specific cases (BI tools). The performance 

differences were more in favor of the ADM based schema if 

the source dataset was larger rather than smaller. The larger 

dataset related results had, however, wider spread in 

maximum/minimum QET results. These facts will be studied 

in more detail in further research, also in contrast with the 

aggregated query execution performance results. Also, 

differences in the use and demands of particular physical 

query processing operators will provide important insights on 

how are the test queries internally processed. 

The results indicate that the ADM based hybrid data 

modeling approach has certain future potential, although 

more evidence will be vital to justify its practical usefulness. 

The potential may be further increased if the application of 

more advanced query optimization techniques will have a 

positive effect on the query execution performance – both 

synthetic on-server and in-tool test results will be compared 

in this matter. 

Also, further research effort will focus on using other BI 

tools, especially those that can or need to use separate 

OLAP/application server which may provide additional 

benefits. The expectation here is that the direct 

communication of the database server and the 

OLAP/application server may have additional benefits 

regarding query execution performance when using the ADM 

based multidimensional database schema. 
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APPENDIX 

Both queries Q1 and Q2, in both versions for both 

multidimensional database schema variants, follow: 

/*Q1 – trad.*/  

SELECT 

bproduct_nazev, /*SUM*/ pocet_transakci, kal_rok, mesic_nazev, 

bproduct_typ 

FROM 

FACTmesicni_stav_uctu_snimek  

INNER JOIN DIMmesic ON FACTmesicni_stav_uctu_snimek.monthID 

= DIMmesic.monthID  

INNER JOIN DIMbankovni_produkt ON 

FACTmesicni_stav_uctu_snimek.bproductID = 

DIMbankovni_produkt.bproductID 

WHERE 

kal_rok IN (2012, 2011, 2010, 2009, 2008)  

AND bproduct_typ IN ('běžný účet', 'hypotéka', 'leasing', 'termínovaný 
vklad', 'spotřebitelský úvěr') 

/*Q1 – ADM*/  

SELECT 

BP_BPN_bproduct_nazev, /*SUM*/ pocet_transakci, 

ME_KRO_kal_rok, ME_MNA_mesic_nazev, BP_BPT_bproduct_typ  

FROM 

FACTmesicni_stav_uctu_snimek  

INNER JOIN BP_DIMbankovni_produkt ON 

FACTmesicni_stav_uctu_snimek.BP_ID_byBProdukt = 

BP_DIMbankovni_produkt.BP_ID  

INNER JOIN BP_BPN_bproduct_nazev ON 

BP_BPN_bproduct_nazev.bp_id = BP_DIMbankovni_produkt.bp_id  

INNER JOIN BP_BPT_bproduct_typ ON BP_BPT_bproduct_typ.bp_id 

= BP_DIMbankovni_produkt.bp_id  

INNER JOIN ME_DIMmesic ON 

FACTmesicni_stav_uctu_snimek.ME_ID_byMesic = 

ME_DIMmesic.ME_ID  

INNER JOIN ME_KRO_kal_rok ON ME_KRO_kal_rok.me_id = 

ME_DIMmesic.ME_ID  

INNER JOIN ME_MNA_mesic_nazev ON 

ME_MNA_mesic_nazev.me_id = ME_DIMmesic.ME_ID 

WHERE 

ME_KRO_kal_rok IN (2012, 2011, 2010, 2009, 2008)  

AND BP_BPT_bproduct_typ IN ('běžný účet', 'hypotéka', 'leasing', 
'termínovaný vklad', 'spotřebitelský úvěr') 

/*Q2 – trad.*/  

SELECT 

pobockaID, /*COUNT*/ ucetID, DIMmesic.kal_rok,  

DIMpobocka.pobocka_adresa_mesto, DIMmesic.mesic_nazev 

FROM 

FACTmesicni_stav_uctu_snimek  

INNER JOIN DIMucet ON FACTmesicni_stav_uctu_snimek.ucetID = 

DIMucet.ucetID  

INNER JOIN DIMmesic ON FACTmesicni_stav_uctu_snimek.monthID 

= DIMmesic.monthID  

INNER JOIN DIMpobocka ON 

FACTmesicni_stav_uctu_snimek.pobockaID = DIMpobocka.pobockaID 

WHERE 

Year (DIMucet.ucet_otevren) IN (2008, 2009, 2010, 2011, 2012)  

AND DIMmesic.kal_rok IN (2012, 2011, 2010, 2009, 2008)  

AND DIMpobocka.pobocka_adresa_mesto IN ('Praha', 'Bohumín', 
'Ostrava', 'Jindříchův Hradec', 'Olomouc') 

/*Q2 – ADM*/  

SELECT 

PB_ID_byPobocka, /*COUNT*/ UC_ID_byUcet, ME_KRO_kal_rok, 

PB_PME_pobocka_adresa_mesto, ME_MNA_mesic_nazev  

FROM 

FACTmesicni_stav_uctu_snimek  

INNER JOIN UC_DIMucet ON 

FACTmesicni_stav_uctu_snimek.UC_ID_byUcet = UC_DIMucet.uc_id  

INNER JOIN UC_UOT_ucet_otevren ON UC_UOT_ucet_otevren.uc_id 

= UC_DIMucet.uc_id  

INNER JOIN ME_DIMmesic ON 

FACTmesicni_stav_uctu_snimek.ME_ID_byMesic = 

ME_DIMmesic.me_id  

INNER JOIN ME_KRO_kal_rok ON ME_KRO_kal_rok.me_id = 

ME_DIMmesic.me_id  

INNER JOIN ME_MNA_mesic_nazev ON 

ME_MNA_mesic_nazev.me_id = ME_DIMmesic.me_id  

INNER JOIN PB_DIMpobocka ON 

FACTmesicni_stav_uctu_snimek.PB_ID_byPobocka = 

PB_DIMpobocka.pb_id  

INNER JOIN PB_PME_pobocka_adresa_mesto ON 

PB_PME_pobocka_adresa_mesto.pb_id = PB_DIMpobocka.pb_id  

WHERE 

Year (UC_UOT_ucet_otevren) IN (2008, 2009, 2010, 2011, 2012)  

AND ME_KRO_kal_rok IN (2012, 2011, 2010, 2009, 2008)  

AND PB_PME_pobocka_adresa_mesto IN ('Praha', 'Bohumín', 'Ostrava', 
'Jindříchův Hradec', 'Olomouc')  
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Abstract—Taking an existing large-scale simulation model of
the German toll system we identify possibilities for parallelization
in order to enhance simulation performance. We transform
parts of the model from its current serial implementation to
a parallel implementation. Afterwards we evaluate the achieved
performance enhancement and compare the results to a synthetic
benchmark model.

I. INTRODUCTION

AS technology advances in electronics, systems and pro-
cesses with higher complexity, interconnectedness and

heterogeneity can be developed. Simultaneously, user re-
quirements are constantly increasing. Unfortunately “more
is different” [1] as it is summarized in the definition of
a “distributed system” as “one in which the failure of a
computer you didn’t even know existed can render your own
computer unusable” [2]. Modeling and simulation techniques
are applied to design, analyze, evaluate, validate, and optimize
such complex systems. Especially in specification and design
stage executable models deliver tremendous value by lowering
the system design uncertainty – even expert advice is known to
be over-confident [3], a well-known cognitive bias that needs
to be mitigated by the system design process. Yet in many
parts of everyday life people depend [4] on software-intensive
systems.

The use of simulation models is one way to increase the
specification speed and quality [5]. Hence, current system
design approaches like Simulation Driven Design [6] are
characterized by applying executable models to a large extend.
A prerequisite to apply executable models is a so called
execution domain: In our context Discrete Event Simulation
(DES) [7] has gained significance. DES is used in many indus-
tries, e.g. energy, telecommunications, production, logistics,
avionics, automotive, business processes, and system design.
Inter alia DES is applied for dimensioning of resources, to
answer questions about topology (e.g. [8]), scalability and
performance regarding operational scenarios, to predict system
behavior, and to estimate risks. Increasingly the performance
in defining and executing models becomes vital due to the
increased complexity of systems and processes as well as

the customer requirement to create holistic, integrated, high
accuracy models up to real world scale. Several use cases of
simulations are only possible once the simulation performance
is ‘good enough’: simulating the long-term dynamic behavior,
iterative optimization loops, automatic test batteries, real-time
models (higher reactivity to market demands and changes), and
automated specification and modeling processes (including
model transformation/generation) [9]. In this context Parallel
Discrete Event Simulation (PDES) [10] helps to provide the
necessary simulation performance. In the article we identify
possibilities for parallelization of a large-scale simulation
model of the German toll system implemented in MSArchitect
[11]. We transform parts of the model from the current serial,
nonparallel implementation to a parallel implementation. Af-
terwards we evaluate the achieved performance enhancement.

The outline of the article is as follows: Section II gives
an overview of the automatic German toll system and the
corresponding simulation model. Typical use cases involve
simulations at a scale of 1:1 spanning time periods of up
to one year – necessitating a high-performance simulation
model. The aim of this article is to investigate parallelized
simulation models. To that end section III introduces the
simulation framework architecture followed in section IV by
a synthetic benchmark model for the use in PDES simulation.
Section V describes the parallelized simulation model of the
German automatic toll system and evaluates the simulation
performance achieved. Section VI summarizes the results
and describes future work and applications of our simulation
model.

II. SIMULATION MODEL OF THE GERMAN TOLL SYSTEM

The German automatic toll system is a typical example
of a state-of-the-art tolling system [12, 13] based on global
navigational satellite systems (GNSS). At present it is the
largest system of its kind in operations – collecting more than
4.3 bne annually [14–16]. It was the first large-scale GNSS-
based tolling system with more than 800 000 on-board-units
(OBUs) deployed at present. More than 90% of the tolls are
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Fig. 1. High-level system design of a GNSS-based electronic tolling system
and its dependency on the user interaction (driving patterns).

collected automatically the remainder using a manual process
via internet or one of around 3 500 toll-station terminals.

The generic architecture of a GNSS-based tolling system is
given in figure 1: The tolls are collected via OBUs installed in
the heavy goods vehicles (HGVs) and transmitted via mobile
data networks to the central system for processing. A separate
part of the toll system is responsible for the enforcement and
in the case of the German toll system an additional manual
mode of tolling is implemented (not shown in the figure).
The simulation model implements those technical systems
and processes relevant for collecting tolls and for deploying
updates to the OBUs: The vehicle fleet with its OBUs, the
central systems required – i.e. a typical DMZ and the servers
to receive toll data or provide updates – and the IP-based
communication via mobile data networks.

Modeling the toll system we aimed to include all relevant
processes at time scales of one second or longer, the technical
systems in turn generate events with a higher temporal reso-
lution in the model. However, the model of the tolling system
needs to be accompanied by a model of the user behavior
(“driving patterns” in figure 1) – the points in time when a
given HGV is powered on or off, creates a toll event, looses
or recovers its connection to the mobile data network.

The simulation model is applied in forecasting the dynamic
behavior of the real-world tolling system – either the opera-
tions of the existing system (see section II-C) or for anticipated
changes to the system (see sections II-A and II-B). Each appli-
cation requires the simulation to predict the system behavior
over several months – where the typical work-flow expects
the simulation results to be available on the next business
day. The existing simulation model is implemented to utilize
a single CPU core and considerable effort has been expended
to achieve an adequate performance [17–19]. However, over
time the level of detail included in the simulation model and
the number of OBUs in the real-world system increased. In
addition simulation runs should deliver medium- and long-
term predictions encompassing six months to one year.

A. Simulations in the Analyze and Design Phase

In the analysis phase we use the simulation model to
validate the system requirements. Addressing the large amount
of requirements in typical software-intensive systems, require-
ments are defined at different levels of abstraction: The top

level defines why the system is built and what the owning or-
ganization hopes to achieve. This type is termed as business or
stakeholder requirements. Already at this level-of-abstraction
the requirements need to be validated as soon as possible –
is the requirement really necessary at the documented level?
Seemingly inconsequential numerical targets can have pro-
found effects on the technical solutions, e.g. by necessitating
a high-availability architecture.

The translation of the requirements into an executable
specification (or simulation model) allows exploring the effects
of the requirements on the solution space early on and vice
versa: The virtual prototype transports operational properties
of the real-world system back to the solution space potentially
modifying or restricting the requirements. An example of our
approach is the comparison of a thin-client and a thick-client
solution in the domain of electronic tolling [20].

Our focus in this phase is to avoid system operation faults
based on wrong assumptions or conjectures of the new re-
quirements. The most important aspects checked by us are:

• Excessing the capacity limits of the key subsystems
• Appearance of non-valid system states
• The worst case scenarios in case of eventual system

failures.
The aspects we want to simulate are designed manually.
The most frequent checks are based on the system behavior
checking concerning various system parameter values.

In the design phase the system architecture becomes more
detailed: The analysis model is linked with the used frame-
works, libraries and other third party software components
such as database or GUI. The executable specification helps in
drafting accurate requirements and the simulation runs yield
the resulting dynamic behavior prior to the implementation of
the system. At the same time, the simulation model becomes
in itself more specific by adding the necessary behavior and
parameters to allow measuring its performance. Depending on
the complexity and runtime the optimization can be delegated
to an automatic optimization algorithm.

In the design phase we can validate the system behavior
with improved functional granularity. During this phase the
software development process invests in design documents –
consistent, fine-grained and formal models start to show up in
the documentation. In our approach we can take these models
as a starting point and use model transformations to transform
the architecture models into the appropriate simulation model.

B. Simulations in the Develop and Test Phase

The implementation phases shift the focus to the system
under construction. Here the requirements are supposed to
remain fixed and only minor adjustments need to be returned
to the requirements repository. The simulation model is an
executable representation of the state-of-knowledge and is
technically able to integrate a given component into the overall
system – especially as long as the whole system is not yet
available.

In that way simulations are part of the decision making
process: Implementation variants can be explored and com-
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Fig. 2. The system development process (left) can be accompanied by a
simulation model (right)

pared through simulations. The developed components are
functionally integrated (transformed) and evaluated in the
simulation environment. For an example one could look at
the avionics industry [5, 8, 21].

In the test phase, the high-level requirements are used for
acceptance tests of the whole system. Usually the development
of the virtual prototype is considerably ahead of the real sys-
tem. Therefore the soft- and hardware components are initially
integrated into a whole working simulated system rather than
the real world components: So called Software-in-the-Loop
(SiL) and Hardware-in-the-Loop (HiL) tests. The simulation
model provides the still missing components and allows to
test dynamic coupling effects even when not all components
of the real system are available. In other words we use the
simulation environment as a stimulus for testing the individual
software components – the simulation environment is a test
driver for the developed software components. The test drivers
are currently generated manually. Our goal is to generate
them fully automatically via UML-enhancements to define the
simulation test drivers during the software components design.

C. Simulations supporting System Operations

In the case of the German toll system the main objective of
the simulation model is to support and to safeguard the day-
to-day operations of the automatic toll system. To that extent
the simulation model includes the most important processes
(receiving toll data from the OBUs and sending updates to
the OBUs) in a realistic way at a scale of 1:1. The dynamic
behavior – with a strong daily and weekly rhythm – the
predictions of the simulation model can and must be verified
against data from the real-world system [22, 23] and typically
show a good correlation [24].

Simulation models of the kind discussed here address the
operator of a software-intensive system-of-systems. Typically
the operator faces two challenges simultaneously: The day-to-
day operations and the necessary changes and updates within
the technical systems. Of course, the handling of technical
details can and typically will be outsourced to specialized
providers. The one challenge that remains for the system

operator to handle is the integration of all technical and
organizational parts into a working whole [25].

As in the test-driven-development (TDD) case, testing is not
the aim of simulation-driven-development (SDD) rather the
“driven [...] focuses on how TDD leads analysis, design, and
programming decisions” [26]. In that sense, SDD tries to put
the design to the ultimate test-case – the real-world operational
context. The simulation model – an executable specification of
the existing real-world system – is the starting point to focus
any software development on the operational consequences.
These consequences might be of a purely technical nature,
e.g. the system architecture and performance, or include non-
functional requirements and business or financial aspects. In
particular these challenges dominate environments that are rich
in legacy systems. The on-going development of theses sys-
tems is largely faced with integration issues between systems
[27]. SDD addresses integration of systems as a cross-cutting
concern by providing the software developer (or requirements
engineer) with an executable copy of the real-world system.

III. SIMULATOR ARCHITECTURE AND BENCHMARK MODEL

To transition from a sequential DES simulation model to
a parallel one we first look at the possibilities offered by the
simulation and modeling tool in use (see section III-A) and
different ways of parallelizing existing models as discussed in
literature (section III-B). The section ends with brief remarks
on the PDES performance in general – the next section
introduces and discusses a particular benchmark model.

A. Simulation and modeling tool, DES and PDES perfor-
mance considerations

To model and simulate the structural and behavioral prop-
erties of the German toll system we selected and applied a
system design tool for modeling and executing DES models
[11]. The tool is specialized in integrated design of com-
plex distributed systems and processes across different design
levels. It offers a unique blend of performance [28] and
customizability to manage extremely complex models within
diverse usage environments. The simulation tool consists of
several separated, mostly platform independent components,
as a graphical user interface including a multi model editor,
a simulation kernel, a library of standard model components,
and a mission controller to run multiple simulations in parallel.

The simulation kernel used supports the execution of se-
quential DES and parallel DES (PDES) models. With DES
and PDES the operation of a system is expressed as a discrete
sequence of events in time. Each event occurs at a particular
instant in time and marks a change of state in the system.
Between consecutive events, no change in the system is
assumed to occur. Thus the simulation can directly jump in
time from one event to the next. All events are managed by a
so called future event list (FEL).

B. How to approach parallelizing DES models

PDES can substantially improve the performance and capac-
ity of simulation, allowing the study of larger, more detailed
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Fig. 3. Block diagram with a synthetic benchmark model using 8x8 network
nodes.

models, in less time, and to be able to scale a problem if
necessary. Thereby the performance and scalability is limited
by communication latencies between the participating cores
and nodes. Unfortunately, a prerequisite of parallelization is
the decomposition of the model for processing on multiple
processors or processor cores – it might become necessary
to refactor existing serial mode models. This can be done in
several ways [29]:

• Through the use of parallelizing compilers,
• In the form of replicated trials (run multiple serial simu-

lations in parallel) or
• Distributed functions or
• Distributed events (with centralized FEL).
• Especially for optimizations a simple approach is the

time-parallel domain decomposition (run multiple serial
simulation in sequence) whereas

• the space-parallel domain decomposition (run multiple
model parts in parallel) is used to accelerate a single
simulation run.

The last enumerated decomposition approach, the space-
parallel decomposition, is used by our simulation tool. Here,
the simulation model is decomposed into sub-models or com-
ponents. Each component is assigned to a process, where sev-
eral processes may run on the same processor. This approach
is applicable to any model and shows the greatest potential in
offering scalable performance for complex models [30, 31].
Since the FEL is also decomposed into individual local FELs,
it would never become the bottleneck. A higher degree of
parallelism is expected because concurrent processing is en-
couraged.

In general, PDES approaches can be divided into two
categories — conservative and optimistic — according to
the way they handle the causality constraint of local FELs.

Violating the causality constraint means that the future can
affect the past leading to incorrect simulation results. In our
case the simulation tool supports an optimistic synchronization
mechanism, also known as time warp [32]. Causality errors are
detected and fixed using rollback algorithms at the additional
cost of necessitating rollback functions within the model.

C. PDES performance

Optimistic synchronization mechanisms have inherently
more overhead than conservative synchronization mechanisms.
The overhead includes e.g. state saving, global virtual time
calculation and rollback steps. The degree to which they may
affect the simulation performance depends among other things
on the granularity of the model to be simulated and the sup-
port from the hardware. Both approaches – conservative and
optimistic – have their advantages depending on the specific
application case. In terms of general purpose simulation the
optimistic approach appears to be slightly in advantage [33].

IV. PDES BENCHMARK MODEL

In this section we introduce a synthetic network model
consisting of a grid of simple networking units (section IV-A)
and give the sequential and parallel simulation performance
for different model sizes in section IV-B.

A. Description of the synthetic model

To evaluate the potential of parallelization we developed a
synthetic benchmark model using our modeling and simulation
tool. The model consists of several communication network
nodes. When a network node receives an event, it consumes
this event, handles some synthetic workload and sends a
new event to a randomly selected neighbor network node
with random delay. The synthetic workload on every event is
approximately 10 000 floating point operations and the random
delay is exponentially distributed with a mean of 5. Initially

TABLE I
COMPUTATION TIME IN MSEC

Threads 64 Nodes 128 Nodes 256 Nodes
Serial 1 8922 8953 8953

Parallel 2 5344 5109 4953
3 3953 3719 3500
4 3218 2985 2734
5 2828 2532 2313
6 2531 2235 2015
7 2313 2016 1782
8 2172 1875 1641

TABLE II
SPEEDUP FACTOR

Threads 64 Nodes 128 Nodes 256 Nodes
Serial 1 1 1 1

Parallel 2 1,67 1,75 1,81
3 2,26 2,41 2,56
4 2,77 3 3,27
5 3,15 3,54 3,87
6 3,53 4,01 4,44
7 3,86 4,44 5,02
8 4,11 4,77 5,46
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Fig. 4. Component responsible for generation of driving patterns

every second network node sends an event, which results in
an event density of 50 percent. During a simulation run the
total number of events in the system remains constant, due
to the similar parametrization and behavior of all network
nodes. Figure 3 shows the block diagram of the model with
8x8 network nodes.

B. Parallel and serial performance of synthetic model

In order to evaluate the simulation performance we sim-
ulated three sizes of the network model (8x8, 8x16 and
16x16 network nodes) using 1 to 8 threads. The clustering
of the model and the assignment of these clusters to threads
was done automatically by the simulation kernel. All simula-
tions were executed on a PC using a i7-3635QM CPU with
2.40GHz, 4 cores and 8 threads and the simulation kernel of
MSArchitect R© Enterprise in version 2.3 with 64Bit.

The results are summarized in tables I and II. The first table
gives the computation time needed for the simulation runs
and the second table lists the relative speedup factor for each
parallel simulation compared to the serial simulation. In theory
the optimal speedup factor could be equal to the number of
threads resp. cores used. Practically this is not possible due
to the communication and synchronization overhead between
the threads and the fact that the CPU does not offer 8
threads of equal computational power. All in all a substantial
performance increase of up to 5.46 with 8 threads can be
observed – higher than the 4 CPU cores offered and lower
than the 8 parallel threads offered by the CPU.

V. PARALLELIZATION OF THE SIMULATION MODEL

The synthetic benchmark model presented in the previous
section allowed a sizable speed-up through the use of a PDES
simulation kernel. In this section we look at the challenges
when an existing simulation model is the starting point of
the parallelization effort (section V-A). In particular, some
parts of the model are intrinsically serial – as required from
the particular application domain. Section V-B discusses the
process of selecting appropriate parts of the simulation model
for parallelization.

A. Partial transformation as proof of concept

After successfully evaluating the parallel simulation ap-
proach using a synthetic model and the promising performance
potential we decided to shift from serial to parallel simulation
for the model of the toll system. Since the parallelization is
a time-consuming process, we pursue an incremental model
transformation, starting with the performance critical parts. In
a first step we looked to the application-level performance of
our model of the German toll system to locate appropriate
model components for parallelization. This was done using
both the kernel logging capabilities of our simulation tool
and an external profiling application [17, 18]. Kernel logging
allows to count the number of calls of atomic models as
well as the total number of samples (corresponding to a
processor cycle). The external profiler allows measuring the
space complexity (memory), the time complexity (duration,
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Fig. 5. Partial parallelization of the simulation model: Using 8 threads in
generating the driving patterns.

CPU time), and the usage of particular instructions of a target
program by collecting information on their execution.

To implement a partial parallelization we choose a setup
using a similar hardware and software constellation as the
synthetic model. The fleet size used in the simulation runs was
set to 800 000 OBUs and a time frame of 20 weeks was con-
sidered. In the simulation runs the component responsible for
generation of driving patterns was identified as performance
critical (figure 4). This component consumes about 9.7% of
the overall computation time in serial mode.

B. Selecting parts of the model for parallelization

To allow the execution of a given simulation model in
parallel simulation mode the underlying PDES kernel calls
a different set of atomic interface functions than in the serial
mode: Instead of the function run(), which is called every
time an event is received, the functions runForward(),
runReverse() and runCommit() need to be imple-
mented. This is necessary in the case of optimistic synchro-
nization since this mechanism allows the speculative execution
of events that might require a rollback to ensure causality. In
addition the model architecture needs to be adapted following
three rules:

• Reduce the dependencies between model components to
simplify clustering,

• Transfer external states to internal states or to port based
communication,

• Restructure the internal architecture of model components
to enable functional parallelization, while leaving the
interfaces stable.

In our case the selected model component is responsible for
the generation of driving patterns for the whole vehicle fleet.
We refactored this component so that the internal structures
were multiplied according the number of parallel simulation
threads (in our case 8) – the driving patterns of different heavy-
goods-vehicles are inherently independent in our model. In that

way each internal structure is responsible for one-eighth of the
vehicle fleet, each executed as a separate thread (see figure 5).
Executing the driving patterns component separately from the
overall model in parallel mode let to a computation time of
3 min 30 sec compared to 8 min 28 sec in serial mode. This
means a speedup of factor 2.4, which is quite good compared
to the theoretical speedup factor of the synthetic model of
factor 5.46.

C. Complete parallelization and backward compatibility

To parallelize the model of the German toll system com-
pletely the architecture of about 60% of the model components
(composite blocks) need to be reworked according to the three
architectural rules mentioned above. The remainder (mostly
atomic blocks) need at least to be transferred to the set of
parallel atomic interface functions. Both interfaces – for serial
and parallel execution – can coexist in the simulation tool
chosen for this work. This allows for an incremental porting of
complex simulation models towards a fully parallelized model.

VI. SUMMARY

Simulation models offer the ability to transform the software
development process by placing each step into the realistic
operational context. One important pre-condition is that the
simulation model is sufficiently fast to generate realistic behav-
ior at a scale of 1:1. Staying with a realistic level-of-abstraction
the application of some models is limited by the execution
time. In our example the large number of objects at run-time
– models of on-board-units – and the necessity to predict the
dynamic behavior of the system for a considerable length of
time limit the use of simulation runs in the day-to-day decision
making process.

In this paper we looked into increasing the simulation
performance through parallelization either automatically or at
the level of the simulation model. To further the discussion we
implemented a synthetic network model with a configurable
grid of identical components as a benchmark for the automatic
parallelization achieved by the simulation kernel. In this case
the speed-up compared favorably with the performance offered
by the CPU chosen to run the benchmark.

In the real-world example the speed-up is more difficult
to achieve – large parts of the model are either difficult to
parallelize or contribute negligibly to the overall computation
time. Profiling the simulation model we identified one part –
the model of the user behavior – as both particularly time
consuming and compact (as expressed by the size of this
particular part of the model). Parallelizing only a part of the
model limits the speed-up: The remaining model parts run in
serial mode and we achieve only a speed-up of 2.4 using 8
threads. However, this speed-up is the result of re-factoring
only 5% of the simulation model.

Future work is needed to automate the parallelization of
existing models and to steer the modeling engineer to the most
promising parts of a given simulation model.
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driven design of the German toll system – profiling simulation per-
formance. In 2013 Federated Conference on Computer Science and
Information Systems (FedCSIS), pages 923–926. IEEE, 2013. ISBN
978-1-4673-4471-5.

[19] Tommy Baumann, Bernd Pfitzinger, and Thomas Jestädt. Simulation
driven development of the German toll system – simulation performance
at the kernel and application level. In Advances in Business ICT, volume
257, pages 1–25. Springer International Publishing, 2014. doi: 10.1007/
978-3-319-03677-9.

[20] Bernd Pfitzinger, Tommy Baumann, Dragan Macos, and Thomas Jestädt.
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Abstract—The concept of Internet of Things appeared several
years ago and in that time has evolved into one of pillars of
the new technologies sector. The next step is to add the artificial
intelligence to Internet of Things systems. Artificial intelligence
is increasingly used in everyday life. It is a concept of a wide
range and applies in practice in many fields of science. The aim
of presented paper was to investigate the usefulness of selected
artificial intelligence methods in the concept of Internet of Things.
To investigate this purpose, exemplary system was built and it
uses the artificial neural networks.

I. INTRODUCTION

THE Internet is a powerful tool used in all kinds of the
information systems. The network is available almost

anywhere, at home, at work, also on mobile devices (phones,
watches). People start to think to connect the Internet to almost
all devices of everyday use, so they can communicate with
each other by taking simple decisions for people and helping
them in their life. Such idea is called the Internet of Things
(IoT). It is estimated that currently about 15 billion devices are
connected to the Internet, but this number is still less than 1%
of things that in fact could be connected to the network [10].

The next step is to add the artificial intelligence to Internet
of Things systems. Artificial intelligence is increasingly used
in everyday life. It is a concept of a wide range and applies
in practice to many fields of science. It is used in applications
such as prompting videos to watch, having regard to the
history of the watch (service netflix) or recognize people on
the recordings of the monitoring. Its great advantage is the
elements related to machine learning, through which different
methods of artificial intelligence are able to interpret a lot of
data and present some of their summary. This is definitely a
big amenity for a man who no longer has to statically analyse
all the data coming from the specified system, for example
view a recording of the monitoring in the context of searching
for a particular person.

The presented paper examines whether the chosen methods
of artificial intelligence are suitable for use in the concept of
Internet of Things. The main assumption is to use the mobile
device (mobile phone) as a smart object in the Internet of
Things. The system based on the concept of Internet of Things
was designed and built to examine this issue and this system
was then implemented with different methods of artificial
intelligence.

The presented paper is structured as follows: section 2
presents the issues of Internet of Things concept with its
definitions, section 3 gives the outline of the architecture of
IoT, presenting the three-layer and five-layer architectures,
while section 4 deals with the aspect of communication in
IoT concept. Section 5 describes the use of selected methods
of artificial intelligence in the conception of IoT and section
6 presents the created exemplary IoT system using such
methods.

II. CONCEPT OF INTERNET OF THINGS

The concept of the Internet of Things appeared several years
ago and in that time has evolved into one of the pillars of
new technologies sector. There is no clear definition of this
concept in the literature. In many cases, the definitions are
complementary, creating a more accurate description of the
problem.

The Internet of Things is a vision, in which objects become
part of the Internet, where every object is uniquely identifiable
and accessible on the Web. These objects may directly or
indirectly collect, process or exchange data via data communi-
cations network. This concept can be described by a simplified
equation [1]:

physical objects + sensors and microprocessors = IoT

One of the first attempts to define this concept was pretty
simple concept. The Internet of Things is all objects in
everyday life, which are equipped with wireless identifiers and
so that they can communicate with each other and be managed
by a computer [3].

The shortest definition, which may describe the concept of
the Internet of Things shows that it is clearly identification of
objects and their representation in the structure of the Internet.
This is the most general definition that may expresses the most
important elements concerning the issue of IoT [4].

By analysing this information, it can be concluded that the
IoT systems have a lot of common issues with multi-agent
systems. However, it is worth saying that these two concepts
are not identical and have some subtle differences. One of the
important difference is a fact that all objects in the concept
of the Internet of Things should be able to communicate with
the environment, be aware of what they are and be clearly
identifiable in their environment [5].

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 1343–1348

DOI: 10.15439/2015F161
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 1343



On the basis of all above definitions of the issues of IoT and
taking into account its important aspects, the concise and yet
comprehensive definition of this concept was created. Thus,

Internet of Things is a concept, where clearly identifiable and
smart objects can communicate with each other in a defined
environment to make autonomous decisions by analysing and

processing the data collected from the environment.

The environment can be the Internet or only a portion (e.g.
local area network and the devices used only at home). Addi-
tionally, there may be mentioned also that the interconnected
devices provide the user with various number of applications
and services which enable it to communicate with them. To
take the autonomous decisions, except to analyse the collected
information, objects may use generally understood knowledge,
that is, for example, elements related to the habit of the user
in some aspect, so that the object will be able to make the
better decisions.

III. ARCHITECTURE OF INTERNET OF THING

Architecture and technology for smart objects, included
into Internet in accordance with the concept of Internet of
Things must be extremely flexible. They have to provide
the infrastructure, taking into account the heterogeneity of
devices and the need for ubiquitous communication, which
must be continuous. Just as in the definition of the concept
of IoT, specifying its architecture can not clearly define how
it should look like. There are many general proposals for IoT
infrastructure, but not all of them are sufficiently flexible.

To start talking about specific aspects concerning system
architecture based on the IoT, we need first to mention the
main pillars of this concept, which will be the basis for the
design of adequate infrastructure, namely (Fig. 1):

• anytime,
• anyplace,
• anything.

Taking into account the main pillars and intelligent objects
features posted on the Internet, the main aspects that the
IoT architecture must meet can be presented. This means for
example, that every item included in the Internet of Things
(considering its first feature) has a unique identifier in the
particular environment in which it occurs and it is available
anytime, anywhere and with anything (for all other devices in
the structure). Similarly, we can develop two more features
of intelligent objects in conjunction with the main pillars of
the IoT. This analysis makes us aware that the provision of
adequate infrastructure in accordance with the concept of the
Internet of Things is not a trivial issue [1], [2], [6].

Implementation of systems based on the concept of Internet
of Things requires a comprehensive look at the infrastructure,
from the lowest layers of collecting data from the sensors to
the highest layers presenting the user different statements of
analysed data.

A. 3-layer architecture

The basic architecture which can be successfully used in
such systems is called 3-layer architecture of IoT. It consists
of the following layers, starting from the lowest [7], [8]:

• perception layer,
• transport layer (network layer),
• application layer.
Perception layer is the first layer in a three-tier architecture

of IoT. It is responsible for collecting the data from the
real world. Its role is to combine the real world with the
virtual world in the context of collection and pre-processing of
information. It includes various types of sensors or electronic
tags. Most of the modern smartphones are equipped with
various sensors, such as ambient light sensor, accelerometer,
gyroscope and proximity sensor. This means that the mobile
phone can be successfully used in the smart object of IoT,
which additionally can pre-process the collected data so that
they will be readable for the rest of the system [9], [7].

The second layer, transport layer (network), of this archi-
tecture provides the processing of data from sensors, some
local storage and forwarding them to the application layer.
This layer can be compared to a neural network located in the
brain. Since it depends which way and where (to which device)
the information will be provided. One of its main tasks is to
ensure the effective reach of information and taking care of
continuous operations. The network layer is based on modern
communication technologies, wired and wireless.

The last layer of this architecture, application layer, is the
most extensive. It ensures the delivery of services and applica-
tions for the end users. It may seem that the important element
in this layer is to ensure a user-friendly interaction with the
interface. However, this is a small part of the responsibility
of the layer. Its fundamental role is to provide a platform for
data collection and subsequent analysis. It is understood as
its appropriate interpretation, processing and establishing the
relationships.

B. 5-layer architecture

The 3-layer architecture is the fundamental architecture of
the Internet of Things. It describes all the necessary infras-
tructure elements used in the IoT, however, by the fact that
there are relatively few layers, each of which is responsible
for many aspects. In consequence, it should be more extract
components attributable to the particular layer. Such elements
include a 5-layer architecture. Its use increases the flexibility
of the entire infrastructure.

The 5-layer architecture of IoT introduces two additional
layers between the existing layers of 3-layer architecture. Start-
ing from the lowest layer, this architecture has the following
(Fig. 2) [9]:

• perception layer,
• access to gateway layer,
• network layer,
• middleware layer,
• application layer.
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Fig. 1. Schema presenting the main pillars of IoT concept for its communication

Fig. 2. Schema presenting the 5-layer architecture of IoT

The first layer, perception layer, just is primarily responsible
for the collection of data from the environment. Another, a new
access to gateway layer supports the communication network
layer. Both these two layers are responsible for management
of data in exchange infrastructure. The main idea of adding a
new layer is to transfer the data directly between the intelligent
objects.

With this approach, we can definitely increase the flexibility
of the system due to the ability to isolate the communication
between devices and services. This second layer is a commu-
nication bus between objects and network gateway.

Another newly-added layer is called middleware layer. The
main purpose of this layer is to increase the flexibility of the
interface between the hardware and the software. Information
coming from network layer is transmitted to the middleware
layer, which is a certain abstraction from both the upper and
lower layers. It can be compared to API in the context of
the issue of appropriate interfaces for application layer in
data management. This approach makes it easier to make the
modifications in the whole computer system [9].

The presented architectures form a whole and their mutual
application (including joining) may successfully allow to build

the complex systems based on the IoT.

IV. COMMUNICATION BETWEEN INTERNET OF THINGS
ELEMENTS

Today, the concept of the Internet of Things is a component
of many different technologies. From a logical point of view,
the systems based on the issue of IoT can be seen as a set
of smart devices that work together to achieve a set goal.
From a technical point of view, such system may consist
of several modules, each of which can be implemented in
different technologies, uses different architecture and thus uses
different items related to the processing of data and even the
internal communication [1], [11].

The concept of Internet of Things can be divided into three
main elements, relating to the data that is transmitted in the
system:

• data capture,
• aggregation of data,
• analysis and data processing.
The first element in the general concept of topology of IoT is

data capturing. Sensors can be treated as separate components
or as part of IoT devices. One device can have more than one
sensor. Data obtained from the environment and pre-processed
by the device can be exchanged between them in order to
achieve a common goal. At this stage, the first communication
occurs within the same IoT devices. It can be achieved by
wireless or wired technologies.

Once all the required elements at the device level are
achieved (data collection and preliminary processing), the
aggregation of data starts in the IoT and the data is sent to the
gateway, where later via the Internet it is delivered to different
data centres. Then data is properly analyzed, processed and
presented to the user with the use of appropriate applications.
This processing may take place in specialized servers. It should
be added that the prepared data is usually sent to the device
again, so it can respond accordingly. Of course, the user
can influence the IoT devices in the context of their actions
(configurations).

The concept of the Internet of Things has great potential and
can make life easier in many aspects. However, the creation of
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very large IoT systems may encounter many problems, which
may be called the challenges which need to be addressed.
The main challenge is the heterogeneity of devices. Since IoT
vision involves connecting almost all devices to the Web, it has
to do with the large variation mainly due to the computational
and communication capabilities. In addition, this involves a
huge amount of data collected from the sensors. We can talk
here about the big data, that is for large and diverse data
sets, where processing and analysis are difficult, but valuable,
because they can lead to acquiring the new knowledge. The
main element that can provide support for this challenge is
well-chosen architecture and protocols [9].

Equally important challenges are still the elements associ-
ated with location, self-configuration and data management.
As each device in IoT is uniquely identifiable, it is possible
to locate it and its location will be used as a additional func-
tionality. However, there is a problem with the confidentiality.
Due to the number and complexity of systems, an important
issue is the self-configuration, to relieve a man. It is also a
challenge, since a multitude of configurations can lead to the
fact that people will not understand how some elements of the
system have to behaviour in the context of the property, which
may prove to be as dangerous as the lack of data security. The
exchange and analysis of data are important in IoT. Therefore,
in addition to their safety, it is important to ensure the proper
data models and description of their contents, to use them as
a sure knowledge.

V. INTERNET OF THINGS SYSTEMS USING ARTIFICIAL
INTELLIGENCE

Systems built using the concept of Internet of Things are
based not only on the simple sensors that transmit information
to the systems, that operate primarily on the basis of statis-
tics and simple mathematical calculations. Such systems are
increasingly complex and can make the decisions in bigger
number of aspects. It is easy to imagine a system that switches
the heating only based on the ambient temperature. However,
it could also regulate the temperature in terms of the number
of people present in the room, the habits of certain users
(individuality), the specific rooms and time of a day. Therefore,
to give some intelligence to these systems is an important
issue, but rather complex.

Previously mentioned example with temperature and habits
of users shows that IoT systems should learn the habits and
adapt to them (teaching) in this case. Such elements are not
achieved by ordinary statistics or simple equations. In this case
the system needs more sophisticated tools, such as artificial
intelligence methods.

The idea of the use of artificial intelligence in the Internet
of Things is associated with another issue. It is the fact
of independence of the machines in the context of their
supervision. Application of AI methods can affect in a positive
way to save the time. It is important not to lose a control over
the device completely, but equally important is the lack of
monotonous supervision of these applications from the point
of use. It is better to be able to communicate with the system

in a way natural for humans than for machines – based on the
example with temperature – while overheating of the room, it’s
better to make the interaction with the device using command
"is too hot" than reduce the temperature of 0.432 Celsius
degree.

The main element associated with the operation of IoT
system with the artificial intelligence is its location in the
architecture. An important aspect is the performance and the
appropriate amount of place for data, which is a knowledge
of the system, so the AI methods can not be placed at each
level. Figure 3 shows the general idea of placing the artificial
intelligence methods in the context of major IoT architectures.

The most natural places for AI methods are all kinds of
servers because of their computing power. Such location has
a positive effect on another aspect too. It is about the fact of
reuse. The place of operation of different artificial intelligence
methods can be compared to the human brain. The fact that all
the knowledge and the associated inference and learning are
placed in the server rooms, it is possible to use it in a larger
perspective.

Figure 4 presents our idea of general scheme of information
flow in the IoT systems, using artificial intelligence. There are
three main elements in the flow of information:

• Preliminary communication – data sent from the real
world for a variety of systems.

• Context communication – data processed by systems
that already have the appropriate context and make the
IoT systems and devices can respond accordingly (take
appropriate decisions).

• Internal communication – understood as an additional
channel of communication between intelligent objects.

The first stage can be called a preliminary communication.
At the beginning, in accordance with the concept of Internet
of Things, the data from the environment (real world) is
collected by the IoT devices. They can be the external sensors,
as well as those built into the device. Then, data is pre-
processed to be clear for the rest of the system. Depending
on the particular case, the data is further transmitted over the
Internet to the main IoT systems or between other devices to
gather all relevant information from the real world (internal
communication elements). In the context of mobile devices,
it is important to assure the temporary storage of information
in things during the lack of access to the Web. When all the
data in the context of a particular cycle, is already in the main
IoT systems, respectively, it is prepared for external artificial
intelligence systems. This process may involve selecting an
appropriate specific information to get to a particular method
of artificial intelligence (for example the ambient temperature
and the number of people as inputs to the neural network in
the system controlling the temperature).

The next communication step is a context communication.
Its main purpose is to provide the concrete system answers to
the IoT devices and to the subsystems that are designed to take
concrete actions in the context of the relevant decisions. When
the artificial intelligence methods have exited and give a reply,
it should be properly interpreted. This task should address the
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Fig. 3. Placing the artificial intelligence in the background of IoT architectures

Fig. 4. General scheme of information flow in IoT systems with the use of artificial intelligence methods

main IoT systems. Very often the AI answer include digits that
do not make much sense without the proper context. Therefore,
an important step is to link them with the knowledge located
in the system to be able to conclude the overall response of
the system to a particular problem. In this way the system can
properly react, so take the decision. This idea can be seen as
smart making of autonomous decision.

Properly processed data, which are located in the main IoT
systems should usually be further sent to certain IoT devices
so that they can properly respond. A situation where the
processed data must be sent to other IoT devices than those

which are derived from the original data can be imagined. The
monitoring system can be an example. Devices with cameras
may send data to the main IoT systems, that after detecting
of a specific threat (AI systems use object recognition) can
send data to the other Internet of Things devices which may
in some way respond to such a threat.

The last extra communication is called internal communi-
cation. It can be placed both at the initial communication,
as well as at the contextual one in the proposed model. In
the first case it can be used to gather enough data from
multiple devices and simultaneously to send them to the upper
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layers of the system. In the second case, having a concrete
answer from the system, it can be used the multiple devices
work simultaneously together. This approach is combined with
additional AI elements contained in the devices – it can enter
into intelligent objects more aspects of their autonomy.

VI. IOT SYSTEM WITH THE USE OF ARTIFICIAL
INTELLIGENCE

To investigate the actual usefulness of selected methods of
artificial intelligence in the concept of the Internet of Things,
the information system smart-IoT was created. Its main task
is to test the time to return home and set the alarms at the
right time to put the event. The proposed system consists of
three main elements:

• mobile devices – smart objects,
• central server – acts as an IoT management system,
• micro-services – include elements of AI.
The system is based on the 4-layer architecture:
• Perception layer – covers only mobile devices. Its main

task is to collect the data from the environment using
sensors embedded in mobile phones (GPS, accelerometer,
gyroscope) and pre-treatment of this data.

• Network layer – is responsible for transferring data
between all the elements of the system using LAN and
Wi-Fi communications channels.

• Processing layer – an essential element of the whole
system. This layer is responsible for the processing of
information in a central server with the appropriate use
of micro-services, so the methods of artificial intelligence.
Its primary aim is to convert the input data and generate a
specific answer for that data in the context of the service.

• Application layer – is responsible for providing data to
the end user. Its fundamental role is to ensure the validity
of data (to be updated with information from the decision-
making module).

Intelligent objects in the proposed system are mobile de-
vices (specifically mobile phones). Their main task is to collect
the relevant data from the real world by using the built-in
sensors. The next stage is the initial processing of the data.
All of these tasks are performed by using the dedicated mobile
application.

In accordance with the concept of Internet of Things, all
devices must be uniquely identifiable throughout the system.
For this reason, the smart-IoT system proposed the use of
unambiguous numeric identifiers. Each mobile device has
a given unique identifier, which is recorded in the central
management server. Such an approach also allows to limit
the access of unauthorized devices, because the system will
support only those for which the information is stored in the
database.

The main components of IoT, understood as the main
systems of the Internet of Things, are represented by a central
server, acting as a manager. It consists of 4 major components:

• module of services identification,
• module of artificial intelligence management,

• decision-making module,
• database module.

VII. CONCLUSIONS

The Internet of Things is a technological revolution that
represents the future of computing and communication. This
concept is characterized by heterogeneous technologies and
devices and assumes that all devices will be connected to the
Internet. The next step is to add the artificial intelligence to
IoT systems. Thanks to this, devices become intelligent and
can make autonomous decisions. These smart devices have the
ability to interact with humans and other smart devices.

These devices should have a certain autonomy in the context
of decision-making process. In building of IoT systems an
important element is its architecture and its scalability and
flexibility. Their key action aspect is the exchange and anal-
ysis of data. Joining of this type of systems with artificial
intelligence is not a trivial task. AI methods typically use
a lot of processing power, therefore, using them directly in
devices often becomes impossible. They are usually placed
on external servers, so a user can use them in the context of
multiple devices at the same time.

The presented paper investigated the usefulness of artificial
intelligence in the concept of Internet of Things. To do this
the exemplary system was built and it uses the artificial neural
networks. This system uses mobile devices as the smart ob-
jects. Neural networks have been taught by back-propagation
algorithm. Experiments with neural networks were carried out
by using the main services of the system (such as auto set
alarms for a specific event and estimating the time to return
home). These experiments show that artificial intelligence
methods are suitable for use in concept of Internet of Things.
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 Abstract— This paper covers design, implementation and 

evaluation of a system that may be used to predict future stock 

prices basing on analysis of data from social media services. 

The authors took advantage of large datasets available from 

Twitter micro blogging platform and widely available stock 

market records. Data was collected during three months and 

processed for further analysis. Machine learning was employed 

to conduct sentiment classification of data coming from social 

networks in order to estimate future stock prices. Calculations 

were performed in distributed environment according to Map 

Reduce programming model. Evaluation and discussion of 

results of predictions for different time intervals and input 

datasets proved efficiency of chosen approach is discussed here. 

 

Keywords: Sentiment Analysis, Big Data Processing, Social 

Networks Analysis, Stock Market Prediction. 

 

I. INTRODUCTION & RATIONALE 

t is believed that information is the source of power. 

Recent years have shown not only an explosion of data, 

but also widespread attempts to analyse it for practical 

reasons. Computer systems operate on data measured in 

terabytes or even petabytes and both users and computer 

systems at rapid pace constantly generate the data. Scientists 

and computer engineers have created special term "big data" 

to name this trend. Main features of big data are volume, 

variety and velocity. Volume stands for large sizes, which 

cannot be easily processed with traditional database systems 

and single machines. Velocity means that data is constantly 

created at a fast rate and variety corresponds to different 

forms such as text, images and videos. 

There are several reasons of a rise of big data. One of them 

is the increasing number of mobile devices such as 

smartphones, tablets and computer laptops all connected to 

the Internet. It allows millions of people to use web 

applications and services that create massive amounts of 

logs of activity, which in turn are gathered and processed by 

companies. Another reason is that computer systems started 

to be used in many sectors of the economy from 

governments and local authorities to health care to financial 

                                                             
 
  

sector. The analyses of information that is a by-product of 

different business activities by companies can lead to better 

understanding the needs of their customers and prediction 

future trends. It was previously reported in several research 

papers that precise analysis of trends could be used to 

predict financial markets [1]  

Big size of data and the fact it is generally not well 

structured result in situation that conventional database 

systems and analysis tools are not efficient enough to handle 

it. In order to tackle this problem several new techniques 

ranging from in-memory databases to new computing 

paradigms were created.  

Besides big size, the analysis and interpretation are of main 

concern and application for big data perspective 

stakeholders. Analysis of data, also known as data mining, 

can be performed with different techniques such as machine 

learning, artificial intelligence and statistics. And again it is 

important to take into consideration the size of data to be 

processed that in turn determines if a given existing 

algorithm or approach is applicable. 

 

A. Big data 

There are several definitions what Big data is, one of them is 

following: "Big data refers to datasets whose size is beyond 

the ability of typical database software tools to capture, 

store, manage, and analyse." [2] This definition emphasizes 

key aspects of big data that are volume, velocity and variety 

[3]. According to IBM reports [4] everyday "2.5 quintillion 

bytes of data" is created. These figures are increasing each 

year. This is due to previously described ubiquitous access 

to the Internet and growing number of devices. Data is 

created and delivered from various systems operating in 

real-time. For example social media platforms aggregate 

constantly information about user activities and interactions 

e.g. one of most popular social sites Facebook has over 618 

million daily active users [5]. Output rate of the system can 

be also important when nearly real-time analyses are needed. 

Such an on-the-fly analysis is required in recommendations 

systems when the user’s input affects content provided by 

web site; a good examples are online retail platforms such as 

Amazon.com. This aspect requires various ways of storing 

the data to maximize speed and sometimes using column-
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oriented database or one of schema-less systems (NoSQL) 

can do the job, since big data is rarely well structured  

But big data is not only challenging but primarily creates 

opportunities. They are, among the others: creating 

transparency, optimization and improving performance, 

generation of additional profits and nothing else than 

discovering new ideas, services and products.  

 

B. Social media 

One of the trends leading to rise of big data is Web 2.0. It is 

a major shift from static websites to interactive ones with 

user-generated content (UGC). Popularization of Web 2.0 

resulted in many services such as blogging, podcasting, 

social networking and bookmarking. Users can create and 

share information within open or closed communities and by 

that contributes to volumes of big data.  

Web 2.0 led to creation of social media that now are means 

of creating, contributing and exchanging information with 

others within communities by electronic media. Social 

media can be also summarized as "built on three key 

elements: content, communities and Web 2.0" [6]. Each of 

those elements is a key factor and is necessary for social 

media. One of the most important factors boosting social 

media is increasing number of always Internet-connected 

mobile devices such as smartphones and tablets.  

Twitter is a micro blogging platform, which combines 

features of blogs and social networks services. Twitter was 

established in 2006 and experienced rapid growth of users in 

the first years of operations. Currently it has over 500 

million registered users and over 200 million active monthly 

users [7]. Registered users can post and read messages called 

"tweets"; each up to 140 Unicode characters long –

originated from SMS carrier limit. Unregistered users can 

only view tweets. Users can establish only follow or be-

followed relationships. A person who subscribes to other 

user is referred as "follower" and receives real-time updates 

from that person. However users do not have to add people 

who are their followers. Twitter can be accessed from 

various services such as official Twitter web page, mobile 

applications from third parties and SMS service. As Twitter 

is an extremely widespread service, especially in US and as 

the data structure is compact so it forces users to post short 

comments authors of this paper believe this is a good source 

of information in the sense of snapshots of moods and 

feelings as well as for up-to-date events and current situation 

commenting. Moreover, Twitter is a common PR 

communication tool for politicians and other VIPs shaping, 

or having impact on the culture and society of large 

communities of people. Therefore Twitter was chosen for 

experimental data source for this work on predicting stock 

market. 

 

II. PREDICTING FUTURE STOCK PRICES 

A. Experimental System Design and Implementation 

Main goal of this section is to describe implementation 

of a system predicting future stock prices basing on opinion 

detection of messages from Twitter micro blogging 

platform. Unlike the authors of [12] we chose Apple Inc. – a 

well known consumer electronics company – a producer of 

Mac computers, iPod, iPad, iPhone products and provider of 

related software platforms and online services just to name a 

few.  

System design is presented on Figure 1 and it consists of 

four components: Retrieving Twitter data, pre-processing 

and saving to database (1), stock data retrieval (2), model 

building (3) and predicting future stock prices (4). Each 

component is described later in this text. 

 

 

Figure 1: Design of the system 

1. Retrieving Twitter data, pre-processing and saving 

to database. 

This component is responsible for retrieving, pre-

processing data and preparing training set. There are two 

labelling methods used for building training set: manual and 

automatic. 

2. Stock data retrieval 

Stock data is gathered on a per minute basis. Afterwards it 

is used for estimating future prices. Estimation is based on 

classification of tweets (using sentiment analysis) and 

comparing with actual value by using Mean Squared Error 

(MSE) measure.  

3. Model building. 

This component is responsible for training a binary 

classifiers used for sentiment detection. 

4. Predicting future stock prices  

This component combines results of sentiment detection 

of tweets with past intraday stock data to estimate future 

stock values.  

 

B. Twitter data acquisition and pre-processing 

Twitter messages are retrieved in real time using Twitter 

Streaming API. Streaming API allows retrieving tweets in 

quasi-real time (server delays have to be taken into 

consideration). There are no strict rate limit restrictions, 

however only a portion of requested tweets is delivered. 

Streaming API requires a persistent HTTP connection and 

authentication. While the connection is kept alive, messages 

are posted to the client. Streaming API offers possibility of 
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filtering tweets according to several categories such as 

location, language, hashtags or words in tweets. One 

disadvantage of using Streaming API is that it is impossible 

to retrieve tweets from the past this way.  

Tweets were collected over 3 months period from 2
nd

 

January 2013 to 31
st
 March 2013. It was specified in the 

query that tweets have to contain name of the company or 

hashtag of that name. For example in case of tweets about 

Facebook Inc. following words were used in query ’Apple’, 

’#Apple’, ’AAPL’ (stock symbol of the company) and 

’#AAPL’. Tweets were retrieved mostly for Apple Inc. 

(traded as ’AAPL’) in order to ensure that datasets would be 

sufficiently large for classifications. Retrieved data contains 

large amounts of noise and it is not directly suitable for 

building classification model and then for sentiment 

detection. In order to clean twitter messages a program in 

Python programming language was written. During 

processing data procedure following steps were taken. 

Language detection information about language of the tweet 

is not always correct. Only tweets in English are used in this 

research work. Duplicate removal - Twitter allows to repost 

messages. Reposted messages are called retweets. From 15% 

to 35% of posts in datasets were retweets. Reposted 

messages are redundant for classification and were deleted. 

After pre-processing each message was saved as bag of 

words model – a standard technique of simplified 

information representation used in information retrieval. 

 

C. Sentiment Analysis  

Unlike classical methods for forecasting 

macroeconomic quantities [13,15,16] prediction of future 

stock prices is performed here by combining results of 

sentiment classification of tweets and stock prices from a 

past interval. Sentiment analysis [8,14] - also known as 

opinion mining refers to a process of extracting information 

about subjectivity from a textual input. In order to achieve 

this it combines techniques from natural language processing 

and textual analysis. Capabilities of sentiment mining allow 

determining whether given textual input is objective or 

subjective. Polarity mining is a part of sentiment in which 

input is classified either as positive or negative.  

In order to perform a sentiment analysis classification a 

model has to be constructed by providing training and test 

datasets. One way of preparing these datasets is to perform 

automatic sentiment detection of messages. This approach 

was used in several works such as [9]. Another possibility of 

creating training and test data is to manually determine 

sentiment of messages, which means it is a standard, 

supervised learning approach. Taking into consideration 

large volumes of data to be classified and the fact they are 

textual, Naïve Bayes method was chosen due to its fast 

training process even with large volumes of training data and 

the fact that is it is incremental. Considered large volumes of 

data resulted also in decision to apply a map reduce version 

of Naïve Bayes algorithm. In order to perform sentiment 

analysis on prepared bags of words a model has to be 

constructed by providing training and test datasets for 

classification. These datasets were created using two 

different methods. One was applying an automatic sentiment 

detection of messages. It was achieved by employing 

SentiWordNet [10] which is a publicly available resource 

aimed to support performing sentiment and opinion 

classifications. The other method was a manual labelling of 

sentiment of tweets. Each message was marked as positive, 

negative or neutral. There were two training datasets. First 

one consisted of containing of 800 hundred tweets. The 

other dataset consisted of 2.5 million messages. Only 90% of 

each dataset was used directly as a training set the other 10% 

was used for testing. 

As a result of two classifiers were obtained using 

manually labelled dataset. First classifier determines 

subjectivity of tweets. Then polarity classifier classifies 

subjective tweets, i.e. using only positive and negative and 

omitting neutral ones. In order to use classification result for 

stock prediction term: ’sentiment value’ (denoted as a ɛ) was 

introduced - it is a logarithm at base 10 of a ratio of positive 

to negative tweets (Eq. 1).  

 

ε = log10
number _of _ positive_ tweets

number _of _negative_ tweets
  (1) 

If ɛ is positive then it is expected that a stock price is going 

to rise. In case of negative ɛ it indicates probable price drop.  

In order to estimate price of stock, classification results are 

combined with a linear regression of past prices where one 

weight is a sentiment value. Predictions for a specific time 

point are based on analysis of tweets and stock prices from a 

past interval - Eq. 2 shows the formula for the relationships 

of past value of stock taken into analysis. 

 
y
i
=α + (β +ε

i
)x

i   (2) 

where: yi is a past value of a stock at a given time of xi, 

xi is time variable, ɛi is a sentiment value calculated for a 

given time of xi, i = 1, …,n , β is a linear regression 

coefficient defined as (Eq. 3)  
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and α coefficient is given by (Eq. 4): 

α = p−β t   (4) 

where p and t are mean values of price of stock over a 

period of t. 

 

III. RESULTS AND ANALYSIS  

Predictions were prepared using two datasets for several 

different time intervals, i.e. time differences between the 

moment of preparing the prediction and the time point for 

which the forecast was prepared. Predictions were conducted 
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for one hour, half an hour, 15 minutes and 5 minutes ahead 

of the moment being forecasted. Two tweet datasets were 

used: one with messages containing company stock symbol 

’AAPL’, and the other dataset included only tweets 

containing name of the company, i.e. ’Apple’. Training 

datasets consisted of 3 million tweets with stock symbols 

and 15 million tweets with company name accordingly. 

Tweets used for predictions were retrieved from 2
nd

 to 12
th

 

of April 2013. Approximately 300 000 tweets were 

downloaded during New York Stock Exchange trading hours 

each day via Twitter Streaming API.  

Experiments were conducted using two models of 

classifiers, first was built using manually labelled, dataset-

based trained classifier and the other was trained with 

automatically labelled tweet training datasets. Experiments 

were conducted in the following manner. For each of the 

following prediction time intervals: 1 hour, 30 min and 15 

min all four models (permutations of manual or auto-

classifiers coupled with AAPL or Apple keywords) were 

used. For 5 minutes prediction small number of tweets with 

stock symbol (AAPL) per time interval resulted in limiting 

predictions only to models trained with messages with 

company name (Apple).  

Time axis shown on Fig 2 and following figures shows 

NASDAQ trading hours converted to CEST 1 time zone. 

Results of predictions are also compared to actual stock 

prices using Mean Square Error (MSE) measure that are 

presented in table 1. Sample predictions are presented for 1 

hour, 30 minutes, 15 minutes and 5 minutes, while following 

figures are presented only for 1 hour, 30 min and 5 min. 

TABLE 1: MEAN SQUARE ERROR VALUES OF PREDICTED AND ACTUAL 

STOCK PRICES. 

 
 

One-hour predictions  

A first objective was to test a performance of 

predictions for 1-hour intervals. Example results of 1-hour 

interval predictions are presented on Fig. 2.  

  

Figure 2: One-hour prediction. Manually labelled ’AAPL’ training dataset.  

Blue line (fluctuated) corresponds to actual stock prices 

and red line (steadily changing) shows predicted values. 

Predictions in this time intervals would not provide accurate 

result but they can be used to evaluate if the method 

correctly estimates trends. Predictions for the same day are 

presented below using 4 different models of classifier.  

 

 

Figure 3: One-hour prediction. Automatically labelled ’AAPL’ training 

dataset.  

  

Figure 4: One-hour prediction. Manually labelled ’Apple’ training dataset.  

 

Figure 5: One-hour prediction. Automatically labelled ’Apple’ training 
dataset.  

As it can be observed on Fig. 2-5 predictions of each 

model are similar. They correctly forecast trends however 

due to big time interval, i.e. 1 hour it is not possible to 
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determine whether models can predict sudden price 

movements. Furthermore when comparing results for two 

datasets, predictions using models trained with tweets with 

stock symbol perform better that those trained with tweets 

containing company name.  

 

30 minutes predictions  

This subsection describes 30 minutes predictions. It is 

expected for these predictions not only to forecast trends but 

sudden price movements as well; this expectation is due to 

the fact of smaller time interval between time of prediction 

and forecasted moment. Results are shown on Fig. 6-7 

graphs. First model (‘manual’ for AAPL keyword) 

predictions are less accurate in comparison with second 

model (auto/AAPL). Yet, significant difference between 

predicted and actual prices from 17 to 21 in both first models 

is still there (for further analysis no figures for AAPL is 

shown from this point on since APPLE gives better 

performance). Models using dataset with actual company 

name (plots at Fig. 6 and Fig. 7) perform much better than 

two first ones. Predictions of prices follow actual ones. 

However in all cases price forecasting is less accurate when 

there are several dynamic changes of price movement trend. 

It is especially visible in all figures for periods from 18 to 20 

hours that predictions do not show correlations with actual 

prices. It may result, among the others, from too long time 

intervals in comparison to rapid price movements.  

 

  

Figure 6: 30 minutes prediction. Manually labelled ’Apple’ training dataset.  

  

Figure 7: 30 minutes prediction. Automatically labelled ’Apple’ training 

dataset.  

For 15 minutes dynamic price movements are somehow 

reflected in prediction, although it is not any significant 

indication in a sense of preserving real nature and amplitude 

of those fluctuations. Rapid price movements are not easily 

indicated due to chosen time interval; still too long for better 

accuracy. Only for this 15 min interval classification based 

on tweets with stock symbol yield better results. 

Furthermore it is important to note that using automatically 

trained training with bigger number of records strongly 

affects result of prediction. 

 

5 minutes predictions  

Last experiment was to perform 5 minutes predictions. 

Due to short time interval it was expected that prediction 

would the most accurate. In this part only dataset build with 

messages with actual company name was used. This is 

because the number of messages from datasets with stock 

symbol per time interval was very small and the results of 

predictions were not reliable.  Results are shown on fig. 8-9. 

 

  

Figure 8: 5 minutes prediction. Manually labelled ’Apple’ training dataset.  

 

Figure 9: 5 minutes prediction. Automatically labelled ’Apple’ training 

dataset. 

 

IV. DISCUSSION OF RESULTS 

As it can be observed from presented results, 

predictions of stock prices depend strongly on choice of 

training dataset, their preparation methods and number of 

appearing messages per time interval. Predictions conducted 
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with models trained with datasets with messages containing 

company stock symbol performs better. It can be explained 

by the fact that these messages refer to stock market. Tweets 

with company name may just transfer information, which 

does not affect financial results. Another important factor is 

a choice of preparation of training set. Two methods were 

used. One of the methods was a manual labeling sentiment 

value of messages. This method allows to more accurately 

label training data but is not effective for creating large 

training sets. The other method was applying SentiWordNet, 

which is a lexical resource for sentiment opinion mining. It 

enabled to create bigger training datasets, which resulted in 

building more accurate models. Last factor that is important 

for prediction is number of appearing messages per time 

interval. Although model trained with datasets with 

company name were not accurate in comparison to the other 

datasets, there is bigger number of tweets per time interval. 

It allowed performing prediction for shorter time intervals, 

which were not possible for dataset with messages 

containing company stock symbol. Described methods can 

be also used with other stock predictions procedures in order 

to maintain higher accuracy. It is also important to note that 

stock prediction methods are not able to predict sudden 

events called ‘black swans’ [11]. 

V.  CONCLUSIONS 

This paper discusses a possibility of making prediction 

of stock market basing on classification of data coming 

Twitter micro blogging platform. Results of prediction, 

which were presented in previous section show that there is 

correlations between information in social services and stock 

market. There are several factors that affect accuracy of 

stock predictions. First of all choice of datasets is very 

important. In the paper two types of datasets were used one 

with name of the company and the other with stock symbol. 

Predictions were made for Apple Inc. in order to ensure that 

sufficiently large datasets would be retrieved. There were 

large differences in size between these two sets. This lead to 

situation that it was not possible to perform 5 minutes 

predictions basing on tweets with stock symbol due to too 

few messages. Additionally although dataset with company 

name was bigger it may not be accurate for predictions. This 

due to the fact that company name can be used as a 

household name and the messages do not refer to stock 

market. In case of tweets with stock symbol there is bigger 

probability that people who posted are relating to stock 

prices.  Predictions can be improved by Adding analysis of 

metadata such as exact location of a person while posting 

message, number of retweets, number of followers etc. This 

information may be used to determine which users are more 

influential and creating a model of interactions between 

users. Number of messages posted by a user and its 

frequency may be used to discard spammers and automated 

Twitter accounts.  It is also possible to employ different 

sources of information. Although Twitter is very popular and 

offers nearly time communications there exist other sources 

information such different social networks, blogs, articles in 

online newspapers. Adding analysis of other may contribute 

to more accurate predictions.   
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Abstract—A growing number of users, seeking to influence their

friends,  are adopting social network sites,  like  Facebook to in-

crease their social presence. In the relatively few scholarly studies

that consider how writing comments on social network sites influ-

ences their friends, the focus has been on marketing or promo-

tion. Little is known about the impact of user writing versus read-

ing on social media. In our paper, we address this gap by studying

how the writing comments influences the reactive behavior (likes,

comments)  of  their  friends.  Our research  sheds  more  light  on

what motivates users on social networks sites to write and publish

on their page. Specifically, we study the user-to-user interactions

on Facebook.  We found that  the number of  messages the user

broadcasts is dependent on the feedback he or she received from

friends.

I. INTRODUCTION

ARGE volumes of status update messages are posted by

Facebook (FB) users on their pages to inform their friends

and  followers  about  their  current  activity  like  eating  in

restaurant,  watching  movie  or  others  [1].  They  are  an

increasingly popular form of communication that allow users

to interact with their followers who can react with a comment

or a ‘‘like’’. Status updates enable quick and effortless one-to-

many communication  [2].  On average,  there  are  60 million

status updates per day FB making it by far most popular social

network site (SNS) and a logical place to study user influence

behaviors and consequences of the social processes associated

with  SNS  usage  [3].  The  popularity  and  novelty  of  status

updates  makes  it  a  very  interesting  topic  for  a  variety  of

empirical studies [4].

L

This paper focuses on understanding users’ write or posting

activity,  which  is  crucial  for  the  social  network  site’s

existence.  What  reactions  are influencing  users  to  publish?

Our research finding shows that feedback given by friends and

followers has a critical influence on the writing activity. Data

obtained  from  social  networks  sites  are  undoubtedly  an

important  source  of  knowledge  about  user  behaviors  and

constitute an important source of information for developing a

new business models. Facebook thanks to Graph API protocol,

provides  access  to  information  on  the  behaviors  through

consistent view of the social  graph with a representation of

objects in the graph (e.g., people, photos, events, and pages)

and the connections between them (e.g., friend relationships,

shared  content,  and  photo  tags).  Certainly,  every  user  must

provide  permission  to  allow  access  to  their  data.  Social

network  sites  reflect  how  people  act  in  their  social

environment.  An interesting  aspect  of  living in  a  society  is

how an individual’s behavior changes under the influence of

other  people.  Social  network  sites  seem  to  be  a  natural

environment for influencing behaviors captured by SNSs like

FB,  become a  good  source  for  empirical  research  [3].  This

reactive  behavior  is  a  powerful  organizing  standard  that

governs the social structures and weaves interpersonal webs of

connection  [5].  Several  other  studies  on  social  network

behavior  have  found  presence  of  influence  in  groups  with

similar age or ethnicity [6].
Status  updates  are  short  messages  that  are  posted  to  the

personalized welcome page (News Feed) of all FB friends of
the user as well as on the user’s own profile page. Most social
networking sites, like FB, Google+, and MySpace utilize some
form of status updates, and in some cases, like on Twitter, they
serve as the main function. These posts are restricted in length
(e.g.,  420 characters on FB) and recipients can comment on
them or indicate that they ‘‘like’’ them. Status updates enable
effortless and fast one-to-many communication

This  research  could  be  utilized  for  understanding  user
behaviors  that  are useful for  market  analysis.  However, user
information must be analyzed with compliance of privacy laws
to avoid any individual privacy infringements. Adequate care to
anonymize data before publishing the results would be helpful. 

In  the  next  section,  we  provide  a  brief  overview  on  the
related works in the scope of the behavioral research on social
networks,  with  the  examples  from  FB-related  studies.
Additionally,  we  have  reviewed  select  studies  on  user
behaviors in social media. In the third section, we discuss our
methods of empirical data gathering and provide background
information on the research group and variables included in our
pilot study. The fourth section presented results yielded from
our analysis of empirical data. The final section discusses our
conclusions  and  elaborates  on  future  research  opportunities
from this work.

II. RELATED WORK

Companies  today  have  their  social  media  departments  gain

insights into the behaviors of their customers through social

networks sites like FB, Twitter and others for understanding

user behavior on social networks. In addition, social networks

sites are ideal grounds for observing influential behaviors that

encourage more interactions and affect their followers’ opinion

[7].  In  fact,  [8] suggest  SNS  can  be  used  for  rating  the

relevance of information by using SNS conventions such as
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This paper focuses on one of the most popular issues in the
Polish finance – is the ‘buying stock market winners’ profitable
on  the  Warsaw  Stock  Exchange?  This  study  tested  whether
Ichimoku  trend  following  strategy  performed  better  than
simple  buy  &  hold  benchmark.  For  automated  backtests
WIG30 index components in the period 2012-12-28 to 2015-05-
06 were used. The empirical results suggest that buying recent
“winners” is very ineffective. These preliminary findings may
imply  contrarian  nature  of  the  short-term  Polish  financial
market.

I. INTRODUCTION

RADERS  take  many  investing  approaches.  One  of
these tactics is to buy well-performing companies with

expectations  the  performance  will  continue.  The  decision
can  be  made  using  either,  among  others:  momentum,  or
trend  following  strategies.  These  strategies  may  appear
similar, but in reality they use different assumptions. 

T

Trend following is an investment or trading strategy that
tries to take advantage of long, medium or short-term price
movements that seem to play out in various markets. Traders
who employ a trend following strategy do not aim to predict
specific price levels; they simply jump on the trend (when
they perceive  that  a  trend  has  established  with  their  own
peculiar reasons or rules) and ride it. A market "trend" is a
tendency of a financial market price to move in a particular
direction over time. If there is a turn contrary to the trend,
they exit and wait until the turn establishes itself as a trend
in the opposite direction. In cases their rules signal an exit,
the trader closes long positions and re-enters when the trend
is re-established [1, 2].

Momentum strategies rely on the assumption that prices
respond (at least in part) to the strength of their supply and
demand inputs. Momentum takes many forms: the earnings
reports  for  publicly  traded  companies,  the  relationship
between buyers and sellers in the market, the typical rate of
historical  price rises and falls,  etc.  In  a sense,  momentum
trading  can  be  paradoxically  concerned  with  the
fundamentals of technical analysis [3].

There  are  many  trend  following  strategies  [4].  For
instance  “Cross  Exponential  Moving  Average  (EMA)”
enters the market when candle closes above 5-period EMA
and  exits  when  candle  closes  below  20-period  EMA.
“Simple  Moving  Average  (SMA)  and  Moving  Average

Convergence Divergence (MACD)” on the other hand, enter
the market when price crosses 20-period (this value can be
adjusted)  EMA  and  MACD  oscillator  is  positive.  Most
strategies are based on fairly simple indicators operating on
short-term historical  prices.  Due  to  that  feature  of  trend-
following strategies, authors have chosen Ichimoku method.
This method sometimes is called trading system due to its
complexity  comparing  to  standard  trend  following
techniques. Ichimoku is also a moving average-based trend
identification system, but it contains more data points than
standard candlestick charts and provides a clearer picture of
potential  price action.  Authors  have chosen  this technique
not  because  it  is  better  than  the  others,  not  because  it
performs  better  or  worse  but  because  it  takes  into
consideration  much  more  aspects  of  price  than  other
strategies.  This  feature  of  this  technique  is  crucial  for
quantitative backtests performed in this paper.

This paper  re-examines the profitability of  a  short-term
trend following strategy, which aims to buy stocks that have
performed well in the past. These backtests do not include
short-sale trades. It is not the author’s intention to prove or
disprove  efficiency  of  Ichimoku  technique.  The  main
question to be answered is: does buying recent winners from
the WIG30 index pay off.

The  question  of  profitability  of  the  trend  following
strategy on the Warsaw Stock Exchange (WSE) is important
because existing evidence provides mixed results. Numerous
scientists documented abnormal profits of the momentum or
trend  following  strategies.  Rouwenhorst  [5]  finds  it  on
twelve European markets, and [6] for some stock emerging
markets.  Hameed  and  Yuanto  [7]  positively  identify  six
Asian  markets.  Schiereck,  DeBondt  and  Weber  [8]  find
momentum profitable for intermediate-term German market.
In contrast to these findings there are numerous examples of
contrarian  markets.  For  example  Jagadeesh  [9]  and
Lehmann  [10]  find  reversals  in  short-term  horizons.
DeBondt  and  Thaler  [11,  12]  report  long-term  price
reversals. Chang, McLeavey and Rhee [13] document short-
term contrarian nature of Japan. Hameed and Ting [14] have
similar findings about Malaysia. Finally Kang, Liu, and Ni
[15] report the overreaction to firm-specific information as
the single most important source of the short-term contrarian
profit in China stock market. The state of short-term trend
following on Polish WSE lacks similar conclusions.
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quantitative backtests of a short term trend following strategy
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II.METHOD

For  the purpose  of  the  backtests  an  automated  trading-
agent was implemented. Basically the agent buys and sells
stocks according to hard-coded Ichimoku rules. The testing
framework is a part of the A-Trader system [16]. Presented
work is an extension and follow-up of previous experiments
conducted using A-Trader. Technically, the presented system
is  a multi-agent  solution  that  supports  the analysis  of  the
time series of high frequency, such as trading instruments.
The  main  features  are  its  openness  for  integration,
development  of  new  system  functionality  and  ensuring
adequate  communication  between  the  various  agents.  The
agents can act as data providers, indicators or final decision
makers.  The  service  orientated  architecture  and  cloud
computing  solves  the  problem  of  computing  power.  This
could be an issue for higher than daily trading frequencies.
The Ichimoku  trading-agent  consists  of  6  elements  (as  in
Ichimoku trading system [17]).

Tenkan-sen calculation: (highest high + lowest low)/2 for
the last 9 periods. It is primarily used as a signal line and a
minor  support/resistance  line.  The  Tenkan  Sen  is  an
indicator of the market trend. If the red line is moving up or
down,  it  indicates  that the market is  trending.  If  it  moves
horizontally,  it  signals  that  the  market  is  ranging.  The
Tenkan-sen Line is computed below.

s9 - time series created from last 9 periods.

Kijun-sen calculation: (highest high + lowest low)/2 for
the  past  26  periods.  This  is  a  confirmation  line,  a
support/resistance  line,  and  can  also  be  used  as  a  trailing
stop line. The Kijun Sen acts as an indicator of future price
movement. If the price is higher than the blue line, it could
continue to climb higher. If the price is below the blue line,
it  could  keep  dropping.  The  Kijun-sen  Line  is  computed
below.

s26 - time series created from last 26 periods.

Senkou  span  A calculation:  (Tenkan-sen  +  kijun-sen)/2
plotted 26 periods ahead.  Also called leading span 1,  this
line forms one edge of the kumo, or  cloud if the price is
above  the  Senkou  span,  the  top  line  serves  as  the  first
support  level  while  the  bottom line  serves  as  the  second
support  level.  If  the  price  is  below the  Senkou  span,  the
bottom line forms the first resistance level while the top line
is the second resistance level. Span is computed below.

TS - tenkan-sen line,
KS - tenkan-sen line.

Senkou span B calculation: (highest high + lowest low)/2
calculated  over  the  past  52  time  periods  and  plotted  26

Fig.  1 Ichimoku Trading - entering and exiting long positions (symbol ORANGEPL).

1362 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



periods ahead. Also called leading span 2, this line forms the
other edge of the kumo. Span is computed below.

s52 - time series created from last 26 periods.

Kumo cloud is the space between senkou span A and B.
The cloud edges identify current and potential future support
and resistance points. The Kumo cloud changes in shape and
height based on price changes. The Kumo height represents
volatility  as  larger  price  movements  form thicker  clouds,
which creates a stronger support and resistance. As thinner
clouds offer  only weak support  and  resistance,  prices  can
and tend to  break  through.  Generally,  markets  are  bullish
when  Senkou  Span  A is  above  Senkou  Span  B and  vice
versa. Traders often look for Kumo Twists in future clouds,
where Senkou Span A and B exchange positions, a signal of
potential  trend  reversals.  In  addition  to  thickness,  the
strength of the cloud can also be ascertained by its angle;
upwards for bullish and downwards for bearish. Any clouds
behind price are also known as Kumo Shadows.

Chikou  line  calculation:  today's  closing  price  projected
back 26 days on the chart. Also called the lagging span it is
used as a support/resistance aid. If the Chikou Span or the
green line crosses the price in the bottom-up direction, that
is a buy signal. If the green line crosses the price from the
top-down,  that  is  a  sell  signal.  Visually  the  rules
implemented  in  automated-strategy  are  presented  on  the
figure 1.

Figure 1 shows all Ichimoku elements with entry and exit
positions.  The  colors  on  the  figure  corresponds  to  listed
below Ichimoku elements:

- red Tenka-sen line,
- blue Kijun-sen line,
- green Senkou span A,
- yellow Senkou span B,
- cyan Chikou line. 

It is important to avoid biases related to backtesting buy-
only  strategies  on  uptrend  markets  only.  Therefore  the
backtests were conducted during diversified market periods.
Fig.  2  shows  corresponding  WIG30  period  (daily
observations).

Fig.  2 WIG30, in backtested period, presenting non-monotonous trend.

During the backtested period the daily WIG30 returns had
moderate skewness, with mean centered almost around zero.
The weekly and monthly WIG30 returns were also slightly
positive, with no significant variance. The summary of basic
statistics is presented in table 1.

The  backtests  were  performed  in  A-Trader  with
extensions written in R programming language. The reason
of  choosing  R  is  because  it  is  well  tested  statistical
programming framework with wide variety of libraries and
large  community.  This  approach  makes  the  backtests  less
vulnerable to errors. The backtesting architecture, presented
in detail in [16], is shown at the fig. 3.

Fig.  3 A-Trader architecture.

TABLE I.
STATISTICS OF WIG30 RETURNS - VARIOUS TIME RESOLUTIONS

Returns # Obs Minimum Quartile 1 Median Mean Quartile 3 Maximum Stdev

Daily 581 -0.0527 -0.0054 0.0030 0.002 0.0057 0.0311 0.0097

Weekly 123 -0.0865 -0.0122 0.0019 0.007 0.0126 0.0578 0.0217

Monthly 29 -0.0877 -0.0189 0.0031 0.0028 0.0328 0.0818 0.0386
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The following agents and components are distinguished in
the A-Trader architecture:

● Notify Agent (NA),
● Historical Data Agent (HDA),
● Cloud of Computing Agents (CCA),
● Market Communication Agent (MCA),
● User Communication Agent (UCA),
● Supervisor (S),
● Database System (DS).

The data  was  acquired  from the brokerage  department  of
BOS  Bank  (the  Polish  Bank  Ochrony  Środowiska).  Data
was aggregated to 1-day periods. As a middle storage layer,
a  HDFS distributed  file  system was  used.  Such approach
enables huge improvements in computation time and allows
the data to perform millions of simulation in real time. These
extensions  of  the  A-Trader  built  framework  are  easily
customizable  and  can  be  used  in  a  variety  of  tests  with
minimum programming work.

III. RESULTS

For  the purpose  of  backtesting we took components  of
WIG  30 index  (as  of  2015.05.07).  The  list  of  backtested
companies included: ALIOR, ASSECOPOL, BOGDANKA,
BORYSZEW,  BZWBK,  CCC,  CYFRPLSAT,  ENEA,
ENERGA,  EUROCASH,  GRUPAAZOTY,  GTC,
HANDLOWY, INGBSK, JSW, KERNEL, KGHM, LOTOS,
LPP,  MBANK,  ORANGEPL,  PEKAO,  PGE,  PGNIG,
PKNORLEN,  PKOBP,  PZU,  SYNTHOS,  TAURONPE,
TVN. Next,  the data was trimmed to the earliest  possible
point  where  the  WIG30  index  provides  first  observation
(2012-12-28). Additionally the company quotes were shifted
by 52 trading days to prepare signals for trading since the
first day of WIG30 (2012-10-12).

Each  of  the  benchmarks  produced  a  visual  output  of
Ichimoku components  with price.  Additionally, cumulative
returns  of  the tested trend-following strategy were plotted
along the classical “Buy & Hold” benchmark. 

Visual examination of two different results of strategies
helps understand the mechanics of gains and losses. The first
example shows a situation where the cumulative return of
trend  following-strategy  outperformed  the  Buy  &  Hold
benchmark.  Figure  4  presents  the  company  with  symbol
GRUPAAZOTY  and  its  Ichimoku  components.  Figure  5
presents cumulative returns.

Opposite  to  the  previous  example  where  Buy  & Hold
outperformed,  the  trend  following  Ichimoku  strategy  is
presented  on  figures  6  (flags,  lines)  and  7  (cumulative
returns).

Final summary of the results leave no doubts. The trend
following strategy performed worse than Buy & Hold in 26
out of 30 cases. In most cases, the winning situations were
merely  protecting  losing  positions.  The  table  2  presents

summary  of  the  results  for  all  the  companies  in  the
backtests. The numbers in column I and II show cumulative
returns. Values below “1” are losses of initial capital.

Fig.  6 Ichimoku flags and lines for HANDLOWY.

Fig.  4 Ichimoku flags and lines for GRUPAAZOTY.

Fig.  5 Cumulative returns - comparison of Ichimoku and Buy & Hold
strategies (GRUPAAZOTY).
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The  statistics  of  cumulative  returns  across  backtests  is
presented in table III.

IV. DISCUSSION

As shown in backtests buying winners on Warsaw Stock
Exchange with Ichimoku short trend following strategy did
not perform well.  There might  be a few reasons for  such
results. 

First is past-winners do not have enough strength to beat
the market in the future. Buy and hold benchmark seems to
confirm this thesis. This is not a typical situation on well-
developed  capital  markets  where  buying  winners  usually
outperform  the  market  [18].  The  assets  for  the  backtests
were taken from the WIG30 index component list. Perhaps
those  assets  were  considered  overpriced,  due  to  the  short
term overreaction to the news, and therefore there was no
steady potential to outperform the market. Investigation into
other segments of the market might be helpful to verify this
statement. 

Second reason of the losses is the potential inefficiency of
Ichimoku technique as the trend following strategy. There is
a possibility that Ichimoku with used parameters  does not
follow trend  as  intended.  In  such  cases,  further  backtests
with different strategies might deny or confirm this thesis.
However looking at the Buy & Hold strategy, it seems that
the  buying  “winners”  approach  is  the  problem,  not  the
chosen  strategy  itself.  Nevertheless  other  strategies  might
shed some additional light on this matter.

In general, trend following scored worse in almost every
case, except one: investment protection. The minimum Buy
&  Hold  cumulative  return  is  0.1562,  while,  for  trend
following,  the protection shut the trading down at 0.4646.
Although this additional protection limits losses, it also trims
gains.

Final  conclusions  are  that  joining  recently  established
uptrends, in the case of WIG30 components in period 2012-
12-28 to 2015-05-06, did not lead to excessive returns and
did not provide any other kind of improvements. Of course,
the  presented  backtesting  approach  is  very  general:  the

algorithms  can  be  adjusted,  additional  variables  can  be
specified,  and  more  sophisticated  models  can  be  used.
However,  the  broad  backtests  performed  in  this  research

Fig.  7 Cumulative returns - comparison of Ichimoku and Buy & Hold
strategies (HANDLOWY).

TABLE II.
STATISTICS OF WIG30 RETURNS - VARIOUS TIME RESOLUTIONS

Trend
Following

Buy & Hold Symbol Result

0,95 1,32 ALIOR LOSS

1,38 1,39 ASSECOPOL LOSS

0,60 0,65 BOGDANKA LOSS

1,16 1,21 BORYSZEW LOSS

1,05 1,39 BZWBK LOSS

2,15 2,72 CCC LOSS

1,34 1,56 CYFRPLSAT LOSS

0,69 1,09 ENEA LOSS

1,18 1,31 ENERGA LOSS

0,68 0,78 EUROCASH LOSS

1,64 1,51 GRUPAAZOTY WIN

0,89 0,74 GTC WIN

0,94 1,22 HANDLOWY LOSS

1,52 1,62 INGBSK LOSS

0,61 0,16 JSW WIN

0,46 0,54 KERNEL LOSS

0,59 0,69 KGHM LOSS

0,73 0,84 LOTOS LOSS

1,32 1,42 LPP LOSS

1,19 1,48 MBANK LOSS

1,16 0,87 ORANGEPL WIN

0,78 1,21 PEKAO LOSS

1,00 1,22 PGE LOSS

1,13 1,20 PGNIG LOSS

1,00 1,38 PKNORLEN LOSS

0,84 1,06 PKOBP LOSS

0,80 1,18 PZU LOSS

0,75 0,94 SYNTHOS LOSS

0,85 1,11 TAURONPE LOSS

1,86 1,89 TVN LOSS
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negate momentum, and suggest contrarian nature of WIG30
components.
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TABLE III.
STATISTICS BETWEEN RETURNS ACROSS ASSETS

Trend Following 
(Ichimoku)

Buy & Hold

Min. 0.4646 0.1562

1st qu 0.7579 0.8830

Median 0.9768 1.2070

Mean 1.0424 1.1884

3rd qu 1.1890 1.3911

Max. 2.1539 2.7209
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Abstract—The article presents the application of a fuzzy logic 

in building the trading agents of the a-Trader system. The 

system supports investment decisions on the FOREX market. 

The first part of the article contains a discussion related to the 

use of fuzzy logic as an agents’ knowledge representation. Next, 

the algorithms of the selected fuzzy logic buy-sell decision 

agents are presented. In the last part of the article the agent 

performance is evaluated on real FOREX  data.  

 

I. INTRODUCTION 

INANCIAL decisions are made under conditions of risk 

and uncertainty that influence their level of performance. 

These decisions are usually supported by decision support 

systems and various computational models. Among them, 

there are multi-agent systems [2] which use various methods 

based on mathematics, statistics, finance or artificial 

intelligence [3, 4, 6, 10, 13, 14, 18, 20, 21,25, 28, 48]. A-

Trader [22] supporting investment decisions on the FOREX 

market (Foreign Exchange Market) may serve as the 

example of such a system. FOREX is one of the biggest 

financial foreign exchange markets in the world. Currencies 

are traded against one another in pairs, for instance 

EUR/USD, USD/PLN. Trading on FOREX relies on 

opening/closing long/short positions. A long position is a 

situation in which one purchases a currency pair at a certain 

price and hopes to sell it later at a higher price. This is also 

referred to as the notion of "buy low, sell high" in other 

trading markets. On FOREX, when one currency in a pair is 

rising in value, the other currency is declining, and vice 

versa. If a trader thinks a currency pair will fall, he will sell it 

and hope to buy it back later at a lower price. This is 

considered a short position, which is the opposite of a long 

position. The A-Trader receives tick data which are grouped 

to minute aggregates (M1, M5, M15, M30), hourly 

aggregates (H1, H4), daily aggregates (D1), weekly 

aggregates (W1) and monthly aggregates (MN1). The A-

Trader supports a High Frequency Trading (HFT) and puts 

strong emphasis on price formation processes, short-term 

positions, fast computing, and efficient and robust indicators.  

 High frequency traders are constantly taking advantage of 

very small quote changes with a high rate of recurrence to 

generate important profit rates. As many HFT experts 

underline, the traders seek profits from the market’s liquidity 

imbalances and short-term pricing inefficiencies. Hence, the 

minimization of time from the access to quote information, 

through the entry of an order until its execution, is vital. 

Generally speaking, to support traders, the systems must 

provide as soon as possible advice as to which position 

should be taken: buy, sell or do nothing. Time series 

forecasting is more difficult while online trading has to be 

served. 

The architecture of a-Trader and the description of the 

different groups of agents have already been detailed  [23, 

24]. In general, the agents possess their own knowledge, they 

can continuously learn and change their knowledge in order 

to improve their performance.  

Different methods of agents’ knowledge representation 
can be applied in a-Trader. In our previous work [23, 24] we 

were focused on three-valued knowledge representation of 

this group of agents. Value “1” denoted „buy” decision, 
value “-1” denoted „sell” decision, value “0” denoted „ leave 
unchanged”. Agents are implemented using the C# 

environment and MQL4 language. 

The key part of the system is the Supervisor agent. Its task 

is, among others, to coordinate the work of agents on trading 

strategy and it presents the final strategy (suggestions of 

open/close positions) to the trader. The Supervisor uses 

various strategies and evaluates their performance.  

The a-Trader allows also for making arbitrarily 

independent decisions by traders (experts)on the basis of 

their knowledge and experience. The traders’ decisions can 

be stored in a database, evaluated and compared with 

strategies provided automatically by agents. 

The purpose of this paper is to present a manner of 

applying a fuzzy logic as the agents’ knowledge 

representation and  evaluating the performance of selected 

agents in the a-Trader system. 

In the first part of the article, the fuzzy logic as agents’ 
knowledge representation is briefly discussed. The 

algorithms of three selected agents are then described. The 

final part discusses the results of the performance evaluation 

of these agents. 

F 

Fuzzy logic in the multi-agent financial decision support system  
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II.  FUZZY LOGIC AS AGENTS’ KNOWLEDGE REPRESENTATION 

The literature on the subject presents many different 

methods for agents’ knowledge representation. The main 

ones include first-order predicate logic, production systems, 

artificial neural networks, frame representation, ontologies 

such as semantic web and semantic networks, multi-

attributes and multi-values structures, and multi valued logic 

[12, 17, 32, 33, 39, 40, 42, 43, 44, 46]. Some of these 

methods are closely related to fuzzy logic.  

The first-order predicate logic that is one common 

knowledge representation is founded on the following 

general assumptions [11]: 

 the knowledge representation is independent of 

physical media, 

 agents’ internal states are related to the objects of 
external environment, 

 the knowledge representation consists of symbols 

forming the structure, 

 reasoning is based on the manipulation of these 

structures to derive other structures. 

Often agents’ knowledge is represented as multi-attribute 

and multi-value structures which allow representation the 

real world environment in wide scope of objects features.  

Multi-valued logic and fuzzy logic are more suitable 

methods for HFT. Three-valued logic is a very simple 

language consisting of proposition symbols and logical 

connectives. It can handle propositions that are known true, 

known false, or completely unknown. The set of possible 

models, given a fixed propositional vocabulary, is finite, so 

entailment can be checked by enumerative models. Inference 

algorithms for three-valued logic include backtracking and 

local–search methods and can often solve large problems 

very quickly [35]. Three-valued logic is reasonably effective 

for certain tasks, but does not scale to environments of 

unbounded size because it lacks the expressive power to 

describe the real world objects.  

To reduce this weakness, a fuzzy logic can be applied in 

HFT. Fuzzy logic is an approach founded on "degrees of 

truth" rather than the usual "true or false" values (1 or 0). 

The idea of fuzzy logic was first proposed by Zadeh in the 

1960s when he was working on the problem of computer 

understanding of natural language [47]. Fuzzy logic is a form 

of multi-valued logic derived from fuzzy set theory [3] to 

deal with approximate reasoning. In contrast to "crisp logic", 

where  binary  sets  are processed by binary logic, fuzzy 

logic variables may  have a truth value that ranges between 0 

and 1 that allows the user to express imprecision and 

flexibility in a decision-making system [41], [45], [30]. 

Fuzzy logic is used, for example, in multi-agent systems for 

information extraction [34], energy management [26] or 

robotics [18]. Fuzzy logic was also used for trading on 

FOREX, for example, in Expert Advisor [31] or technical 

analysis system [9] or fuzzy time series forecasting [1], [8], 

[36]. However, in these systems, the probability of decisions 

is ranged to [0..1]. In trading systems it is unfavorable, 

because the trader can buy, sell or leave a currency 

unchanged. Therefore, in the a-Trader system, the 

confidence of decisions range is [-1..1], where “-1” level 

denotes “strong sell” decision, “0” level denotes “strong 
leave unchanged” decision and “1” level denotes “strong 
buy” decision. The positions can be open/close with different 

levels of confidence of decision. For example, the long 

position can be open, when a level of confidence is 0.6 or 

short position can be open, when a level of probability is 0.7. 

Therefore the timeframe for the opening/closing position is 

wider than in the case of three valued-logic. An example of 

this difference is presented in Fig 1 and Fig 2 (Ai – denotes 

the ith agent). In the case of three-valued logic (Fig 1), the 

green color points denote a “buy” decision, the red color 

ones denote a “sell” decision, and  the black color points 

denote a “do nothing” decision. There are often agents that 

generate buy/sell decisions too fast or too late. In the case of 

fuzzy logic, the ranges of decisions probability often cover 

the best point for trading. In Fig. 2, the green triangle 

denotes transition from “do nothing” decision to “buy” 

decision, and the red inverted triangle denotes transition 

from “do nothing” decision to “sell” decision, and the black 

color denotes a “do nothing” decision). Therefore it is 

possible to place open/close positions closer to the optimal 

decision than in the case of a three-valued logic. Of course, 

the level of probability of decision for open/close position 

plays a vital role. This level can be determined on the basis 

of trader experience, or by the Supervisor on the basis of, for 

example, a genetic algorithm. 

Using the fuzzy logic as agents’ knowledge representation 
allows the trading decision to be closer to real experts’ 
decisions (made under conditions of risk and uncertainty) 

that are also taken with a certain level of probability. 

Fuzzy logic can be also used by trading advisors for the 

following tasks:  

 forecasting, i.e. the possibility to calculate the output 

value for input data lies outside the scope initially 

predicted,  

 expressing the agent’s knowledge in a flexible, 

intuitive way., 

 computation of decisions’ probability level, 
 implementation of different automated learning 

algorithms, 

 validation and consistency measuring that can speed 

up automated learning and improve user 

interpretability, 

 taking into consideration ambiguity – the “natural” 
way for expressing uncertain knowledge.  

The next part of the article describes selected fuzzy logic 

buy-sell decision agents implemented in a-Trader. 
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Fig.  1 Three-valued logic agents’ decisions 

Source: Own work. 

 

Fig.  2 Fuzzy logic agents’ decisions 

Source: Own work. 
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III. DESCRIPTION OF THE FUZZY LOGIC BUY-SELL DECISION 

AGENTS 

A-Trader contains approximately 1400 agents, including 

about 800 processing data agents (they calculate different 

indicators on the FOREX market, for instance trend 

indicators, oscillators) and 300 agents (running in all time 

periods) setting the buy-sell decision, including: 200 three 

valued logic agents and 100 fuzzy logic agents, also 200 

agents providing the strategies. In order to illustrate the 

performance analysis, four agents were chosen: 

BollingerFuzzy, WilliamsFuzzy, TrendLinear-RegFuzzy and 

ConsensusFuzzy. 

A. . The BollingerFuzzy agent 

The BollingerFuzzy agent is created on the basis of the 

Bollinger Bands indicator [5]. These bands are volatility 

constraints placed above and below a moving average. 

Volatility is expressed by the standard deviation, which 

changes as volatility increases and decreases. 

The bands automatically widen when volatility increases 

and narrow when volatility decreases. The buy decision’s 
probability level is calculated when the price is close to the 

upper Bollinger Band or breaks above it, and the sell 

decision is calculated when the price is close to  the lower 

Bollinger Band or falls below it. The algorithm of this agent 

is the following: 

Algorithm 1 
Input:  q  //a value of quotation, 

bbandup // value determination by processing data agent 

named BBANDUP, which calculates the upper band, 

bbandlo //  value determination by processing data agent 

named BBANDLO, which calculates the lower band. 

sma //  value determination by processing data agent named 

SMA,  which calculates the simple moving average of 

quotation. 

Output:  The fuzzy logic decision D (value range [-1..1]). 

BEGIN 

Let D:=0, calcBands:=0; //counter for fuzzification.  

maxcount:=0.  //maximum counter limit for fuzzification. 

Δ =Abs((sma-((bbandlo+bbandup)/2))/10). 

If q<(bbandlo (+Δ)) then   

If (calcBands>0) then calcBands=0, calcBands:=calcBands-1. 

  If (calcBands<-maxcount) then calcBands=-maxcount, 

        D=calcBands/maxcount; 

If q>(bbandup (-Δ)) then  

If (calcBands<0) then calcBands=0, calcBands:=calcBands+1. 

  If (calcBands>maxcount) then calcBands=maxcount; 

        D=calcBands/maxcount; 

END 

In a trading system the fuzzification is understood as a 

process of conversion of an input variable (i.e. signals 

determined by processing agents) to fuzzy set. 

B. . The WilliamsFuzzy agent 

The WilliamsFuzzy agent is created on the basis of 

Williams %R indicator [19]. Williams %R is a momentum 

indicator that is the inverse of the Fast Stochastic Oscillator. 

Also referred to as %R, the indicator reflects the level of the 

close relative to the highest high for the look-back period. In 

contrast, the Stochastic Oscillator reflects the level of the 

close relative to the lowest low. %R corrects for the 

inversion by multiplying the raw value by -100. As a result, 

the Fast Stochastic Oscillator and Williams %R produce 

exactly the same lines, only the scaling is different. Williams 

%R oscillates from 0 to -100. The buy decision’s probability 

level is calculated when Williams %R value falls below -80 

and the sell decision is calculated when Williams %R value 

rises above -20. The algorithm of this agent is as follows: 

Algorithm 2 
Input:  q  //a value of quotation, 

williams  // value determining by processing data agent 

named WILLIAMS,  which calculates the Williams %R 

indicator. 

Δ – an external parameter denotes range of williams %R less 

than -80 or above -20 (it is assumed that the maximum 

value of williams %R does not have to be 0 and the 

minimum value of williams %R does not have to be -100. 

This parameter range is [1..20] and it is calculated by the 

genetic algorithm or determined by user. 

Output:  The fuzzy logic decision D (value range [-1..1]). 

BEGIN 

Let D:=0.  

If williams<=-80 then  D=(williams-(-80- Δ))/ Δ. 

If williams>=-20 then D=-(williams-(-20)/Δ.  

END 

C. . The TrendLinearRegFuzzy agent 

The agent operates on the basis of the assumption that the 

trend of a certain number of M quotations is approximated 

with the straight line by the equation: y = ax + b. The straight 

line inclination depends on the value of the “a” parameter or 

the tangent value of the inclination angle with the use of 

linear regression [20], [27], [38]. The agent computes the 

probability level of a buy decision when the coefficient value 

changes from positive to negative and the probability level of 

a buy decision is calculated when the coefficient changes 

value from negative to positive. The change in the agent's 

decision is made with the use of hysteresis, the level of 

which is defined by means of the coefficient Δ, the value of 

which should be higher than the transaction costs. 

The algorithm can be described as follows:  

Algorithm 3 
Input:   w=<w1, w2, .... wM> //The vector of quotation value of the 

quotations consisting of  M quotations (current quotation and  

M-1 previous quotations – the M is calculated by  the genetic 

algorithm or determined by the user),   

preva  // the previous value the a coefficient. 

Output:  The fuzzy logic decision D (value range [-1..1]) with respect 

to w and preva value. 

BEGIN 

Let  sumy:=0; sumx:=0.0; sumxy:=0; sumx2=0.  

II where: sumy means the sum of the value of M quotations, 

sumx means the sum of the particular quotations’ number in 

vector (suma numerów poszczególnych notowań np. jeśli M=5 to 

sumx = 1+2+3+4+5 czyli 15) in the vector, sumxy means the 

sum of the products of the quotation value and particular 
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quotation number in the vector, and sumx2 means the sum of 

the squares of quotation numbers in the vector. 

D:=0, countTRL:=0; //counter for fuzzification,  

maxcount:=0.  //maximum counter limit for fuzzification. 

For (i=1;i<=M;i++) 

sumy:= sumy+wi; sumxy:= sumxy+wi*i; sumx=: sumx +i; 

sumx2:= sumx2+i*i; i:=i+1; 

c:= sumx2*M-sumx*sumx.  

If c=0 then c:=0,1. 

a:=(sumxy*M-sumx*sumy)/c. 

If (a=preva=0) or (a<0 and preva<0) or (a>0 and preva>0) then D:=0. 

If (a>0 and preva<0) then 
If (countTRL>0) then countTRL=0.  

countTRL:=countRL-1. 

If (countTRL<-maxcount) then countTRL=-maxcount. 

D=countTRL/maxcount; 

If (a<0 and preva>0) then   

If (countTRL<0) then countTRL=0. 

countTRL:=countTRL+1. 

If (countRL>maxcount) then countTRL=maxcount. 

  D=countTRL/maxcount; 

preva:=a. 

END 

D. The ConsensusFuzzy agent 

The ConsensusFuzzy agent (detailed in [22, 23]) is 

founded on the consensus theory [15, 16, 29] and determines 

the decisions on the basis of the set of decisions generated by 

other fuzzy logic agents in the system.  

The algorithm is as follows:  

Algorithm 4 
Input:  A= {D

(1)
, D

(2)
, .... D

(M)
 } //The profile consists of M fuzzy logic 

agents’ decisions, where M – number of fuzzy logic agents in 

the system,  D
(1)

, D
(2)

, .... D
(M)

 – decisions of particular agents 

Output: The Fuzzy logic consensus CON  (value range [-1..1]) 

according to A. 

BEGIN 

Let  CON:=0. 

Determine a sequence B by sorting elements of A profile in an 

increasing order. 

k1=(M+1)/2 the element of B. 

k2=(M+2)/2 the element of B. 

Set CON as any value from interval [k1, k2]. 

END.  

It should be noted that currently in the system there are 

100 agents using fuzzy logic representation. This set of 

trading agents may be easily extended if required. The 

evaluation of the performance of presented fuzzy logic 

agents will be shown  further in the article. 

IV. EXPERIMENTS 

The agents performance analysis is performed for data within 

the M1 period of quotations from the FOREX market. For 

the purpose of this analysis, a test was performed in which 

the following assumptions were made:  

1. EUR/USD quotes were selected from randomly 

chosen periods, notably: 

 17-04-2015, 9:40 am to 17-04-2015, 9:50 pm, 

(710 quotations) 

 20-04-2015, 0:00 am to 20-04-2015, 7:00 pm 

(1140 quotations), 

 22-04-2015, 0:00 am to 22-04-2015, 7:00 pm 

(1140 quotations), 

2. At the verification, the strategies (signals for open 

long/close short position-equals to 1, close 

long/open short position-equals to -1) of the 

Supervisor are based on different decisions’ 
probability levels calculated by fuzzy logic agents 

described in section III (the example of strategy is 

presented in Figure 3, where the green line means 

the "long position" and the red one  the "short 

position"). 

3. It was assumed that decisions’ probability levels 
for open/close position are determined by the 

genetic algorithm (on the basis of earlier periods). 

4. It was assumed that the unit of performance 

analysis ratios (absolute ratios) is pips (a change 

in price of one "point" in Forex trading is referred 

to as a pip, and it is equivalent to the final number 

in a currency pair's price).   

5. The transaction costs are directly proportional to 

the number of transactions. 

6. The capital management - it was assumed that in 

each transaction the investor engages 100% of the 

capital held at the leverage 1:1. It should be 

pointed out that the investor may define another 

capital management strategy.   

7. The performance analysis was performed with the 

use of the following measures (ratios): 

 rate of return (ratio x1), 

 the number of the transaction, 

 gross profit (ratio x2), 

 gross loss (ratio x3), 

 the number of profitable transactions (ratio x4), 

 the number of profitable transactions in a row 

(ratio x5), 

 the number of unprofitable transactions in a row 

(ratio x6), 

 Sharpe ratio (ratio x7) 

%100
)(

)()(





rO

fErE
S                (1) 

where: 

E(r) – arithmetic average of the rate of 

return, 

E(f) – arithmetic average of the risk-free rate 

of return, 

O(r) – standard deviation of rates of return. 

 the average coefficient of volatility (ratio x8) is 

the ratio of the average deviation of the 

arithmetic average multiplied by 100% and is 

expressed: 
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where: 

V – average coefficient of variation, 

s – average deviation of the rates of return, 

E(r) – arithmetic average of the rates of return. 

 Value at Risk (ratio x9) – the measure known as 

value exposed to the risk - that is the maximum 

loss of the market value of the financial 

instrument possible to bear in a specific 

timeframe and at a given confidence level [7]. 

 

VaR=P*O*k               (3) 

 

where: 

P – the initial capital, 

O – volatility - standard deviation of rates of 

return during the period, 

k – the inverse of the standard normal 

cumulative distribution (assumed confidence 

level 95%, the value of k is 1,65), 

 the average rate of return per transaction (ratio 

x10), counted as the quotient of the rate of return 

and the number of transactions. 

8. For the purpose of the comparison of the agents' 

performance, the following evaluation function 

was elaborated: 


5544332211

)1(( xaxaxaxaxay

))1()1()1(
1010199887766

xaxaxaxaxa      (4) 

  where xi denotes the normalized values of 

ratios mentioned in item 6 from x1 to x10. It was 

adopted in the test that coefficients a1 to a10=1/10.  

It should be mentioned that these coefficients may 

be modified with the use of, for instance, an 

evolution/genetic method or determined by the 

user (investor) in accordance with his/her 

preference (for instance the user may determine 

whether he/she is interested in the higher rate of 

return with a simultaneous higher risk level or 

lower risk level, but simultaneously agrees to a 

lower rate of return). 

  The function is given the values from the 

range [0..1], and the agent's efficiency is directly 

proportional to the function value. 

9. The results obtained by the tested agents were 

compared with the results of the Buy-and-Hold 

benchmark (a trader buys a currency at the 

beginning and sell a currency at the end of an 

investment period) and the EMA benchmark 

(Exponential Moving Average -- a type of moving 

average that is similar to a simple moving 

average, except that more weight is given to the 

latest data).  

Table 1 presents the results obtained in the particular 

periods.

 

Fig.  3 The example of strategy visualization. 

Source: Own work. 
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In general, it may be noticed that the fuzzy logic agents 

generated not only profitable decisions. In the performance 

analysis not only the rate of return was taken into 

consideration but also other ratios, including the level of risk 

involved in the investment. It may be noticed that the values 

of efficiency ratios of particular agents differ in each period: 

for instance the estimated values of such ratios as Gross 

Profit and the Number of  Profitable Consecutive 

Transactions. The values of Rate of Return, Sharpe Ratio 

and Average Rate of Return per Transaction show 

significant dispersal among particular agents. It may also be 

noticed that in the case of the agents WilliamsFuzzy, 

TrendLinearRegFuzzy and EMA, the values of these ratios 

have shown variability in particular periods. The evaluation 

function provides the immediate choice of the best agent. It 

may be noticed that the values of the evaluation function 

oscillate in the range from 0.01  to 0.61.Thus, the use of this 

function reduces the deviation of the values of the ratios. The 

results of the experiment allow us to state that the ranking of 

agents’ evaluation differs in particular periods.  In the first 

period, the ConsensusFuzzy was the best agent, the 

BollingerFuzzy agent was ranked higher than WilliamsFuzzy, 

and TrendLinearRegFuzzy agents were ranked lower than the 

EMA. In the second period, the BollingerFuzzy was the best 

agent, and the ConsensusFuzzy and TrendLinearReg agents 

were ranked higher and WilliamsFuzzy was ranked lower 

than the EMA. Considering the third period, it may be 

noticed that the WilliamsFuzzy was the best agent and 

BollingerFuzzy and ConsensusFuzzy agents were ranked 

higher and the TrendLinearRegFuzzy was ranked lower than 

EMA. The B&H benchmark was ranked lowest in all the 

periods, and in second and third periods it generated the 

losses. It should be noticed that in the first period, the 

upward trend was observed, therefore B&H’s Rate of Return 

was positive. The second and the third periods shown a 

downward trend, and therefore the B&H’s Rate of Return is 

negative. 

Taking into consideration all the periods, it may be stated 

that there is no agent ranked highest most often.  Also, 

agents achieving the highest Rate of Return were not always 

ranked in the highest positions. The low level of risk was 

influenced by the ranks of the ConsensusFuzzy and 

WilliamsFuzzy agents. And, on the other hand, the EMA was 

often ranked low because of a high risk level (low value of 

Sharpe Ratio). Moreover, it generated a high number of 

transactions, so transactions costs are very high.  

In the case of fuzzy logic agents, the value of buy-sell 

decision agents’ evaluation is most often higher than the 

value of EMA and B&H benchmarks (see last row of Table 

1). In the case of three-valued logic agents, instead, there are 

many cases where the value of buy-sell decision agents’ 
evaluation is lower than the value of EMA and B&H (see 

[Korczak et al. 2013, 2014]). Also, the values of such ratios 

as Rate of Return and Number of profitable transactions 

were about several percent higher in the case of fuzzy logic. 

The risk measuring ratios (Sharpe ratio, the average 

coefficient of volatility) values were similar using fuzzy and 

three-valued logic. 

 The fuzzy logic has also demonstrated the better 

performance of the Supervisor strategies, because the 

opening/closing positions were generated closer to the 

optimal point determined by the genetic algorithm. In order 

to analyse the fuzzy logic agents’ decisions efficiency it is 
also necessary  to take into consideration the thresholds for 

open/close positions determined by the genetic algorithm 

(Table 2). 

The optimal thresholds for opening/closing long/short 

positions differ in the case of particular agents. However, 

these levels often do not equal 1, 0 or -1(as in the case of 

three-valued logic).  In addition, the levels for the open long 

position are different to levels for the close short position, 

and levels for the open short position are different to levels 

for the close long position. 

 

 

 

 

 

 

 

 

 

 

 

Therefore, the fuzzy logic agents may suggest the “out of 
market” status  -  in a period of uncertainty on the market - in 

a broader scope than three-valued logic agents. 

V.  CONCLUSION 

The fuzzy logic agents in the a-Trader system take 

independent buy-sell decisions with a certain level of 

probability. The analysis results presented in this article 

allow us to draw the conclusion that  the application of fuzzy 

logic as an agents’ knowledge representation allows for 

opening/closing long/short positions closer to the optimal 

level than the agents based on the three-valued logic. 

In consequence the prediction performed by a-Trader were 

more precise, in periods with both upward and downward 

trends.  

The implementation of fuzzy logic entailed the 

development of new agents and new trading strategies. The 

computational complexity of fuzzy logic algorithms is not 

higher than in the case of three-valued logic, so the 

computing time of trading positions was almost the same. 

It can be also concluded that depending on the current 

situation on the FOREX market, the level of performance of 

a particular agent changes. There is no one agent which 

definitely dominates over the others. The automatic setting 

of the best agent in time close to real time is performed by 

TABLE II. 

THRESHOLDS FOR OPEN/CLOSE POSITION 

Agent Open 

Long 

Close 

Long 

Open 

Short 

Close 

Short 

BollingerFuzzy 0.38 -0.72 -0.98 0.37 

WilliamsFuzzy 1.00 -1.00 -0.73 1.00 

TrendLinearRegFuzzy 1.00 -0,88 -0.89 0.88 

ConsensusFuzzy 0.18 -1.00 -0.94 0.27 
Source: Experiment results. 
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the use of the performance evaluation function. It has, in 

turn, a positive influence on investment effectiveness.  

Currently tests are being performed on the implementation 

of the fuzzy logic agents using fundamental analysis and the 

analysis of experts’ sentiments. It is also planned to evaluate  

the a-Trader system on more periods and other quotations 

pairs. 
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Abstract—The emergence of a closer relationship between
cloud service providers in the cloud computing market is the
inevitable consequence of the computing as utility concept. The
closer cooperation creates competitive advantages for providers
and users of cloud services as well. Capacities and services
can be used in a collaborative and flexible way. Despite the
numerous potentials of composite cloud services, trust, policy and
privacy are the major challenges resulting from the distributed
and flexible data handling. The paper derives requirements and
solutions in the field of inter-cloud service communication with a
special focus on security. The proposed architecture is evaluated
with a sample collaborative business process of inter-cloud service
interaction.

I. INTRODUCTION

IN 2008 vice president of Gartner Research Thomas J.
Bittman published his thoughts on future development of

Cloud Computing (CC). In the early monolitic phase, cloud
services were built on proprietary architectures of dominant
Cloud Service Provider (CSP), such as Google, Salesforce
or Microsoft. The second phase vertical supply chain dis-
tinguishes itself by the development of first ecosystems of
smaller companies within the CC market. New CSPs use
proprietary Cloud platforms of dominant providers, i.e. Google
App Engine or Microsoft Azure, in order to provide their
own services. In the last phase, smaller providers unite to a
horizontal federation. That way, the union increases earnings
by expanding their capacity and reducing costs through more
efficient resource allocation. In parallel, open interoperability
standards of service communication in intercloud-environment
are developed [1].

The creation of a closer relationship between CSPs on the
CC market is a inevitable extension of the computing-as-
utility concept, which is about providing computing resources
as a service over the Internet. Users of cloud based services
may benefit in terms of cost reduction by renting their own
distributed, virtualalized IT-infrastructure, improving service
robustness and preventing provider dependence by means of
interoperability standards [2], [3], [4].

The work presented in this paper was funded by the German Federal
Ministry of Education and Research under the projects PREsTiGE (BMBF
16KIS0082K) and LSEM (BMBF 03IPT504X).

A close cooperation creates certain advantages in compe-
tition for providers of cloud services. By using other CSPs’
capacities, providers may deliver their products and services
even faster and more effective to their clients. Further, making
use of virtualization technology reduces costs for a flexible
and customizable IT-infrastructure. Its dynamic and smooth
scaling has a positive effect on service deployment time.
Due to dynamic outsourcing of computational services, power
consumption costs for computer centres can be significally
reduced [3], [5].

Beside several advantages of collaborative cloud services,
cloud specific issues concerning the security of service com-
munication in an intercloud environment still exist. Trust is
an essential precondition in order to create an intercloud fed-
eration. Without trust, security of cloud-interactions can’t be
guaranteed. Policy is another issue concerning intercloud in-
teractions. It is essential to have effective control mechanisms
so potential policy clashes, which would affect the safety of
the whole system, are detected and removed. Identity and
data privacy are other challenges to intercloud communication
since users of cloud services transfer their personal data to the
CSPs. Appropriate tools for access and identity management
are essential for data protection [2], [6], [5], [7].

The paper focuses on the creation of an intercloud ar-
chitecture, which enables secure service communication in
collaborative business processes. The second chapter consists
of an overview of relevant theoretical concepts while the next
chapter introduces and explains a collobarative process of
payment transaction. Communication models of services in the
Intercloud environment are analyzed in chapter four. Further,
chapter five introduces a draft architecture and suggestions
for its implementation. Finally, the conclusion completes the
paper.

II. THEORETICAL BACKGROUND

The following chapter deals with the theoretical basis of
service communication in the intercloud environment. Special
attention is paid to security aspects of service interactions in
collaborative business processes. Table I gives a resume of
criteria for safe service communication that will be elaborated
in this chapter.

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 1377–1386

DOI: 10.15439/2015F282
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 1377



TABLE I
CRITERIA FOR SECURE COMMUNICATION IN THE INTERCLOUD

Criterion Challenge Solution
Interoperability Diverse, partly proprietary communication protocols Broker; standardized interfaces; hybrid approach

Robustness Single point of failure; workload balancing Distributed implementation of the IT infrastructure

Optimal service provi-
sioning, service selec-
tion, and service alloca-
tion

Orchestration of services and dependency resolution in
real-time; automated selection of QoS-Criteria

Central platform that fulfills the orchestration in the intercloud;
mechanisms for conflict resolution in case of conflicting QoS
policies

Access & identity man-
agement

Management of multiple accounts of service users and
CSPs; Establishment of a secure trust context for service
interaction

Outsourcing of credential management to third parties; digital
identities; Identity federation with the use of protocols such
as Security Assertion Markup Language (SAML), eXtensible
Access Control Markup Language (XACML), OpenID, OAuth,
WebID, and SSO; secure authentication methods; multi factor
authentification

Trust Establishment of a secure trust context; dynamic deter-
mination of trust; de-perimeterization

PKI, XACML and SAML based communication protocols;
reputation based, dynamic trust index

Policy Inconsistency; inefficiency; semantic interoperability;
static, predetermined SLAs, that hinder the ad-hoc ser-
vice interaction

Mechanisms for the combination of policies on cloud federation
level; monitoring and conflict resolution; dynamically, automat-
ically, and instantaneously created federation-level agreements

Privacy data privacy; identity privacy Encryption; anonymization; pseudonymization

A. Intercloud environment

The term intercloud is not standardized in scientific liter-
ature. Though terms like cross-cloud [5], multicloud [7] or
cloud-federation [2] can be found, but summarizing author-
specific definitions do not differ basically.

Our work is based on the definition of the Global Inter-
Cloud Technology Forum: "A cloud model that, for the
purpose of guaranteeing service quality, such as the perfor-
mance and availability of each service, allows on-demand
reassignment of resources and transfer of workload through
an interworking of cloud systems of different cloud providers
based on coordination of each consumer’s requirements for
service quality with each providers SLA and use of standard
interfaces." [8]

If not explicitly stated different, our work uses the term
intercloud. In the authors’ opinion intercloud is a better
definition for a multicloud environment since it deals with a
highly integrated environment where service communication
is structured by the use of coordinating instances. Fig. 1
describes a typical intercloud environment with different types
of Clouds. Closer cooperation of CSPs enables the usage of
different strategies for resource consumption like outsourcing
and cloud bursting. Service users are either the end consumers
or other CSPs as well.

By combining different CSPs’ services, the problem of
being dependent on one provider, so called lock in effect, is
solved in the intercloud environment. Moreover, flexibility as
well as scalability and robustness of the whole system can
be improved, because all intercloud CSPs are able to provide
identical services. Further, energy can be used more effectively
[3], [4].

The heterogeneity of this environment is a special challenge
for technical implementation on all levels of intercloud archi-
tectures. The cloud-spanning integration of services empha-
sizes the importance of availability and access speed of ser-

Fig. 1. Cloud interoperability [7]

vices. Interoperability of interclouds is reduced by proprietary
interfaces that are needed for service interaction.

In addition, the current service delivery model is incom-
patible with an open and dynamic collaboration, so using
customer-specific tools leads the cloud interoperability to a
vendor lock-in.

Due to limited access rights of unauthorized users and the
bundling of provided services with other resources of the
same provider, personalized service customization and cloud-
spanning service composition are affected [6], [5], [4].

A secure collaboration of a multitude of CSPs in a hetero-
geneous environment is only enabled by complex intercloud
architectures that meet several requirements. Fig. 2 provides an
overview of intercloud architecture challenges. Several ideas
of Toosi haven been applied [7]. This paper focuses mainly
on the highlighted security relevant aspects.

From a technical point of view, interoperability can only
be accomplished through a broker, which is in control of all
communication between the CSPs, or via standardized inter-
faces. It’s possible to use a hybrid of both ideas, depending
on whether it is economically and technically useful. The
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Fig. 2. Challenges of intercloud architectures

last option consists of an adaption of the architecture by
all participants, such as the CSPs and the service users. A
better option could be the introduction of a central platform,
which would reduce the need for adaptation when joining
the intercloud federation and which would provide a uniform
interoperable vision of service communication.

B. Cloud based collaborative business process

A collaborative business process is a dynamic process, run
by several involved instances. All steps are conducted locally
by interacting work-flow engines, following a common service
definition. The engines of the interacting process partners are
staying in control of all of their subprocesses [9].

C. Trust

Due to de-perimeterization, trust is a very important factor
in the intercloud environment. Since resources are outsourced
to the CSPs, service users lose control over their personal data
and that’s why CSPs need to be trustworthy and service con-
sumers need to be equipped with effective control mechanisms
[6].

The transitive trust is essential when giving authorization
to a third party. First, mechanisms of delegation have to
allow a dynamic creation of service level agreements (SLA)
in order to deny access to unauthorized user. Second, third
parties must not modify service requests arbitrarily. Third,
delegation has a time limit so service user representatives
may only act in a certain time period legitimately. Another
intercloud communication problem is the creation of a trust
context between the interacting CSPs. Current intercloud trust
models are based on a public-key-infrastructure-system (PKI),
which judges the trustworthiness of entities in an absolute way
and is therefore not suitable for a dynamic certification. The
reputation-based trust complements the trust-context creation
with dynamic aspects. When using parameters of reputation,
utilizing relatively trustworthy computing resources in the
intercloud is given, if they match with practical experience
values of participating CSPs. Hence, it is possible to create a
real trust federation along with third parties [10], [7].

Federated identity management is very important in the in-
tercloud environment. It is possible to create an identity federa-
tion, which will support the Single-Sign-On (SSO) approaches
and the management of digital identities by using formalized
internet protocols like SAML and XACML specifications as
well as open-source ones like OpenID, Oauth and WebID. This
results in taking charge from interacting CSPs by outsourcing
the credential management [5].

Literature addresses other dynamic and scalable approaches
of confidentiality. The friend of a friend approach is interest-
ing, since it provides machine-readable ontologies for object
description. Despite of security concerns, the approach is
flexible and executable without a centralized database [7].

D. Policy

Policies are guidelines for the execution and monitoring of
the interactions between the CSPs. Because of its inconsis-
tency and incompatibility, policy-heterogenity causes the main
security risk in an intercloud environment. Conflicts arise from
a collision of local CSPs’ policies and federated policies.

Policy-inconsistencies especially arise from a collision of
access guidelines in distributed environments with a multitude
of interacting entities. Different policies may be contradictory
to each other if they have different effects on entities and their
attributes. An exception occurs when two policies affect the
same instance differently while being hierarchically linked.
A policy-correlation leads to a partial conflict, where two
overlapping policies treat one certain object differently, but
only one of the two policies allows overlapping.

In an intercloud environment, policies can be collected in
a list of guidelines, which could lead to significant reduction
of the communication performance of access authorization.
Firstly, policy-redundancies may occur in a way that one
request is mapped to various policies with identical effects
on one and the same object. Secondly, when combining
policies, attention has to be paid to semantical and syntactical
correctness of the new federated policy [6].

The SLAs complete the IT policies with legal aspects
and are essential for policy-compatible intercloud interaction.
At the moment, SLAs are limiting the dynamic intercloud
communication because they reduce the flexibility of CC busi-
ness models. More complex SLAs, which possess powerful
management and monitoring tools, are essential for proper
legal data processing [6], [7].

Another important policy aspect is quality of service (QoS).
It helps clients to choose an appropriate service. The mecha-
nisms of service selection have to be able to harmonize various
rivaling and maybe excluding QoS objectives [2], [11]. The
incorporation of QoS factors makes an intercloud system more
flexible, customer-oriented and eventually more attractive to
potential user.

E. Privacy

Privacy is a strongly by legal restrictions influenced concept,
which assures control over information and information flows
and restricts access for illegitimate entities. Different laws
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(i.e. European and American) apply to the term Privacy in
different ways, especially in terms of sensibility of personal
data and legal precautions. Countries of the EU apply the
data minimization concept: no access to personal data unless
absolutely necessary. Service users may explicitly prohibit the
usage of their personal data for advertising purposes. The USA
do not have an equivalent to those legal restrictions [12], [13].
Therefore, it is extremely important to compare and adjust
definitions, especially in terms of trans-regional interclouds.

The technical realization of these privacy requirements is
a complex issue. It is necessary to distinguish between two
basic privacy-strategies: data privacy and identity privacy.
Data-privacy strategies consist of altering the content beyond
recognition so data cannot be used by third parties easily.
Data-perturbation completes original with noise data which
subsequently becomes unreadable for non-legitimate instances.
Unfortunately, the resulting redundancies may cause scalabil-
ity problems in the intercloud. By using compression methods,
cost for communication and request-handling can be cut.
Perturbation approaches have to be flexible in order to find a
compromise between the user and the privacy guarantee [13],
[6].

Encryption by data transformation is one common pri-
vacy method. Besides several advantages, this method causes
restrictions in the intercloud environment, from a service-
communication point of view. First, data-utility aspect plays a
more important role than the safety aspect. Second, data at rest
encryption blocks data indexing and data search. Finally, no
efficient methods for operation of data at transit are developed
yet [13].

Identity privacy strategies aim at hiding the real identity
of interacting instances from unauthorized user. By using
anonymity, one CSP can authenticate a user without revealing
his true identity. Unlinkability hinders CSPs from identifying
users by using a transaction portfolio [14].

III. COLLABORATIVE SAMPLE PROCESS

After providing basic information about intercloud environ-
ment in chapter II, an example is introduced in the following
section. Building up on the example, chapter V will deal with
the implementation of an architecture.

A. Scenario

In the last few years providers like Google and Apple have
contributed their solution of mobile payment to the market
with Google Wallet and Apple Pay. Despite being two of
the most successful companies, support by commerce for
these providers is still missing. A better solution consists of
retailer and customer are working with a neutral and flexible
intermediary, i.e. payment provider.

This example deals with the scenario of electronic payment
via smartphone. Mobile payment comprises customer autho-
rization and realization of payment via smartphone. Instead of
paying via credit card, the smartphone has to be put on a termi-
nal to initiate the payment. Through near field communication
(NFC) two electrical devices, in direct physical proximity, are

able to exchange data. In this case, the payment amount is
authorized via smartphone. After having put the smartphone
on the terminal, the central CSP is contacted and requested
for user identification of the smartphone. Afterwards, the user
has to authorize the payment via finger print or PIN. When
successfully matched, the transaction will be initiated by the
central CSP. In order to explain which accounts are involved
and which internal processes are initiated in the Central CSP,
the process shown in fig. 3 will now be explained in more
detail.

B. Coupling of customer’s account and payment provider

In this scenario, the CSP acts as an intermediary. The CSP
does not have an account and cannot transfer any payments,
it only delivers the payment order to the payment provider.
Payment providers do not necessarily have to be one and the
same nor even similar. Examples of payment providers may
be PayPal, Visa or the German website sofortueberweisung.de.
Payment provider have to be added to the central CSP in
advance. This process is called linking and should ideally only
be executed once. While linking, the user is authenticated
at the provider and receives two tokens (access and refresh
token). The client, in this case the central CSP, uses these
tokens to authenticate future orders at the payment provider.
After the linking, all payment providers are available via the
CSP service and account. If a customer wants to use the
payment service of the central CSP, only the authentication
to the CSP is needed.

C. Service discovery and execution of the transaction

Fig. 3 provides a detailed overview of the introduced process
so all internal steps of the central CSP are visible. After
placing the smartphone on the terminal and after the successful
authorization, an automatic selection of a payment provider
follows, according to rules and settings the customer has set
before. Useful rules involve e.g. minimal transaction costs.
Afterwards, the payment is initiated at the provider’s side.

If the transaction failed, another provider will be chosen
according to the rules set by the customer until the transaction
is finally successful. This confirmation will be forwarded to the
retailer in order to print the receipt. It is important to mention
that the BPMN model is only constructed for a positive result.
The exception of not finding an appropriate payment provider,
due to strict selection criteria or only negative responses, has
to be considered in future work.

D. Evaluation

A big advantage in the introduced scenario is that the central
CSP is provider neutral. If the CSP integrates new providers,
customers and retailers will benefit. Further, the CSP is able
to provide its orchestrated service as a SaaS in the intercloud
federation.

IV. SERVICE COMMUNICATION MODELS IN
HETEROGENEOUS INTERCLOUD ECOSYSTEMS

The selected communication models of services provide a
comprehensive conceptual view on the intercloud communica-
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Fig. 3. Collaborative sample process

tion and provide a basis for our proposed architecture. Since
some intercloud models, e.g. Demchenko and Makkes [15],
[16], [17] and Lloret [4], are well known but focus on special
areas of CC, e.g. Demchenko and Makkes focus on IaaS, we
present only those models that are relevant for our work.

A. Intercloud Domain-based Trust Model by Bernstein

The intercloud roots (IR), intercloud exchanges (IE), inter-
cloud gateways (IG), and cloud computing resource Catalogs
(CCRC) provide the basis of the domain-based trust model
proposed by Bernstein [10]. Fig. 4 provides a comprehensive
view of all components as well as the corresponding technolo-
gies and protocols.

The IR handle the broker functions to operate the ser-
vice communication. They are structured hierarchical and
self reproducing like nodes in peer-to-peer networks. IRs act
as security trust service providers, handle the namespace,
dynamic naming of the intercloud, and host the distributed
CCRCs [19], [18].

The communication and collaboration of the heterogeneous
intercloud environment is supported by the IEs, which utilize
the information of the CCRC to provide an optimal compu-
tation resource matching. IEs act as the trust agents of one
domain by collecting information of the confidentiality of
other domains and providing the trust level of a domain while
initiating the interaction between the domains [10].

The IGs provide authentication mechanisms and standards
and protocols for interoperability. Another responsibility of the
IGs is to check for availability of resources, the state of inter-
actions and to transform the parameters of the communication
from one cloud to another [10].

The CCRC provides a holistic and abstract view on com-
puting resources in the intercloud federation. It enables the
resource adjustment between individual CSPs on the basis

Fig. 4. Intercloud domain-based trust model by Bernstein [18]

of selected preferences and constraints. The catalog stores
information on available resources, interoperability standards
and guidelines, and SLAs [18], [10].

The trust management of the intercloud consists of two
components, the PKI provides services for the use of trust cer-
tificates and trust chains. The fixed-term certificates for short-
term transaction are issued by IEs, the long-term transactions
are certified by IRs. The PKI is of limited suitability for the
certification of processes in the intercloud, since it classifies
entities either as trustworthy or not [10].

CSPs are differentiated into confidentiality domains based
on the dynamic, time-dependent trust index. The trust index
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Fig. 5. Utility-oriented federation of clouds by Buyya [2]

comprises information on the CSP and its reputation. The
application of the trust index enables the consumption of
relatively trustworthy resources that may be located in another
domain with a lower trust index [10].

B. Utility-oriented Federation of Clouds by Buyya

Buyya proposed an intercloud architecture that focuses with
economically efficient resource matching in the cloud market.
The major components of the model are cloud coordinator
(CCr), cloud broker (CB), and cloud exchange (CEx) as
shown in fig. 5. The CCr, which is integrated into the CSPs’
infrastructure, manages domain-specific clouds. It provides a
programming, management, and installation environment for
applications in the federation of clouds. The CCr acts as a
proxy for communication between the participating CSPs and
manages all corresponding processes for information exchange
[2].

The CCr’s service matching process is deeply influenced
by economic aspects, e.g. energy consumption, heat output,
and node utilization of virtualized cloud environments. It
is also influenced by the QoS optimization problem that
the service consumer may have selected multiple conflicting
QoS objectives. The CCr resolves such conflicts by applying
heterogeneous optimization algorithms [2].

The CEx manages all service requests and offers of the
cloud federation and supports a SLA based matching process.
Further it supports the exchange of information on the current
state of allocated resources between the individual CSPs.
Given that all participants provide standardized interfaces a
directory service enables the CE to lookup desired service
offers or requests. The trading process is managed by a
dynamic bidding based service, which provides a trustful auc-
tioneer and takes care of offer updates in the cloud federation.
The payment management is implemented by an autonomous
banking entity, which enforces the agreements on financial
transactions of the global CExs. To ease the handling of
financial transactions the integration of cloud based accounting
systems with existing online payment systems, e.g. PayPal, is
taken into consideration [2].

Finally, CB identifies appropriate cloud services on behalf
of the users and agrees on the QoS based resource reservation
with the CCrs. If a cloud is not able to process an incoming
request locally, CB creates a new query comprising QoS
information and forwards this query to the CE. Essential
conditions for the successful completion of the matching
process are: feasibility of QoS targets specified by the user
and the equal resource distribution to the individual nodes [2].

C. Cross-Cloud Federation by Celesti

Celesti proposes a process oriented ad-hoc cross-cloud
federation, which comprises three phases: in the discovery
phase a cloud looks for available resources of other clouds.
Afterwards the most appropriate CSP is selected during the
matching phase. Finally the authentication phase comprises
establishment of a trust context for secure communication of
the interacting clouds. The model distinguishes two types of
clouds: the home cloud requests compute resources that are
offered by the foreign cloud [5].

Fig. 7 provides an overview of the entities and components
involved in creating the intercloud federation. In order to
form a cross-cloud the internal architecture of the participating
cloud must be converted to the following 3 layer structure,
first: virtual machine manager (VMM), virtual infrastructure
manager (VIM), and cross-cloud federation manager (CCFM)
[5].

VIM is a dynamic orchestrator for virtual environments and
enables the creation, installation, and management of virtual
environments regardless of the underlaying technology. If the
home cloud is not able to instantiate another virtual machine
due to a lack of additional resources, it forwards the request to
the cloud federation. Subsequently the VIM selects a suitable
foreign cloud. To securely share and transfer resources with
each other the VIMs of the individual clouds create a trust
context with each other [5].

The CCFM orchestrates the three phases of the cross-cloud
federation. The discovery agent supports the discovery process
of the dynamic intercloud environment by publishing and
updating the information on offered cloud services on behalf
of the individual cloud [5].

The match-making agent makes authorization decisions
based on policies and performs compatibility testing of com-
munication policies of interacting clouds. In case of incom-
patible policy languages the match-making agent applies some
transformation algorithms [5].

The authentication agent provides credential management
to the cross-cloud federation and coordinates the creation of a
security context for the cross-cloud communication using iden-
tity providers. By applying SSO after authenticating once with
the system the services can be consumed without additional
security checks. Using digital identities, which are provided by
external identity providers, home clouds can connect to any
foreign cloud [5].

The security context in cross-cloud federation is created in
two layers: on authentication agent layer and on VIM layer.
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Fig. 7. Cross-Cloud federation by Celesti [5]

The latter act on a lower level compared to the CCFM and
facilitate cross-cloud resource provisioning [5].

D. Proxy-based Computing Cloud Framework by Singhal

Singhal proposes another way of tackling the secure com-
munication problem in intercloud environments. In this model
the proxy is the central component, which establishes secure
communication without predetermined agreements or stan-
dardized interfaces and specification [6].

A proxy is an intermediary for traffic between interacting
clouds and provides a confidential and trustworthy computing
platform, which protects the user data and cloud applications
from malicious attacks. The strategic proxy deployment is
crucial for efficiency. Thus, in the proxy selection criteria such
as latency and forecasted load are taken into account [6].

Since the proxies act on behalf of the users or CSPs, a
mechanism for secure delegation is necessary. This mechanism
includes dynamic SLA creation, prohibit the proxy access on
the processed data, as well as protection against malicious
proxy interaction, e.g. modification of transactions. Further a
proxy is only allowed to act on behalf of an entity as long
as its task is not completed. Such secure delegation can be
realized by warrant-based-proxy signatures, PKI or OAuth
protocol. Proxies monitor and eliminate conflicts based on
policy heterogeneity while processing the service request to
avoid potential security risks [6].

A cloud service can be accessed by multiple proxies,
these proxies can be assigned different, specific roles. They
operate automatically and need no further interaction with
the commissioned instance. This interaction is realized by
allowing proxies to communicate with other proxies and
to initiate necessary service request by themselves. Hence,
secure collaboration of multiple CSPs without predetermined
agreements is possible [6].

The proxy based model features five types of intercloud
architectures: cloud-hosted proxy, proxy as a service, peer-to-
peer proxy, on-premise proxy, and hybrid proxy infrastructure.
The individual scenarios differ in the implementation strategy
of proxy instances.

In the cloud-hosted proxy scenario proxies are integrated
into the infrastructure of the individual CSPs. This approach is
advantageous from the CSPs point of view, because the CSPs
maintain control over the proxies and can adjust the proxies
to specific needs [6].

The proxy-as-a-service scenario proposes an autonomous
proxy cloud, which provides proxies to the CSPs. Users can
create an account either on the proxy cloud or the CSP’s cloud.
In both cases resource requests are handled by the proxy [6].
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The peer-to-peer-proxy scenario organizes the proxies in
a P2P-manner. The proxies are managed collectively by the
CSPs or proxy providers or autonomously by the proxy
nodes [6].

In the on-premise scenario proxies are part of the client’s
infrastructure. Users can submit their request either via a proxy
or directly to the CSP. If the provider is not able to provide the
requested resource this will be forwarded to the proxy that will
continue the service discovery process with other CSPs [6].

If some or all of the previous variants are combined this
is called hybrid-proxy infrastructure. The proxy selection may
depend on the type of the requested service and infrastructural
peculiarities of the CSP. This approach provides the greatest
flexibility in term of intercloud creation [6].

V. ARCHITECTURE FOR SECURE INTERCLOUD
COMMUNICATION

In this section we propose an architecture for secure in-
tercloud communication in terms of trust, policy, and privacy
and evaluate a prototype of this architecture with the sample
process of chapter III.

A. Intercloud architecture for the sample process

Basically the collaborative communication of the services
is organized by a central platform, which applies concepts
of the work shown in the previous section. To enable the
communication with the payment providers of the sample
process, we propose to use proxies to bind the payment
services to the platform. Such a modular handling is necessary
as there is no common standard for authentication in CC.
Fig. 6 shows the main components of the architecture for
secure collaborative business processes. OAuth 2.0, SAML
2.0, and OpenID Connect are the selected proxies that we
have implemented as a proof of concept because these are the
most widely used authentication standards in CC.

The components and a short description of their tasks is
shown in table II. The connection of services through proxies
enables flexible scaling of the platform. Another advantage
is that the maintenance of the communication infrastructure
remains in the CSPs’ responsibility. In addition to the inte-
gration of the payment process into existing service ecosys-
tems the payment process can be provided as a separate
service that can be used by multiple CSPs. The evaluation
environment assumes the integration of a payment terminal
at the merchants, but there are far more scenarios possible.
Since the service is part of payments it requires very high
security standards. Hence, sophisticated security components
need to be incorporated into the platform. The identity and
access management system ensures it is clearly decidable
and accountable who is authorized for performing certain
actions with the resources, e.g. who is allowed to issue a
payment. Such a system needs to authenticate with other
system. Hence, protocols for authentication and authorization
need to be supported. The most widely used protocols for
authentication and authorization are shown in table III.

TABLE II
CORE COMPONENTS OF THE ARCHITECTURE

Kernkomponente Funktion
BPMS Business process management system

to model, instanciate, and collaborative
business process on the platform

Monitoring Monitoring of the whole system

Identity Management Secure and connect third party identi-
ties to the local identities; management
of local identities

Access Management Access policy enforcement and policy
conflict handling

Service Repository List of available services and their de-
scriptions

Broker Service selection and QoS

Proxy Invocation of services

The prototype we have implemented and evaluated for
our research implements OpenID Connect. There are two
reasons. On the one hand OpenID Connect is a protocol for
authentication and authorization that is very new but already
adopted or will be adopted in the very near future by plenty
of the big CSPs, e.g. Google, Microsoft, and PayPal. On
the other hand there are two kinds of protocols: centralized
and federated ones. Since federated ones are more complex
in terms of communication flow and the prototype should
be recognized as a proof of concept we chose the federated
OpenID Connect protocol.

When a business process is instantiated by the BPMS and
the BPMS needs to perform a task of the business process, the
broker selects an appropriate service of the service repository.
The broker looks up the type of the service’s invocation
pattern and instantiates the right type of proxy. Then the proxy
performs the actual service call and sends the data back to the
broker. Prior to sending the user data to the proxy the broker
applies privacy rules. This behavior is discussed in [20].

The proxies are composed of four internal components:
communicator, privacy guard, data adapter, and service
adapter. A service request first passes the communicator that
ensures that all communication to the outside of the proxy
is encrypted and secured in compliance with the policies.
The privacy guard is applies the privacy policies to the
payload of the service request by hiding, anonymization, and
pseudonymization of data. The privacy compliant payload is
then forwarded to the data adapter, which transforms the data
from the internal data scheme to the payment provider’s data
scheme. This is necessary since every payment provider uses
another set of parameters to issue the payment. Finally, the
transformed payload is sent to the payment provider’s service
by the service adapter. After the procession of the service
request the data goes the same way back threw all components
of the proxy. While the data flows threw service adapter, data
adapter, privacy guard, and communicator all changes applied
to the payload are reverted. This approach ensures a maximal
security and privacy level while consuming the service.
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B. Evaluation of the architecture
The proposed architecture ensures secure service interaction

in collaborative intercloud scenarios with a maximal flexibility
in terms of the participating cloud authorization protocols.
Table IV shows the implementation of the requirements that
have been put on the system.

VI. SUMMARY AND OUTLOOK

This paper addressed the question how security challenges
for service communication that arise due to the adoption
of Intercloud environments can be addressed. To illustrate
the identified challenges a sample business process has been
introduced. This collaborative process that is operated by a
central CSP is able to handle payment requests of merchants
with a maximum flexibility in terms of the selected payment
provider. To identify the optimal architecture multiple ap-
proaches of Intercloud service interaction have been reviewed.
Based on the outcome of the reviews an architecture for
secure service invocation in collaborative business processes
has been developed. The architecture is based on proxies that
are managed by a central broker engine.

During evaluation phase it turned out that this architecture
is able to cope with the most challenges, e.g. interoperability,
flexibility, scalability, and auditing. We also identified some
limitations of the proposed architecture. First, due to the
central management of the proxies it is necessary that the
CSP provides enough resources to create and operate enough
proxies, even when there are big peaks of requests. The
centralized infrastructure also exposes the platform to the risk
of outages if a component of the platform has a failure. To
reduce this risk we implemented fault tolerance mechanisms
into central parts of the platform on virtual machine level.

To ensure a maximal security of all components additional
research is necessary. A first step has been made in [20], in
this paper the communication flow and structure of the broker
and proxy layer is described in detail. Another important field
for additional research is the handling of access control to
ensure data privacy throughout the whole business process.
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TABLE III
EVALUATION OF AUTHORIZATION AND AUTHENTICATION PROTOCOLS

Criterion SAML 2.0 OAuth 2.0 OpenID Connect CAS
Exchange format XML URL parameter / JSON URL-Parameter / JSON URL-Parameter

Transfer protocol HTTP, SOAP HTTP HTTP HTTP

Token size 5.7kB 77B 121B 35B

IdP discovery x x

SSO x x x x

Strengths Encryption Wide spread Authentication & authorization

TABLE IV
EVALUATION OF THE ARCHITECTURE

Requirement Description Implementation
Interoperability Communication has to be independent

of the used authentication and autho-
rization protocol

By the use of proxies the actual authentication and authorization proto-
col is been hidden from the other components. The broker instantiates
the right proxy for the service provider.

Scalability Flexible expandability By adding new proxies the system can easily be expanded for new
service providers.

Reliability High availability of the payment service In case on payment provider is not available the broker select the next
suitable service provider. Hence, only if all suitable payment providers
are unavailable the whole service is not working any more.

Optimal service provisioning Service discovery, separation of com-
bined services

The platform is divided into the components central platform, broker,
service repository, and proxies

Access & identity management Secure management of multiple identi-
ties; secure trust context

The identity management is done by the identity management system
that is part of the central platform. This ensures no information is
transferred to third parties unnecessarily. Additional firewall policies to
protect the central platform are applied. Necessary communication on
identities is realized by proxies, which implement secure authentication
and authorization protocols.

Trust Trust context Externally by the use of proxies. Our sample process uses OpenID
Connect and its PKI

Policy Policy resolution Monitoring

Privacy Data & identity privacy All communication, internal and external, is encrypted. The broker
applies privacy control on the data.
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Abstract—This paper presents issues related to a process of 

the automatic summarization of the text documents connected 

with economic knowledge performed by the cognitive agents in 

an integrated management information system. In 

contemporary companies, the unstructured knowledge is 

essential, mainly due to the possibility of obtaining better 

flexibility and competitiveness of the organization. Therefore 

more often the decision are taken in the enterprises on the basis 

of the summaries. The first part of the paper shortly presents 

the state-of-the-art in the considered field; next, the 

summarization process in the Cognitive Integrated 

Management Information System is characterized; the case 

study related with the summaries generating agent is presented 

in the last part of this paper. 

I. INTRODUCTION 

N contemporary companies the unstructured knowledge is 

essential, mainly due to the possibility of obtaining better 

flexibility and competitiveness of the organization. The 

unstructured knowledge supports structuralized knowledge 

to a high degree. It is mainly stored in natural language, so it 

is processed with symbols (not numbers). One example of 

unstructured knowledge is experts’ opinion about a predicted 
currency trading. Some experts may argue that the exchange 

rate of the currency will rise, others that it will decrease, and 

still others that it will remain unchanged. In addition, expert 

opinions include the reasons for these predictions. The 

number of such opinions in the Internet is usually very large 

(hundreds, thousands of the opinions). An investor who 

makes a decision, for example, on the financial markets, 

needs to analyze and summarize these opinions to formulate 

the correct decision. However, the manual realization of 

these processes is extremely difficult, and often impossible, 

due to time constraints [14]. Thus, often the processes of the 

analysis and summarization of the text documents are made 

automatically by computer systems, including the integrated 

management information systems. They may be constructed, 

for example, on the basis of the number of the cognitive 

agents [16]. Generally speaking, the cognitive agent is a 

smart program that not only concludes on the basis of the 

data received, takes specific actions to achieve the desired 

objective (this can be, for example, decision support), but 

also learns at the same time gaining experience. An example 

of a cognitive agent’s architecture is The Learning Intelligent 
Distribution Agent (LIDA) [35]. This is a hybrid architecture 

that allows for symbolic and emergent knowledge processing 

and uses the semantic net with node and links activation 

level (the “slipnet”) [19] to represent a knowledge. 

Broadly understood, the analysis of the text documents is 

mainly based on document retrieval, information extraction, 

text mining and natural language processing. Summarization, 

instead, can include the contents of a document or set of 

documents. The basic idea of summarization is to get a 

summary that contains the most important information from 

the source document. One of the parameters of this process 

is the text volume. A good document summary frees the 

system user (investor, manager) from the need to read and 

analyze all of the text  documents, and give the opportunity 

to focus his attention on aspects of the rapid and effective 

decision.  

So far, the methods of summarization of the electronic text 

documents, containing economic knowledge and represented 

by the "slipnet" (semantic net with node and links activation 

level), has not been developed. It should be noted, however, 

that this type of representation allows the processing of both 
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knowledge represented in a symbolic way and knowledge 

represented in a numerical way. 

 The aim of this paper is to develop a method for automatic 

summarization of the electronic text documents, containing 

economic knowledge. This method will be implemented in 

the architecture of the cognitive agents running in the 

Cognitive Integrated Management Information System 

(CIMIS). The agent-based approach is used mainly because 

it enables taking automatic decisions and performing actions 

on the basis of summarization results. 

This paper is organized as follows: the first part shortly 

presents the state-of-the-art in the considered field; next, the 

summarization process in CIMIS is characterized; the case 

study related with summaries generating agent is presented 

in the last part of paper. 

II. RELATED WORKS 

The problems of automatic summarization have been 

widely considered in many papers and practical solutions. 

The simplest method for creating summaries is based on the 

assumption that the weight of the sentence depends on the 

weight of its words, calculated on the basis of their 

frequency in the text. In addition to the counted weight of 

words, other factors are also taken into account, such as the 

position of sentences in the text and the occurrence of words 

in the title or header [30]. An important work on the 

problem, was the project Parseval/GEIG, where the phrase 

structure grammars have been compared [4]. In this project 

using an anaphoric relations to create appropriate groups 

(consisting of paragraphs) has been proposed. The authors 

propose is that either all members of the group belong to the 

summary, or no element of the group appears in the 

summary. The solution proposed by [24] was based on 

several standard heuristics (e.g. sentence length, sentence 

position, keywords). However, the poor quality of the 

summaries generated using these tools has led to the search 

for alternatives. Another solution was tf-ifd system, used in 

ANES (Automatic News Extraction System), which 

determined the weight of words based on the number of their 

instances in the analyzed document [5]. R.Barzilay and 

M.Elhadad [3], instead, used an algorithm based on lexical 

chain for automatic creation of summaries. In the Tipster 

project a series of activities focusing on tasks such as 

summarization, translation and searching, were realized [18]. 

The paper [20] presents an overview of the different methods 

of summarization. Description of the elements of natural 

language processing and information retrieval methods have 

been widely presented in the works [2] and [7]. D.Weiss [43] 

presents algorithms of lemmatization and stemming, and a 

hybrid solution combining both approaches. P.Sołdacki [38] 

devoted his doctoral dissertation to an automatic processing 

of documents in natural language, in particular the use of text 

analysis methods for the shallow processing of documents in 

Polish. The problems with the automatic creation of 

summaries of texts document in Polish were well represented 

in the work of A.Dudczak [10]. Also E. Branny, M. Gajecki 

[46] present an algorithm for text summarization in Polish. 

Most of the mentioned works have been related to the 

creation of a single document summaries. Issues related to 

the creation the summaries of a set of documents can be 

found, for example, in the works [9], [30]. The papers [14], 

[27, 28] present two main streams of research related to the 

analysis of natural language texts:  

 the formal description of the language and the real 

world’s right,  
 the statistical methods that bypass the problem of 

understanding of the text for the analysis of the 

prevalence of selected dependences.  

J. Gramacki and A. Gramacki [15] used selected algebraic 

methods of analysis of textual data for automatic creation of 

summaries. Their paper presents the data structures and data 

modeling, which showed the essence of the reduced vectors' 

space of the mapped texts. 

The paper [40] however, concerns the use of semantic 

roles in the process of summarization. The work [25] 

proposes a system of summarization of text documents by 

using a semantic net (semantic graph) for knowledge 

representation and mechanisms of the support vectors in the 

learning process.  The methods rely on creating a new node 

for each sentence. (Fig.1).  

 

Fig 1. The example of semantic graph. 

If two sentences have common word then these sentences’ 
nodes are connected by an arc (if the sentences have more 

than one common word - for each pair a separate arc is 

created). Sub-graphs whose nodes are connected by arches 

with other sub-graphs contain statements that define a good 

topic, while the nodes of sentences that have the highest 

cardinality (most arches) are the most significant sentences 

Key: 

       the sentences existing in a summary 

       the sentences not existing in a summary 

       arches 
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in the considered text, and should be included in the 

summary. However the applied semantic net does not 

include the activation levels of nodes and arcs. 

Taking into consideration issues related to a text 

documents analysis process, nowadays the hybrid methods 

for processing unstructured knowledge are used; the methods 

involve structuralization of knowledge, followed by 

symbolic processing (e.g. with the use of expert systems or 

genetic algorithms) or converting knowledge into numerical 

representation followed by numerical processing (e.g. with 

the use of neural networks or fuzzy logic systems). In both 

cases, for knowledge processing, the following methods are 

used [32]: 

 Information Retrieval, 

 Information Extraction, 

 Text Mining, 

 Natural Language Processing. 

There are two categories of analysis of text documents in 

the literature of the subject (for example [38]): 

1. Deep Text Processing, that is a linguistic analysis 

of all possible interpretations and grammatical 

relationships occurring in natural text. The full 

analysis can be very complex. Moreover in many 

cases, the information obtained in this way may 

not be necessary. For this reason, more and more 

often there is a tendency to carry out only a 

partial analysis of the text, which may be much 

less time-consuming and is a compromise 

between precision and performance. 

2. Shallow Text Processing, is defined as the analysis 

of the text to which the effect is incomplete in 

relation to the deep analysis of the text. The usual 

limitation lies in the identification of non-

recursive structures or of limited recursion level, 

which can be diagnosed with a large degree of 

certainty. The structures requiring a complex 

analysis of the many possible solutions are 

overlooked or analyzed in part. The analysis is 

addressed mainly at recognizing proper names, 

noun phrases, verb groups without resolving their 

internal structure and function in a sentence. In 

addition, recognized are some main parts of 

sentences, for example the judgment or the 

judgment group. 

There are several different methods within these 

categories. 

 For information retrieval the Boolean Logic Model 

(BML) or ranked-output systems are used [39]. A BML 

query consists of words or phrases concatenated with logical 

operators, such as AND, OR, and NOT. As a result, the set 

of documents is divided into two sub-sets: the first sub-set 

consists of documents matched with the query and the 

second sub-set consists of documents mismatched with the 

query. A ranking system, using vector algebra, assesses the 

probability of the content of documents matching the content 

of the query, and on this basis the ranking of the found 

documents is created. In this approach, for example, the 

Vector Space Model, Probabilistic Model or Interface 

Network Model are used [34]. 

One of the methods used in the shallow analysis of text 

documents is machine learning [33]. Under this method there 

are used, among other things, the naive Bayesian classifiers 

[12] and support vector machines [21]. In these approaches 

an analysis is made of the prevalence of individual words 

(terms) in the documents concerned. For example, in work 

[42] with the use of support vector machines it was 

determined, that the product attribute is considered part of 

the text, whereas in work [43] polarity of the opinion was 

expressed during the passage of the text. 

Another method of both deep and shallow analysis of text 

documents is the use of rules, on the basis of which 

identification (annotation) of pieces of text for a specific 

topic is performed. Such rules are based on templates, taking 

into account the relationship between words and semantic 

classes of words [37]. The basis for the generation of rules 

can be automatic or manual analysis of the annotated corpus 

[31]. An analysis of documents by using rules rely on 

identifying the importance of text fragments in accordance 

with the principles enshrined in the rule. In certain cases it 

can be thought of as assigning the document to the category. 

The analysis of text documents with the use of the rules has 

been used, among others, to the extraction of spatial 

relationship [45], identification of the requirements for the 

IT projects, expressed on Internet forums [41] or extraction 

of information from real estate ads [33]. In turn, the article [1 

shows the characteristics of the project Semantic Monitoring 

of Cyberspace, that uses rules analysis in order to search 

cyberspace offers regarding illicit trafficking in drugs. 

The text files are often represented in databases with key 

words contained in the document (symbolical representation 

of knowledge). However, such representation makes it 

difficult to compare documents, especially when it comes to 

measuring distance between documents - distance meaning 

similarity between the documents. Increasingly semantics 

nets are used to represent text documents, for example the 

topic maps. In work [11] it was found that the topic map 

allows to record information ontology and data taxonomy, 

structured semantically and at the same time it allows for 

knowledge mapping (both structured and unstructured) on a 

wide variety of hierarchical dependencies that exist between 

economic concepts and semantics (the concept of this type 

include, among others, to text documents in the field of 

management and economics). 

However to match fully the needs of decision makers, a 

decision structure must consist of the level of certainty 

because the economic decision most are taken in terms of 

risk or uncertainty. Nowadays such structures [36] and 

consensus algorithms as regards these decisions, are 

elaborated [23, 47, 50].   
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Thus it is possible to determine a certainty level of 

semantic relations between nodes (topics). In case of the 

economic knowledge it is very important issue, because the 

decisions making on the basis of this knowledge is 

performed usually takes place under risk and uncertainty 

conditions. 

III. AUTOMATIC SUMMARIZATION IN THE CIMIS 

The CIMIS is dedicated mainly for the middle and large 

manufacturing enterprises operating on the Polish market 

(because the user language, at the moment, is Polish 

language). This does not preclude the implementation of 

other language text documents processing in the CIMIS. The 

process of analysis of text documents highly depends on the 

language. In addition, it is more difficult in case Polish 

language than, for example, in case English or German due 

to the greater complexity of Polish grammar [32]. 

The Learning Intelligent Distribution Agent (LIDA) 

architecture is used in CIMIS construction [8], [13]. In the 

construction of a LIDA agent mixed-used symbolically-

connexionistic organization of memory is used in an attempt 

to ground the meaning of all symbols. It is necessary to 

properly process the unstructured knowledge, recorded 

mostly using natural language, such as customer's opinion 

about products. Grounding is meant as these cognitive 

processes, which are responsible for establishing and 

maintaining a connection between the language and the 

corresponding objects in the world [22]. The LIDA consists 

of the following modules [13]: 

 Sensory Memory 

 Perceptual-Associative Memory, 

 Workspace, 

 Transient Episodic Memory, 

 Declarative Memory, 

 Attentional Codelets, 

 Global Workspace, 

 Procedural Memory, 

 Action Selection, 

 Sensory-Motor Memory. 

In the LIDA architecture it was adopted that the majority of 

basic operations are performed by the so-called codelets, 

namely specialized, mobile programs processing information 

in the model of global workspace. 

In 2011, the CCRG group released the Framework LIDA, 

which allowed the use of this architecture by a wider circle 

of users. Framework LIDA is a software underlying the 

implementation of the cognitive agents. The Framework 

contains the object class (implemented in JAVA), 

performing operation in the field of agent architecture 

(definition and methods of handling all types of memory, 

communication protocols, methods for making reservation 

by the agent operations on real-world objects, such as 

searching for and identifying the objects, specify 

characteristics of objects, specifying associations between 

objects). The programmer's task is to fill in tools provided by 

the framework LIDA (write a program code) about aspects 

related to the specific domain of the problem - for example 

related to economics, management. 

The CIMIS consist of following sub-systems: fixed assets, 

logistics, manufacturing management, human resources 

management, financial and accounting, controlling, CRM, 

business intelligence. These sub-systems are described in 

detail in [16].  In this paper we focus on summarization 

module, which is a part of CRM sub-system (Fig 2.). The 

module consist of following groups of agents: 

 document retrieval, 

 information extraction, 

 text analysis, 

 summaries generating. 

Document retrieval agents search and retrieve, from the 

internet sources the documents according to users’ needs 
(consistent with the query retrieval ) and save full content of 

these documents in a database. Retrieving the documents is 

carried out by codelets operating in an agent environment. In 

order to achieve a higher level of retrieval effectiveness each 

agent running on the basis of different document searching 

engines, for example: 

 Java Searching Engine,  

 Microsoft BING API, 

 Custom Search API, 

The documents from the top of its list are stored in 

database. The number of stored documents is given in the 

form of a parameter in the agent configuration file (e.g. 10, 

20, 50 documents). The format of retrieved documents is not 

limited (e.g. Pdf, PS, doc, html, xml), while in the database, 

each document is stored as text, except that html document is 

saved along with markers. 

The role of information extraction agents is to identify 

essential information in text documents. For example, if 

opinions of mobile telephone users are to be analyzed, only 

those pieces of texts which contain opinions (advertisements 

are to be omitted) need to be extracted from text documents 

(saved in a database by documents searching agents). Each 

agent uses a different method of extracting information, for 

example: 

 determining tags of beginnings and ends of essential 

fragments of texts in a document - the method is 

mainly used in case of files saved in html/xml format 

(for example, the series of characters ""/><p>" is 

treated as the beginning of an opinion whereas the 

series of characters "</p>" is treated as an end of an 

opinion (the characters are determined on the basis of 

a learning set of text documents);   

 identifying essential fragments of texts on the basis of 

sets of key words or rules - the method is used in case 

of any document formats (for example an opinion 

about a phone may be identified on the basis of such 
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key words as "make", "model", "recommended/not 

recommended"),  

 

 

 identification of essential fragments of texts using 

documents representations in the form of a semantic 

network - semantic networks are created on the basis 

of a learning set, the networks serve as patterns 

representing particular classes of information (for 

example a semantic network representing a client's 

opinion on a given mobile phone), whereas in the 

process of IE a text document is saved also in the 

form of a semantic network, and then a cognitive 

agent searches for a given pattern in a semantic 

network representing a text document (the degree of 

similarity is defines as a parameter). This method 

allows for including a context of extracted 

information. 

The results of the agents’ running are stored in the text 

database. 

The environment in which text analysis agents operate 

constitutes a set of text documents containing information 

which is the result of operation of agents extracting 

information (for example opinions of customers about 

mobile phones) located in a database of a system. Text 

analysis is performed in the following way:  

1. A semantic network containing terms and connections 

between them is created in the perceptive memory on the 

basis of a learning set (for example a set of opinions about 

mobile phones). The perceptive memory stores also 

synonyms and different variations of words (thesaurus). In 

the perceptive memory of LIDA agents terms are represented 

by means of nodes, whereas connections are represented by 

means of links.  

2. Individual text documents are added one by one into the 

sensory memory.  

3. Opinions are analyzed by codelets, i.e. programs which 

search through texts according to certain criteria specified by 

means of configuration parameters. Values of the parameters 

may be indicated by users (parameters are saved in xml file 

structure and used in the program code of codelets). Codelets 

have been divided into two groups:  

1) Codelets performing shallow analysis of texts. In the 

frame of this group the following codelets are running: 

• tokenization,  

• morphological analysis,  

• removing the ambiguity,  

• recognition of proper names, replacing pronouns,  

• the distribution of complex sentences to the simple 

sentences,  

2) Codelets performing in-depth analysis of texts. These 

codelets, by using thesaurus and results of shallow analysis 

codelets’ operation, search for all possible interpretations 
and grammatical relations present in an analyzed document, 

represented in the form of a semantic network (“slipnet”) in 
the perceptive memory of an agent. Results of documents’ 
analysis, represented also in the form of a semantic network, 

are saved in a database.  

Fig 2. The functional architecture of 

automatic summarization module. 
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4. The next step consists of passing the situation model to 

the global working memory, and from the procedural 

memory the following patterns of action are automatically 

selected: “saving results of opinions analysis into a database” 
(noSQL database – analysis of results – semantic network – 

are saved in XML format) and “entering another document 
into the sensory memory”.  

The environment in which summary generating agents 

operate, on the other hand, consists of a set of text 

documents represented in the form of a semantic network 

constituting the result of operations of agents analyzing 

documents. Summary generating agents function in a way 

similar to documents analysis agents, however, codelets 

perform tasks connected with summarizing and they are 

divided into the following groups:  

1. Codelets of text level units – responsible for analyzing 

relations between fragments of a semantic network, e.g.: 

probability, proximity in a text, common references, 

language ties (taken from a thesaurus for example), syntactic 

and semantic relations. Results of analyses are saved in the 

form of a semantic network with levels of nodes and links 

activation reflecting the degree of similarity and relations.  

2. Discourse level codelets – responsible for performing 

analysis in the course of which the format of a whole 

document is taken into account, its rhetoric structure and 

issues touched upon in the document. The codelets use the 

method of creating semantic graphs and their subgraphs 

(graphs and subgraphs are also created in the form of a 

semantic network “slipnet”) using mechanisms of vectors 
facilitating the learning process. Levels of activating links in 

a graph depend on the level of the meaning of a given 

sentence (or phrase) in an analyzed text.  

Next, the situation model is transferred to the global 

workspace, and from the procedural memory, the following 

patterns of action are automatically selected: “saving results 

of opinions analysis in a database”, “generating summaries in 

a natural language” (a summary in the form of a text in a 
natural language, which can be presented to a user, is created 

on the basis of a summary in the form of a semantic network) 

and “entering another document into the sensory memory”.  
The integration of summaries is performing by consensus 

agent. This agent determines a summary presented to user 

(users). The use of consensus methods [17], [26], [29], 

instead, allows for the integration of summaries. The general 

meaning of the term consensus refers to an agreement. A 

consensus of a certain set (profile) of text documents may 

constitute a new document (hypothetical one) created on the 

basis of documents contained in the profile [48, 49].  

Deriving consensus consists of three basic stages. In the 

first stage, one needs to determine a method of text 

documents representation. In this paper it has been assumed 

that the documents are represented in the semantic net. The 

next step requires defining the function of calculating 

distance between individual variants. The third stage 

involves developing consensus deriving algorithms, i.e. 

determining a representation of a set of documents (profile)  

where the distance between the representation (consensus) 

and individual documents of the profile is minimal 

(according to various criteria). If, for example, the different 

summaries of the documents describing the given 

phenomenon have been generated by cognitive agents, then 

using the consensus methods, on the basis of this summaries, 

the one variant of summary can be generated and presented 

to the user. This variant does not need to be one of the 

summaries generated by the cognitive agents. It can be a new 

variant determined on the basis of these summaries. Thus, all 

the summaries on a given phenomenon can be taken into 

account. Such a solution allows, among other, for shortening 

the time of determining the target summary (the user does 

not need to analyze the individual summaries and reflect on 

their choice - multi-agent system performs these steps 

automatically for user) and for decreasing the risk related to 

the choice of the worst summary (because all the summaries 

are taken into account in the consensus). As a result, the 

business processes within an organization can be 

implemented more quickly and efficiently. 

IV. FUNCTIONALITY OF SUMMARIES GENERATING AGENT –
THE CASE STUDY 

In the frame of this case study the Polish language text 

documents will be taken into consideration.  

The functioning of the module generating summaries of 

text documents will be presented on the example of experts’ 
opinions present in the Internet. A document-searching agent 

has received a task to find in the Internet documents whose 

content matches the following question: “In what stocks to 

invest during the uncertainty on the market?”  For further 
investigation, one of the opinions obtained by an 

information-extracting agent was selected (the method of 

information extraction by determining beginning and end 

characters or marks of essential pieces of text in a document 

was used – see section III). The text of the opinion looks as 

follows: (sentences/phrases) of the opinion have been 

numbered by authors in order to simplify further analysis):  

“(1) The market is in the period of uncertainty (2) 

therefore investments are to be made into companies 

representing the defensive branches. (3) Among them, we 

can first of all mention telecommunication companies stocks, 

(4) as well as those which are related to  public utility. (5) 

We are talking here about for example energy, (6) or all 

other companies which make investments using public 

money. (7) They are the least affected by changes in the 

economic situation (8). Many companies conduct different 

types of promotion actions aimed at making people invest in 

them. (9) However, one should not fall for that. (10) One 

should not invest in retail sector companies as their prices 

change greatly during a fluctuation on the financial 

market”.    

 On the basis of a learning set, a semantic network 

containing terms and connections between them related to 
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the investment topic, as well as a thesaurus for the terms 

were saved in the perceptive memory of a text analysis 

agent
1
. Next, a sample opinion was entered into the sensory 

memory of the agent, and a shallow analysis of the text was 

performed. As a result of the analysis, for example words 

“invest”, “investments” were changed into “investment”, and 
the phrase “changes in the economic situation” were changed 
into “fluctuation” (tokenization). Complex sentences were 

also broken into simple sentences (for example the sentence: 

“The market is in the period of uncertainty therefore 

investments are to be made into companies representing the 

defensive branches.” was broken into two sentences: “The 

market is in the period of uncertainty” and “therefore 

investments are to be made into companies representing the 

defensive branches). In the next step, codelets performing in-

depth analysis of the text (see item 3) saved an opinion in the 

semantic form. Figure 4 on the other hand shows 

representation of the following sentence: “especially during 
of uncertainty on the market”. 

 

Fig. 3. A section of the network which relates to the following 

sentence: “especially during of uncertainty on the market” 

Figure 4 presents a section of the network which relates to 

the following sentence: “Investments are to be made into 
companies representing defensive branches”. 

 

Fig 4. A section of the network which relates to the following sentence: 

“Investments are to be made into companies representing defensive 

branches” 

It can be observed that the network has been enriched with 

the meaning of words “shares” and “companies”. It has been 
stated that they refer to “securities”.  

The sentence: “Many companies conduct different types 
of promotion campaigns aimed at making people invest in 

them” (it is a dependent sentence so it has not been divided 

into two sentences) is represented in a way shown in figure 

5. One may notice that the network has been enriched with 

the meaning of the phrase “promotion actions” – it has been 

specified that these are “actions”/”campaigns”. The 

                                                           
1 The way for text analysis by cognitive agent is broader described in the 

paper [6]. 

remaining sentences or sentences of the opinions are 

represented in a similar way.   

 

 

Fig. 5. A section of the network which relates to the following 

sentence: Many companies conduct different types of promotion 

actions aimed at making people invest in them”. 
Next, the opinion, in the form of a semantic network, is 

sent to the sensory memory of a summary-generating agent. 

Discourse level codelets generate a semantic graph (figure 6) 

whose nodes refer to individual sentences of an opinion (the 

number of sentences is specified after breaking dependent 

sentences into simple sentences – in case of the particular 

opinion, there are 10 sentences). This graph corresponds to 

the opinion in Polish (see an Appendix). The nodes of the 

graph have been joined using links whose activation levels 

are directly proportional to the number of words common for 

the investigated sentences (activation level is defined in the 

following way: the longest sentence in a particular opinion 

consists of 10 words (excluding linkers) and the activation 

level is defined within the range [0..1], so in case of each 

common word the level of activation increases by 0,1.) 
2
.  

 

Fig 6. The semantic graph representing the considered opinion. 

The most meaningful sentences are marked by nodes 

which have the highest total number of activation links 

which come out of them. The sentences should be included 

in a summary. Taking into account the presented semantic 

graph, these are the following sentences: “Sentence 2” (total 

                                                           
2 The longest sentence in the present opinion is 10 words (not including 

conjunctions) and the level of activation is defined in the interval [0..1], 

therefore, corresponds to one common expression on the activation level 

rise of 0.1. 
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of links activation levels: 0.9), “Sentence 6” (total of links 

activation levels: 0,5), and one of the sentence: “Sentence 

10” (the sentences have the total of links activation levels: 

1.0). 

Apart from discourse level codelets (analyzing semantic 

graph) there are also text units level codelets. They enable 

finding sentences of different semantics despite comprising 

similar vocabulary. “Sentence 2” and “Sentence 8” serve as 
examples. The semantic graph suggests that it is enough to 

use just one of the sentences, however, after analysis 

performed by text units level codelets, it appears that 

“Sentence 2” (“Investments are to be made into companies 

representing the defensive branches”) refers to investing into 

shares, whereas “Sentence 8” (“Many companies conduct 
different types of promotion actions aimed at making people 

invest in them”) refers to taking action by companies (in 

Polish the words “shares” and “actions” are the same, i.e. 
“akcje” – see the Appendix) . Discourse level codelets mark 

sentences which shall be used in a summary by setting the 

level of activation of nodes for these sentences at the value 1 

(value 0 for nodes representing sentences which shall not be 

placed in a summary).  

Consequently, as a result of summary generating agent’s 
operation the following text of a summary of considered 

opinion has been defined:  

“During fluctuation on the financial market, investments 

are to be made into companies, representing the defensive 

branches, or all other companies which make investments 

using public money. One should not invest in retail sector 

companies”. 
It needs to be stressed that using representations of 

knowledge of a cognitive agent in the form of a semantic 

network “slipnet” enables taking into account a greater 

number of criteria which determine which sentences (or 

phrases) are to be included in a summary. For example, one 

can specify if more important are sentences whose nodes 

have a smaller number of links but whose levels of links 

activation are high (the sentence is “strongly” connected with 
other sentences, however the sentences refer to a small 

fragment of a summarized text), or whether more important 

are sentences whose nodes have a very high number of links 

of low activation level (the sentence is poorly connected with 

other sentences, however the sentences refer to a large 

fragment of a summarized text). Additionally, a cognitive 

agent, on the basis of an obtained summary, is capable of 

taking automatic decisions (on behalf of a user – investor) 

concerning abandoning investments in equities or starting 

investments in, for example gold. An agent will 

automatically sell equities (if an investor has been investing 

on a given market) and buy a  gold. 

On the basis of results of the preliminary research 

experiment performed by using 30 text documents, it has 

been state, that  in about 70% cases the automatic generated 

summaries were very similar to summaries generating by 

users.  

However, the main limitations of presented proposal are 

as follows: 

 the results of text document analysis are not 

always properly, therefore a summaries generated 

on the basis of these results are also not always 

correct, 

 in many cases, complex sentences weren’t broken 

into simple sentences, 

 there are also summaries which consist of not 

correct generated text (linguistic error). 

V. CONCLUSION 

The paper has demonstrated the development of a model 

of generating summaries of text documents containing 

mainly economic knowledge, represented by means of the 

semantic network “slipnet” (containing, apart from arch 
nodes, also levels of their activation). This sort of 

representation enables processing symbolically represented 

knowledge as well as numerically represented knowledge. It 

is possible then to define the level of probability or strength 

of semantic connections between terms, sentences, or 

phrases. Thanks to that, the cognitive agent takes into 

consideration user’s criteria which generated summaries 
should satisfy. Using cognitive agents in the devised model 

also enables taking automatic decisions and performing 

actions (on the basis of knowledge acquired in the process of 

summarizing documents).  

Proper summarization of text documents is of great 

significance, particularly in integrated management 

information system design to support decision-making 

processes. Their functionality has a direct effect on user 

decisions and – ultimately – affects the organization as a 

whole. 

Further research works will concern, inter alia, the 

developing, by using a fuzzy logic, a method for determining 

the activation level of nodes depending on the context of the 

sentence (or expressions).  

APPENDIX 

 

The considered opinion in Polish is as follows: 

„(1) Rynek znajduje się w okresie niepewności, (2) więc 
należy inwestować w spółki reprezentujące tzw. branże 
defensywne. (3) Wśród nich można wymienić przede 
wszystkim akcje spółek telekomunikacyjnych, (4) a także 
tych, które mają związek z użytecznością publiczną. (5) 
Chodzi tu np. o energetykę. (6) lub wszystkie inne spółki, 
które wykonują inwestycje z pieniędzy publicznych (7) W 
małym stopniu są one narażone na zmiany koniunktury (8) 
Wiele spółek przeprowadza różnego rodzaju akcje 
promocyjne aby w nie inwestować. (9) Nie należy im jednak 
ulegać (10) Nie należy inwestować w spółki działające w 
handlu detalicznym gdyż ich cena ulega dużym zmianom w 
okresie fluktuacji na rynku papierów wartościowych”.  
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Abstract—A  term  of  transaction  which  has  its  origin  in

database processing, representing a set of operations that must

be performed all or none of them. The notion of transaction is

also used in some business process modeling approaches such as

the  DEMO  (Design  &  Engineering  Methodology  for

Organizations)  and  the  REA  (resource-event-agent)  value

modeling  approach.  The  DEMO’s  transaction  forms a  basic

building block from which a business process is composed. The

REA value modeling approach utilizes transactions in an REA

model  representing  a  business  process.  In  general,  both

methodologies  utilize  the  notion  of  transaction,  which  has,

however, a different meaning in these approaches. The aim of

the paper is to describe the basic models of both approaches and

to show, with the ‘rent-a-car’ example, the principal differences

between the notions of  transaction between them. The paper

also  reflects  on  possible  mutual  collaboration  between  both

approaches.

I. INTRODUCTION

USINESS  process  modeling  unquestionably  belongs  to

software development process. It  usually directly influences

the database solution of the problem domain. Most of the business

process  modeling  methodologies  simply  originated  form  ‘best

practice’ without a vigorous theory from which the methodology is

derived, see [9].  They mostly focus on production actions, which

are usually described as an event that happens instantaneously or

over a period of time. Generally, the most recommended notation

of business processes is an UML activity diagram with swim lines,

see [8]. Each swim line represents a human being, more precisely

an actor  role.  Human beings are an inseparable  part  of business

process  modeling.  However,  the  absence  of  a  vigorous  theory

means  that  business  process  modeling  approaches  suffer  from

various incompleteness.

B

DEMO methodology stems from Enterprise Ontology [3] which

represents a generic approach to business process modeling.  The

benefit of this methodology is that it perfectly identifies principal

transactions  that  create  the  business  process  including  human

beings.  It  also  provides  necessary abstractions  that  enable  us  to

obtain the essence of the modeling reality. On the other hand, this

methodology  is  designed  to  be  generic,  which  means  that  it

registers  production  activities  and  is  aware of  them but  without

affecting them.

The other ontology which is at the core of our interest is REA

ontology,  see  [1].  Its  name  is  derived  from  three  fundamental

concepts,  namely:  Resources,  Events and  Agents.  This  modeling

approach originated from accountancy systems but was developed



into a fully-fledged tool for business process modeling. Economic

resources  are  things  of  economic  value  that  have  utility  for

economic agents and for that reason they are planned, monitored,

and controlled.  Examples of economic resources are money,  raw

materials, labor, tools, products, and services. Economic events are

activities within an enterprise that represent either an increment or

a decrement in the value of economic resources. Some economic

events occur instantaneously, some occur over time. Examples of

economic events are sales of goods, rentals, and provision and use

of services. Economic agents are individuals or organizations that

participate  in  the  control  and  execution  of  economic  events.

Examples of economic agents are customers, vendors, employees

and enterprises. The structure of the paper is as follows: Section

Two describes the main features of the DEMO methodology that

are further utilized. The REA value modeling approach is clarified

in  Section  Three.  After  a  narrative  description  of  the  example,

Section Four states the DEMO and REA solution to the example.

Section  Five  discusses  both  approaches  and  Section  Six

summarizes the results achieved.

II. DEMO METHODOLOGY

According to  DEMO methodology [3],  [4]  an organization  is

composed of people (social individuals) that perform two kinds of

acts,  production acts  and  coordination acts.  By  performing

production  acts,  people  fulfill  the  aims  of  the  organization.  A

production act can be either material or immaterial. By a material

production act we mean a tangible act such as a manufacturing or

transportation act. By an immaterial act we mean an intangible act

such  as  the  approval  of  an  insurance  claim  or  delivery  of  a

judgment.  By performing  coordination  acts  human  beings  enter

into and comply with commitments. They initiate and coordinate

production  acts.  Abstracting  from  the  particular  subject  that

performs the action, the notion of the  actor role is introduced. A

subject in his/her fulfillment of an actor role is called an actor. 
The  result  of  successfully  performing  a  production  act  is  a

production fact. An example of a production fact may be that the

payment  has  been  paid  or  an  offered  service  was  accepted.  All

realization issues are fully abstracted.  Only the facts as such are

relevant,  not  how they  are  achieved.  The  result  of  successfully

performing a coordination act is a coordination fact. Examples of

coordination acts are requesting and promising a production fact.

The diagram in Fig.  1  shows the standard  transaction  pattern

(transaction).  It  contains  two  actor  roles,  the  initiator  and  the

executor and coordination and production acts between them. Each

transaction  starts  with  a  request coordination  act  made  by  the

initiator. In response to the request, the executor performs either a

promise or  decline coordination act. In short, a  decline means the
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end  of  a  transaction.  The  promise goes  on  in  a  production act

which results in a production fact. The production fact is stated to

the  initiator  who  can  either  accept it  or  reject it.  The  standard

transaction  pattern  can  be  extended  to  the  complete  transaction

pattern.  In  this  case,  the  transaction  pattern  also  contains  four

cancellation patterns that enable revoking of an act and completely

model  real  conditions.  For  the  purpose  of  the  paper,  only  the

transaction  pattern  will  be  used.  The  transaction  itself  can  be

expressed in a more condensed way, see Fig. 2. 

The diagram in Fig. 2 shows the relation between the initiator

(the relation is indicated by the plain line) and the executor (the

relation  is  indicated  by  the  dot  at  the  executor).  The  DEMO

methodology provides four mutually integrated aspect models. In

this paper, only the Construction Model is used. The commission

of  the  Construction  Model  is  to  identify  actor  roles  and

transactions.  The  task  of  the  Process  Model  is  to  show  how

transactions  are  causally  and  conditionally  related.  The

Construction Model has a crucial position in comparison with the

REA model. The basic unit for declaring business processes is the

notion  of  transaction.  Transaction  represents  the  basic  building

block between two social subjects. Apart from the basic states of

request,  promise,  production,  state and accept it also contains the

other states that address erroneous states such as decline and refuse

and the states which come from cancellation. Business process in

DEMO methodology is defined as a set of enclosing transactions

with a definite result (fact). 

III. REA VALUE MODELING APPROACH

The main benefits of the REA approach are being able to keep

track  of  primary  and  raw data  about  economic  resources.  This

explains why the REA approach offers a wider, more precise, and

more up-to-date range of reports. All accounting artifacts such as

debit,  credit,  journals,  ledgers,  receivables,  and account  balances

are derived from data  describing exchange and conversion  REA

processes.  All  reports  based  on  accounting  artifacts  are  always

consistent, because they are derived from the same data by [6]. For

example,  data  describing  a  sale  event  is  used  in  warehouse

management,  payroll,  distribution,  finance  and  other  application

areas,  without  transformations  or  adjustments.

REA ontology also benefits from the presence of a semantic and

application independent data model, an object oriented perspective,

and abstraction from technical and implementation details. These

features  enable  the  possibility  of  calculating  the  value  of  the

enterprise’s resources on demand, as opposed to calculation at pre-

determined intervals. 
Apart  from  keeping  track  of  the  past  and  current  economic

events,  an REA model  has the capability of modeling economic

events that will occur in the future. However, the principal feature

of REA ontology that originates from accountancy systems is that it

explicitly distinguishes between past and current events and events

performed  in  the  future.  And  thus  for  events  that  occur  in  the

future, REA introduces a new entity called a commitment entity.

For  this  reason,  the  utilization  of  a  commitment  entity  is  not

obligatory but depends only on the specific modeling context. That

is, if the model does not address ‘future events’ there is no need for

modeling a commitment entity. In addition, in many cases, only the

data concerning real production, which means data about economic

events and directly related entities (economic resources, economic

agents), are utilized for further processing. The operational level is

the part of the REA model which deals with the past and current

events. The policy level is the upper part of the REA model which

addresses the future events for which the commitment entity and

contract entity are necessary. Although the operational level of the

REA model can exist independently, the policy level of the REA

model  can exist  only when mutually bound with  the operational

level. An REA model is illustrated in Fig. 3.

The  commitment  entity  addresses  the  issue  of  modeling

promises  of  the  future  economic  events  and  the  issue  of  the

resources  reservation,  see  [5].  Commitment  entities  and  their

relationships with other  entities are shown in Fig.  3.  This figure

shows that the commitment entity copies the structure of the event

entity to a considerable extent, by which we mean the existence of

an increment and decrement commitment and exchange reciprocity

relationship.The relationship of committed provide and committed

receive means  that  some  level  of  agreement  about  the  future

exchange  must  be  achieved  between  economic  agents.  The

exchange  reciprocity relationship  between  the  increment  and

decrement commitments identifies which resources are promised to

be exchanged  for which others.  The reciprocity relationship is a

relation of many-to-many (1..*, 1..*), see [6]. 

Fig. 1 DEMO transaction – standard pattern  Source: [3]

Fig. 2 Transaction in the Construction Model  Source: [3]
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Each  commitment  is  related  to  an  economic  resource  by  a

reservation relationship,  which specifies which resources will  be

needed  or  expected  by future  economic  events.  The  reservation

relationship  between  the  resource  and  commitment  entities

represents the obligation of economic agents to provide or receive

rights to economic resources in exchange processes and represents

scheduled usage, consumption or production of economic resources

in conversion processes. 

In  its  basic  form,  an  REA  transaction  is  represented  by  an

economic  event,  an  economic  resource  and  a  pair  of  economic

agents. The economic event represents an event that happens or has

happened in the past. REA transactions are related to each other by

a duality relationship which is located at the operational level. In

order to model future economic events, an REA model has to be

extended  with  the  policy level.  This  level  contains  commitment

entities,  contract  entities  and  resource  type  entities.  In  short,  a

resource type entity represents a category item whereas a resource

entity represents a physical item.

IV. RENT-A-CAR EXAMPLE

This practical and probably familiar example can elucidate the

differences and common issues of both methodologies. The Rent-a-

car example covers both current and future events and it is not too

complex to comprehend. To introduce the problem a short narrative

description follows. Rent-a-car is a service which is provided either

to walk-in customers or customers who make a rental reservation

by telephone, fax or email. A car may be rented on the same day or

may be reserved for a specific term in the future after a contract

between an employee of the rental  company and a customer has

been signed. The company which rents out cars has many branches

around  the  country.  So  the  rented  car  may  be  picked  up  and

dropped  of  at  different  branches.  The  rental  payment  depends

directly on the number of days of rental and kind of car rented. The

signed contrast states, among other things, the period of the rental

and the name of the branch where the car will be dropped off. If the

period of rental or/and the drop off branch do not coincide with the

conditions  in  the  signed  contract,  the  customer  is  liable  for  a

penalty payment.  The  contracted  payment  must  be  made  by the

starting day of the rental at the latest. Additional penalty payments

must be made at the drop off point. 

DEMO Solution

This solution comprises the Construction model as it is fully in

compliance with the necessity of both approaches comparison. The

Construction  model  requires  identification  of  the  actor  roles,

transaction kinds and product kinds. In terms of actor roles there is

an  actor  role  CA0  who  represents  an  employee  of  the  rental

company. The Construction model is illustrated in Fig. 4.

Fig. 3 REA model of an exchange process  Source: adapted from [6]

Fig. 4 Demo Construction model  Source: [4]
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The other actor roles represent a renter and a driver respectively.

Utilizing  the  actor  role  principle  provides  a  more  accurate

modeling perspective because a human being can have more than

one actor role and one actor role can be represented by different

human beings.As it is not a complex example, it is not difficult to

identify essential  transactions.  The  first  transaction  T01  -  rental

contracting  covers  signing  a  contract  to  rent  a  car.  The  next

transaction  T02  –  rental  payment  must  be  promised  before  the

contract  is signed and this  must be done by the first  day of the

rental at the latest. The car pick-up transaction (T03) includes the

promise  of  the  rental  company employee  regarding  the  starting

conditions of the rental. The other part of this transaction covers

the  pick  up  of  the  car.  The  car  drop-off  transaction  (T04)  is

composed of two parts. In the first part the customer promises to

observe the conditions specified in the contract. The second part of

the transaction represents the actual drop-off the car at a branch of

the rental company. The penalty payment transaction (T05) is an

optional  transaction  which  is  executed  if  the  driver  exceeds

conditions agreed in the contract.

 Going more carefully through the transactions it  can observe

that coordination steps (act & fact) enable mutual interconnecting

(enclosing) of the transactions.  The rental contracting transaction

(T01)  includes  entering  into  and  complying  with  a  mutual

commitment  regarding  the  transaction  T03,  the  car  pick-up  and

transaction  T04,  the  car  drop-off.  Both  transactions  involve

detailed specifications about the beginning and end of the rental in

the form of commitments. From the narrative description it is clear

that the T02 rental payment transaction must be committed before

the signing of the rental contract. This is due to the fact that in the

text description the renter has to complete the payment by the first

day of the committed car rental at  the latest.  The renter and the

employee of the branch must also enter into and comply with any

penalty payment to be paid if the period of rental is exceeded or the

car is not returned to the branch where it should be dropped off.

From this  analysis  it  follows that  at  the rental contracting stage

only the T01, rental contracting transaction, is accepted. The rental

payment transaction (T02) must be paid by the starting day of the

rental at the latest. The other transactions are usually promised but

not yet accepted. The T03 car pick-up transaction is accepted only

on the day that the rental starts. 
As can be seen from the example, DEMO strictly follows actual

conditions and provides great flexibility for a true description of a

modelled reality.  For  example,  in  some cases the rental payment

can be paid at the end of the rental or an advance payment must be

made before the rental.  This ability of DEMO is enabled by the

distinction between the coordination and production acts and fact

in  a transaction.  DEMO methodology is also beneficial  when an

immaterial  product such as a judgement or a schedule is created

within the transaction.

REA Solution

An REA solution can be modelled in two variations. The first

variation  represents  the  operational  level  of  the  REA  model,

whereas the second variation stands for both the operational and

policy levels. The first variation enables the modeling of current

and  past  economic  events,  whereas  the  second  variation  also

enables the modeling of past, current and future events, described

in [2].  Economic events, as a basic part of the REA transactions,

must be identified first. Next, the corresponding economic resource

and economic agents must be found.  Once this has been done, a

duality relationship between economic events must be established.

The REA value modeling approach usually works with at least one

pair of transactions which must be complementary to  each other

(give and take).

The first REA transaction is created by the rent-a-car economic

event, the rent-a-car service economic resource and the renter and

rental car company economic agents. The renter agent receives the

rental service for a given period of time and the rental car company

provides the car.  The second transaction is formed by the rental

payment  economic event,  the money economic resource and the

pair of economic agents, the same as in the first transaction. What

differs is the relationships between the agents and the events.  In

this  case,  the  rental  agent  provides  the  money resource  and  the

rental  car  company  receives  the  money  resource.  The  third

transaction  is  similar  to  the  second  transaction  apart  from  an

additional  event,  which  is  the  penalty payment  economic  event.

These  three  transactions  are  related  to  each  other  by  a  duality

relationship.  This  relationship  allows  us  to  keep  track of  which

resources have been exchanged for which others. 

The  REA  model  illustrated  in  Fig.  6  represents  the  second

variation  of an REA model  which  includes  future  events.  These

events are in  the REA approach represented by the commitment

entities. The contract entity is composed of the commitment entities

and terms.  Under the conditions specified by the terms, a contract

can create additional commitments. Thus, the contract can specify

what should happen if the commitments are not fulfilled. Economic

agents are related to the contract entity by the party relationship. 

Fig. 5 REA model – operational level (first variation) Source: authors
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The structure of the commitment entities corresponds with the

structure of the event entities. The commitment entities are related

to each other by a reciprocal relationship. The practical meaning of

the  reciprocal  relationship  is  that  the  future  events  have  been

promised and that the resources have been reserved for the future

events. The REA solution copies the domain rules. 

V. DISCUSSION

Although, the DEMO transaction and the REA transaction have

similar  formal  meaning  their  semantic  representations  are

significantly different. This is caused by the fact that the DEMO

methodology  represents  a  generic  ontology,  whereas  the  REA

modeling approach stands for a domain-specific ontology. DEMO

methodology  utilizes  a  ‘single’  transaction  as  a  basic  building

block from which a business process is composed. The operation

axiom divides actions into coordination and production actions and

each  action  is  concluded  by  the  result  (fact).  The  DEMO

transaction  model  contains  cancellation  and  revoking  operations

and is far the most suitable for modeling real world. The DEMO

transaction  integrates  past,  current,  and  future  events  into  one

consistent unit. Transactions in a business process are organized in

a tree structure, which is far closer to a domain model than a flat

sequential structure used by other business process methodologies,

including the REA modeling approach. 

Among others, it is the operation axiom that has brought DEMO

far  closer  to  the  world  of  human  beings.  Coordination  actions

enable human beings to enter into and comply with commitments.

A production fact comes into existence after it is accepted by the

corresponding coordination fact. Being a generic ontology, DEMO

knows about real world events with good empirical evidence but it

has limited means to deal with production acts and facts. 

Contrary  to  DEMO  methodology,  the  REA  value  modeling

approach  does  not  distinguish  between  coordination  and

production  activities.  Above  all,  this  modeling  approach  keeps

track  of  the  value  of  economic  resources.  These  resources  can

either be exchanged for other economic resources or be converted

to different economic resources. The REA model, which represents

a business process, is composed of at least two mutually binding

transactions  representing  ‘give’  and  ‘take’  operations  in  an

exchange process, or ‘use’, ‘consume’ or ‘produce’ operations in a

conversion process. In an analogy with the DEMO building block,

the REA building block is a structure that connects  at  least two

semantically bound transactions.  By semantically it  is meant that

the binding transactions are in compliance with economic laws for

the  exchange  or  conversion  of  economic  resources.  Despite  the

benefits  of  the  REA  approach  which  were  summarized  in  the

introductory  section,  there  are  several  drawbacks  which  prevent

this  ontology  from  becoming  more  widespread.  Among  REA

drawbacks is the explicit separation of past and current events and

future  events  [7].  In  the  REA model,  two  separate  very similar

structures exist.  One belongs to the commitment entities and the

other to the event entities. It is said that there is mirroring between

event  and  commitment  structures  [2].  Both  structures  relate  to

agent and resource entities. Despite the fact that the REA approach

explicitly defines a specific contract entity there is still the open

issue of how to create this type of entity which is immaterial  in

character. Another REA weak point is the absence of a clear state

machine declaration. Currently, states are derived from the states of

resources during exchange or conversion processes. 

Fig. 6 REA model (second variation) Source: authors

FRANTISEK HUNKA, ROMAN BELUNEK: TRANSACTION BASED BUSINESS PROCESS MODELING 1401



There is an idea of how both ontologies can be utilized in mu-

tual accordance. DEMO is fully aware of everything that happens

in the real world with high empirical evidence. Utilizing DEMO on

the most  generic  level  would mean having a modeling approach

that covers broad modeling abilities and is closer to human beings.

The REA modeling approach could be exploited to a higher degree

and closely cooperate with the generic level. REA approach would

be utilized due to domain specific  knowledge  and the ability  to

solve its specific production actions. However, this idea would re-

quire  simulating  the  REA model  (its  coordination  part)  by  the

DEMO methodology. The problematic issue relating to this idea is

the  relatively  large  variety  of  the  ‘give’ and  ‘take’ transactions

which are interrelated. In addition, these transactions may be de-

layed in time. 

VI. CONCLUSION

The aim of the paper was to show and with a simple example

demonstrate  the  similarities  and differences  between the  DEMO

and REA concepts of transaction. The stated example illustrates the

DEMO approach, which, with simple transactions, can model fu-

ture  commitments  and in  this  way contracted  actions.  The  REA

value modeling approach that distinguishes between past, current

and future events, and uses an explicitly defined contract entity for

this  reason.  A contract  entity  contains  related  commitments  and

commitments  that  would  be  instantiated  in  exceptional  circum-

stances. The paper also considered the idea of mutual collaboration

of these different approaches of business process modeling. 
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Abstract — The aim of our study was to provide a contribution 

to the research field of critical success factors (CSFs) with a 

focus on SCM system implementations. Therefore, we conducted 

a systematic literature review in order to identify CSFs for those 

projects. On the basis of that review, we conducted interviews 

within German large-scale enterprises and with consultants 

experienced with SCM system implementations. As a result, we 

showed that all the factors found in the literature also affected 

the success of SCM projects in the studied companies. 

Additionally, we were able to identify six further CSFs with the 

interview study. However, within those SCM projects, 

technological factors gained more importance compared to those 

factors which influence the success of ERP projects the most. For 

SCM projects, factors like Data migration, as well as SCM system 

tests, are even more important than Top management support or 

Project management, which are the most important factors for 

ERP projects. 

 

I. INTRODUCTION 

oday’s enterprises are faced with the globalization of 
markets and rapid changes in the economy. In order to 

cope with these conditions, the use of technology, as well as 
information and communication systems, is almost 
mandatory. Specifically, the adoption of enterprise resource 
planning (ERP) systems as standardized systems that 
encompass the activities of an entire enterprise has become 
an important factor for today’s businesses. The demand for 
ERP applications has increased for several reasons, 
including competitive pressure to become low-cost 
producers, expectations of revenue growth, and the desire to 
re-engineer businesses to respond to market challenges. A 
properly selected and implemented ERP system offers 
several benefits, such as considerable reductions in 
inventory costs, raw material costs, lead time for customers, 
production time, and production costs [1]-[4]. Therefore, the 
majority of enterprises around the world use ERP systems.  

However, using ERP systems to optimize “the inside 
conditions” of an enterprise still may not be sufficient to be 
competitive in today’s business environment. In the last 
decade and continuing through today, the logistics of an 
enterprise are strongly influenced by changing business 

conditions. These conditions have changed dramatically in 
recent years — e.g., customers expect that companies will 
respond quickly to their needs and wishes and that these 
companies will also be very flexible. In addition, the 
customers more frequently are requiring widely different 
product variants. In addition to this required variety, there is 
also a trend towards increasing collaboration with a variety 
of suppliers and the inclusion of a wide variety of 
distribution channels, mostly on an international level, 
caused by increasing globalization. To cope with these 
requirements, the optimization of enterprises and their 
processes has to extend beyond the companies’ borders; 
therefore, information systems have to be able to cross these 
borders, too. Here, the focus lies on optimal planning, 
management and control of the material, and information 
flow across the entire value chain [5]. Confronted with these 
issues, ERP systems are often reaching their functional 
limits. 

One approach to dealing with the needs for joint planning 
of production and logistics activities across enterprise 
borders is the supply chain management (SCM) concept. To 
provide the needed relevant information for adequate 
planning and calculations and to support the exchange of 
information between supply chain partners, information 
systems are essential components within the SCM concept 
[6]-[8]. As supply chain-wide information systems, SCM 
systems are becoming increasingly important for enterprises. 
The increasing importance of SCM systems is also 
emphasized by the fact that many companies have already 
implemented such systems, or at least plan to implement 
these systems in the near future. Therefore, the use of and 
the need for adequate SCM systems has increased in recent 
years [9]. 

However, the implementation of an information system 
(e.g., an ERP system or an SCM system) is a complex and 
time-consuming project during which companies face great 
opportunities, but at the same time also face enormous risks. 
To take advantage of the potential opportunities rather than 
get caught by the risks of these implementation projects, it is 
essential to focus on those factors that support the successful 
implementation of an information system [10], [11]. By 
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being aware of these factors, a company can positively 
influence the success of their implementation project and 
effectively minimize the project’s risks [10]. Recalling these 
so-called critical success factors (CSFs) is of high 
importance whenever a new information system is to be 
adopted and implemented or a running system needs to be 
upgraded or replaced. Errors during the selection, 
implementation, or maintenance of information systems, 
wrong implementation approaches, or systems that do not fit 
the requirements of the enterprise can all cause financial 
disadvantages or disasters, perhaps even leading to 
insolvency. E.g., when considering ERP implementation 
projects, several examples of negative scenarios can be 
found in the literature (e.g., [12], [13]). Here, SCM 
implementation projects can result in an even more complex 
project structure since the companies face not only 
enormous internal challenges but many external challenges 
as well. 

However, literature dealing with SCM projects and their 
critical success factors can only rarely be found, whereas 
CSFs of ERP projects have already been considered in 
numerous scientific publications. Several case studies, 
surveys, and literature reviews on CSFs of ERP projects 
have been conducted by different researchers (e.g., [4], [14]-
[17]).  

Hence, considering the increasing importance of the use 
of SCM systems, the aim of our study was to focus on the 
implementation of SCM systems, focusing in particular on 
the differences in CSFs of ERP projects and SCM system 
implementations. Therefore, we conducted a systematic 
literature review in order to identify CSFs for SCM projects 
and to update the existing reviews of CSFs. On the basis of 
the CSFs we identified, we conducted multiple interviews 
within German enterprises which have already implemented 
an SCM system, as well as with consultants from SCM 
manufacturers with specific experience in SCM projects, in 
order to obtain insights into the similarities and differences 
among CSFs for SCM system implementations. Overall, our 
study was driven by the following research questions: 

 
Q1:  What are the critical success factors of SCM system 

implementations? 
Q2:  What similarities and differences exist between 

critical success factors for ERP implementation projects and 
SCM implementation projects? 

 
Therefore, the paper is structured as follows. The next 

section deals with the results of our literature review. We 
will point out which factors are most important and which 
factors seem to have little influence on the success of an 
SCM implementation project. Next, our data collection 
methodology is described before the results of the interviews 
are presented and discussed and the research questions are 
answered. Finally, the paper concludes with a summary of 
the results and discusses the limitations of our study.  

II. LITERATURE REVIEW OF CRITICAL SUCCESS FACTORS FOR 

SCM PROJECTS 

A critical success factor is defined according to [15] as 
any condition or element that is seen as necessary in order 
for the system implementation to be successful. As 
mentioned in the introduction, in order to identify factors 
that affect the success or failure of ERP projects, several 
case studies, surveys, and literature reviews have already 
been conducted by a number of researchers (e.g., [15], [16], 
[18]). However, most of the literature reviews cannot be 
reproduced, because descriptions of the review methods and 
procedures are lacking. Some researchers have pointed out 
the limitations of the currently available literature review 
articles, specifically noting that they lack methodological 
rigor [19]. Therefore, in order to gain insight into the field of 
CSFs for SCM projects, we conducted a literature review by 
systematically reviewing articles in five different databases, 
as well as papers drawn from several international 
conference proceedings. The literature review to identify the 
CSFs was performed in several steps, similar to the 
approach suggested by [20]. Here, we adapted an approach 
which we have previously used to update the existing CSF 
frameworks for ERP projects (see [17], [21]). 

The steps of our review procedure are presented below. 
An overview is given in Figure 1 with regard to the numbers 
of papers identified or remaining during/after each step. 
With each step, the number of papers was reduced according 
to the assembly of different criteria. 

Step 1 & Step 2: The first two steps were to define the 
sources for the literature review and the search terms for the 
database-driven review. Therefore, several databases and 
conference proceedings were first identified. Keywords 
selected for this search were mostly derived and adapted 
from the keywords we used for our systematic review of the 
ERP CSF literature [17], [21]. To make our review 
reproducible, we have listed the databases and search terms 
in Table 1. 

 

 

 

 

 

Figure 1. Progress of the literature review 
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TABLE 1. SEARCH FIELDS AND SEARCH TERMS FOR THE DATABASE-DRIVEN REVIEW 

Since the WISO database also provides German papers, we 
used the German translation of most of the search terms as 
well. For the conferences, only inappropriate search fields 
and search functionality were provided. 
Hence, we decided to review the abstracts and titles of the 
conference papers in this step manually. We used the 
proceedings of four conferences: 

� International Conference on Information Systems 
(ICIS) 

� Americas Conference on Information Systems 
(AMCIS) 

� European Conference on Information Systems (ECIS) 
� Wirtschaftsinformatik (WI) 
Step 3: During step 3 we performed the initial search 

according to step 1 and step 2, and afterwards eliminated 
duplicate results. The initial search provided 1,388 papers 
from the databases. After eliminating the duplicates, 1,343 
articles remained. From the conference search, 10 papers 
remained. Altogether, 1,353 papers were identified during 
the initial search step. 

Step 4: Step 4 included the identification of irrelevant 
papers. During the initial search, we did not apply any 
restrictions. The search was not limited to the research field 
of IS; therefore, papers from other research fields were also 

included in the results. Thus, these irrelevant papers had to 
be excluded. Additionally, the majority of SCM papers 
focused on the implementation of the supply chain 
management concepts itself without dealing with 
information systems. Therefore, these papers had to be 
excluded as well. The identification of these irrelevant 
papers was done by reviewing the abstracts of the papers 
and, if necessary, by looking into the paper’s content. Of the 
1,353 papers, only 30 stemming from the database search 
remained, along with all 10 conference papers. Together, 
this yielded a total of 40 papers that were potentially 
relevant to the field of CSFs for SCM system 
implementations (see Figure 1). 

Step 5: The fifth and final step consisted of a detailed 
analysis of the remaining 40 papers and the identification of 
the CSFs. Therefore, the content of all papers was reviewed 
in depth for the purpose of categorizing the identified 
success factors. Emphasis was placed not only on the 
wording of these factors, but also on their meaning. After 
this step, only 13 relevant papers that suggested, discussed 
or mentioned CSFs of SCM projects remained. In five of 
these 13 papers, CSFs of SCM projects were directly 
focused on within the conducted investigation, whereas in 
the other eight papers CSFs were discussed but these factors 
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were not explicitly investigated with empirical studies. For 
each paper, the CSFs were captured along with the 
publication year, the type of data collection used, and the 
companies (e.g., the number and size) from which the CSFs 
were derived.  

All 13 papers were published between 2000 and 2012. 
Table 2 shows the distribution of the papers by publication 
year. As is shown, there are not many papers published per 
year that deal with CSFs of SCM system implementation 
projects. 

TABLE 2. PAPER DISTRIBUTION BY YEAR 

Year Papers Year Papers 

2012 1 2005 1 

2011  2004 2 

2010  2003  

2009 3 2002  

2008 1 2001  

2007  2000 2 

2006 3   

 
Overall, 22 factors influencing the success of SCM 

system implementations could be identified within the 
literature review. Table 3 shows the results of our review, 
i.e., the CSFs identified, ordered by each factor’s total 
number of occurrences in the reviewed papers. 

The factors Top management support and involvement, 
Compatibility of the SCM system, and Data migration / data 

accuracy are the three most-named factors, with each being 
mentioned in seven articles. 

However, the differences in the CSF frequencies are only 
minimal and are related to the small number of identified 
papers. Therefore, to derive CSFs that are important for 
SCM implementation projects and to realize their different 
levels of importance is difficult due to the small number of 
studies focusing solely on these CSFs. Here, the minimal 
focus paid to SCM system implementations can be clearly 
seen as a research gap in the SCM system research field. To 
gain a deeper insight into this research field and to identify 
further factors not mentioned in the small number of articles, 
we set up an empirical study focusing on CSFs of SCM 
system implementations. We investigated these CSFs in 
depth by interviewing experienced SCM consultants as well 
as enterprises that have already implemented SCM systems. 
The results of this interview study will be part of the 
following sections. 

Due to space constraints, detailed descriptions and 
definitions for each identified factor cannot be given within 
this article, but will be provided by the first author upon 
request. 
 

 
TABLE 3. SCM PROJECT CSFS IN RANK ORDER BASED ON 

FREQUENCY OF APPEARANCE IN ANALYZED LITERATURE 

Critical Success Factor Number of 

papers 

Critical Success Factor Number of 

papers 

Top management support and 
involvement 

7 Available resources 3 

Compatibility of the SCM system 
(with other information systems and 

the IT infrastructure) 

7 (Organizational) Fit of the SCM 
system 

3 

Data migration / data accuracy 7 Involvement of end-users and 
stakeholders 

3 

User training 6 External consultants 3 

Balanced project team 5 SCM system tests 3 

Project management 4 SCM system acceptance / resistance 2 

Change management 4 Environment and organizational 
culture 

2 

Clear goals and objectives 4 Project team leadership 2 

Company’s strategy / strategy fit 3 Use of a steering committee 1 

Cooperation with supply chain 
partners 

3 Skills, knowledge, and expertise 1 

Communication 3 Vendor relationship and support 1 
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III. INTERVIEW STUDY – CRITICAL SUCCESS FACTORS FOR 

SCM IMPLEMENTATION PROJECTS 

I. Study Design – Data Collection Methodology 

To gain an empirical insight into SCM implementation 
projects and to gain an understanding of the CSFs for those 
projects, we used a qualitative exploratory approach within 
German large-scale enterprises and within German SCM 
system manufacturers. We chose to focus on German 
companies due to our cultural background. 

The units of analysis in our study are the implementation 
projects carried out within the enterprises, as well as the 
SCM projects that the consultants have performed thus far in 
their careers. For the data collection, we conducted several 
interviews with members of the SCM implementation 
project teams and with consultants from German SCM 

system manufacturers in order to identify the factors that 
they determined to be relevant for the success of the 
projects. 

During this process, we interviewed employees from nine 
large-scale enterprises located in Germany. The companies 
operate in different industry sectors and have implemented 
different SCM systems. Table 4 gives an overview of the 
companies and the interviewees. Within these enterprises, 
different SCM systems have been implemented (which 
cannot be named directly within this paper for data 
protection reasons).  

 
 

 
TABLE 4. OVERVIEW OF THE LARGE-SCALE ENTERPRISES AND INTERVIEWEES 

(NUMBER OF EMPLOYEES ARE CATEGORIZED DUE TO DATA PROTECTION) 

Company Industry sector Number of employees Interviewee 

C 1 Automotive industry 1,000 – 5,000 Head of the IT department 

C 2 
Manufacturing of metal 
goods / Machine-building 
industry 

100 – 500 
Head of the materials 

management department 

C 3 Automotive industry 1,000 – 5,000 
Head of the company 

organization department 

C 4 Consumer goods industry > 15,000 Project leader of the SCM project 

C 5 Automotive industry 1,000 – 5,000 
Head of the accounting and IT 
department 

C 6 
Building services 
engineering 

> 15,000 Business unit manager for SCM 

C 7 Construction industry > 20,000 
Head of the materials 

management and IT departments 

C 8 Construction industry 1,000 – 5,000 Project manager for logistics 

C 9 Electronics industry > 20,000 
Business unit manager for supply 

chain innovations 

    

Four companies have implemented the same SCM 
system; all the other companies have implemented different 
systems — some quite small and industry-specific systems 
and some more widespread systems on the SCM market. 
Most of the implementation projects took place in the mid-
2000s. All of the interviewees were somehow directly 
involved in their respective companies’ SCM system 
implementation projects. 

In order to gather and include the SCM system 
manufacturers’ perspectives in our study, we focused on 

information system manufacturers, with a specific emphasis 
on SCM implementations. Here, we interviewed three 
consultants from three different SCM manufacturers. 
Among the SCM consultants, we were able to interview 
consultants with longtime experience in several 
implementation projects. 

To gain a deep and detailed view of the enterprises and 
their structures as well as of the consultants’ experiences, we 
chose semi-structured interviews as our method of data 
collection. The interviews were conducted in retrospect 
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regarding the SCM projects between July and October 2013. 
The interviews were designed as partially standardized 
interviews using open to semi-open questions as initial 
starting points for the conversation. Both personal (face-to-
face) interviews and telephone interviews were conducted 
by the authors. An interview guideline was developed, based 
on the questions of [22], who conducted a similar study 
within the field of ERP implementation projects, and also on 
the basis of one of our previous CSF studies (in the field of 
ERP projects), which focused on smaller companies and 
their experiences in ERP implementations [21]. We changed 
the questions to align with our identified CSFs (see Table 3) 
to ensure that all of the factors were discussed in the 
interviews. The interview guideline consisted of more than 
30 main questions with further sub-questions that referred to 
the identified CSFs. These questions were formulated in an 
open way, so that it would be possible to identify “new” 
CSFs from the interviews that were not identified in the 
literature review. This questionnaire was sent to 
interviewees prior to the interviews to allow them to prepare 
for their interviews. The complete listing of the formulated 
questions and their assignment to the success factors is not 
included in this paper, but will be provided by the first 
author upon request. 

For a better analysis of the results, we recorded all of the 
interviews (the interviews typically took between 60 and 90 
minutes) and transcribed them afterwards. As a first step, 
non-verbal and para-linguistic elements and other elements 
that were not relevant to the study were excluded. Next, in 
order to evaluate the CSFs, the interviews were analyzed 
with reference to each CSF question block. We matched the 
answers and statements of the interviewees to the respective 
factors. Therefore, we had to formulate respective coding 
rules. Afterwards, each CSF was ranked according to a 
three-tier scale (2–very important factor; 1–medium 
important factor; 0–less/non-important factor) and, for a 
finer classification, according to a five-tier scale (4–very 
important factor; 3–important factor; 2–factor was seen as 
relevant; 1–factor was mentioned but not seen as being very 
relevant; 0–factor was not seen as relevant or 
important/factor was not mentioned at all). This rating was 
done regarding the respective statements of the interviewees. 
We used these two scales to gain a preliminary 
understanding of whether differences would occur by using 
a finer/more detailed scale. Here, the five-tier-scale could be 
seen as more appropriate for determining the different levels 
of importance for the factors. After setting up this ranking of 
CSFs, we discussed the factor rating with other researchers 
in this field to reduce the subjectivity of the rating. Finally, 
this procedure resulted in a ranking of the CSFs according to 
the interviewees’ statements and answers. 

 

II.  Results of the Interviews 

For each interview, a ranking of the critical success 
factors was set up by the authors. A final ranking was 
created including all interviews and all individual rankings 
(see Table 5). As shown, the top three most important 
factors for SCM system implementation projects according 
to our study are Change management, Data migration / data 

accuracy, SCM system tests and Available resources with 
around or above 35 out of possible 48 points. Each of the 22 
factors stemming from the literature review was mentioned 
by at least one interviewee. 

Additionally, six further factors (Organizational 

structure, Business process reengineering, Troubleshooting, 
Knowledge management, Project champion and Vendor’s 

tools and implementation methods) could also be identified 
during the interviews. These factors are printed in bold in 
Table 5.  

However, four of these additional factors seem to have 
less influence on the success of SCM implementation 
projects, since they are ranked as 20 or lower. Only 
Organizational structure and Business process 

reengineering—with nearly or above 30 out of 48 possible 
points—seem to have at least a medium influence on the 
SCM project success.  

To categorize critical success factors, [18] suggest a 
matrix scheme. Here, they consider the tactical or strategic 
direction of the CSFs and divide them into organizational 
and technological factors [18]. Thus, tactical CSFs relate 
instead to short-term aspects and goals of the system 
implementation project itself, whereas strategic factors aim 
at the long-term impacts of activities with strong 
connections to the development of the organization in 
relation to the mission, vision and core competencies of the 
business activity. Considering the technological and 
organizational character of the CSFs, the specificity and 
significance of technological factors are strongly dependent 
on the SCM systems themselves, whereas organizational 
factors focus on corporate culture and its environment with 
its specific processes and structures [18], [23], [24]. Table 6 
gives an overview of the categorization of the top twelve of 
the identified CSFs in our study with a focus on their 
ranking. 
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TABLE 5. CSFS ACCORDING TO THE FIVE-TIER-SCALE RATING 

Rank Factor 

Factor 

rating 

(five-tier-

scale) 

Rank Factor 

Factor 

rating (five-

tier-scale) 

1 Change management 38 

15 

Project team leadership 27 

2 
Data migration / data 
accuracy 

36 
Vendor relationship and 
support 

27 

3 

SCM system tests 35 Communication  27 

Available resources 35 

Compatibility of the SCM 
system (with other information 
systems and the IT 
infrastructure)  

27 

5 

Top management support 
and involvement 

32 19 
Company’s strategy / strategy 
fit 

26 

SCM system acceptance / 
resistance 

32 20 Troubleshooting 25 

7 

User training  31 

21 

Knowledge management 24 

Project management 31 
Environment and 
organizational culture 

24 

Skills, knowledge, and 
expertise 

31 23 
Involvement of end-users and 
stakeholders  

19 

Clear goals and objectives  31 24 
Cooperation with supply chain 
partners 

18 

Organizational structure 31 25 External consultants  17 

12 Balanced project team  30 

26 

Use of a steering committee  14 

13 

(Organizational) Fit of the 
SCM system 

28 Project champion 14 

Business process 

reengineering 
28 28 

Vendor’s tools and 

implementation methods 
7 

4–very important factor; 3–important factor; 2–factor was seen as relevant; 1–factor was mentioned but not 
seen as being very relevant; 0–factor was not seen as relevant or important/factor was not mentioned at all) / 
maximum possible rating on the basis of 12 interviews = 48 

 
 
 

We oriented around the classification and categorization 
of the factors according to [23], [24]. The factors of the top 
three are highlighted. It is shown that only a few CSFs (2 
out of the top 12) are technological factors, whereas more 
than 50% of the factors (7 out of the top 12) are 

organizational factors with a strategic characteristic. 
However, the top 12 factors are spread out among all four 
categories, although most of them are part of the 
organizational category. Remarkably, two of the most 
important factors are part of the technological view. 
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TABLE 6. CATEGORIZATION OF CSFS (MODEL ADAPTED FROM [18], [23], [24]) 

 Strategic Tactical 
O

rg
a

n
iz

a
ti

o
n

a
l 

Critical Success Factors Rank Critical Success Factors Rank 

Change management 1 User training 7 

Available resources 3 Skills, knowledge and expertise 7 

Top management support and 
involvement 

5 Project management 7 

SCM system acceptance / resistance 5 

 

Clear goals and objectives 7 

Organizational structure 7 

Balanced project team 12 

T
ec

h
n

o
-

lo
g

ic
a

l 

 

Data migration / data accuracy 2 

SCM system tests 3 

 
 

IV. DISCUSSION 

Regarding these factors, the interviewees mostly 
acknowledge the descriptions of how the factors are 
summarized in the literature. 

By looking at the rankings of the literature review, both at 
the ranking of the interview study and as a comparison at the 
ranking of an ERP CSF literature review from a former 
investigation (see [21]), the differences become obvious. 
Table 7 shows the respective top five factors. 

As it is shown, the factor Top management support and 

involvement is always part of the top 5 factors. In both 
literature reviews this factor is the most important factor for 
the projects’ success. Also, Change management is seen as a 
very important factor both for ERP projects and for SCM 
projects (as it is mentioned as the most important factor 
within the interview study). However, for SCM projects, 
technological factors (e.g., Data migration / data accuracy 
and SCM system tests) also seem to have a larger influence 
on the projects than they have on ERP projects. At least 
these factors are not ranked very high in the literature review 
for ERP implementations (see [21]). 

An additional comparison of the results from the literature 
analysis and the interview study shows that the interviewees 
named and described twelve out of the 28 CSFs as they are 
described and defined in the literature, whether for SCM 
implementations or for ERP implementations. These factors 
are: 

 
� Business process reengineering 
� Knowledge management 
� Change management 
� Organizational structure 
� Company’s strategy / strategy fit  
� Project management 
� Compatibility of the SCM system 
� Project team leadership 
� Data migration / data accuracy 
� SCM system tests 
� Environment and organizational culture  
� User training 

 
Regarding the 16 other factors that are discussed by the 

interviewees in the way other than how they are described 
and defined in the literature, we cannot discuss the 
differences of all 16 factors at this point. However, we will 
point out these differences for some example factors: 

� Top management support and involvement: The 
support of the top management was not seen as 
helpful by all interviewees. Some of them even 
mentioned that this had a negative influence on the 
project. For these interviewees, a lower level of top 
management support and less involvement from 
the managers were seen as beneficial since this 
would avoid long decision-making processes and 
other complications. 
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TABLE 7. COMPARISON OF THE TOP FIVE FACTORS 

Rank 

Results of the SCM 

projects’ literature review 

(13 papers) 

Results of the ERP projects’ 

literature review (320 

papers) 

Results of our interview study 

1 

Top management support 
and involvement 

Top management support and 
involvement 

Change management 
Compatibility of the SCM 
system 

Data migration / data 
accuracy 

2  Project management Data migration / data accuracy 

3  User training 
Available resources 

SCM system tests 

4 User Training Change management  

5 Balanced project team Balanced project team 

Top management support and 
involvement 

SCM system acceptance / 
resistance 

    

� Balanced project team: According to the literature 
for this CSF, project teams should consist of fixed 
and variable project members. However, such 
project team compositions were only used in two 
of the interviewed companies. The majority of the 
enterprises tended to use fixed project teams 
without variable members. Furthermore, in 
considering the literature, a high level of 
experience for the project team members in the 
field of software implementations is also an 
important aspect for the project team. However, 
this was not confirmed by interviewees. Mostly, 
the project members were not very experienced in 
this field. 
 

� Skills, knowledge, and expertise: In the literature, 
experience, training and personal capabilities, 
skills and knowledge are all seen as positive 
impact factors on the project’s success and can 
help to avoid errors and mistakes during the 
various project phases, or at least can lead to fast 
reactions. In the studied enterprises, the users’ 
skills and knowledge (especially with regard to 
SCM systems or other software implementation 
projects) were described as really low. But this 
lack of experience and knowledge did not have 

any apparent negative impact on the projects’ 
success. 

 
� Use of a steering committee / Troubleshooting: Clear 

differences are also shown with respect to the use 
of a steering committee. According to the 
literature, it is almost essential to use a steering 
committee to manage and to supervise the 
implementation projects. However, only a few 
companies in our study had at least established 
some kind of a steering committee. Most of them 
did not see the necessity for a steering committee. 
In addition, the project plans of the companies 
contained no predefined troubleshooting plans or 
actions, which are seen as a mandatory aspect for 
software implementations according to the 
literature. 
 

� Communication: As stated in the literature, in order 
to have adequate communication within the project 
teams, within the company itself and among SCM 
cooperation partners during the entire SCM system 
implementation, the development of a specific and 
detailed communication strategy is important. Yet, 
in the interviewed enterprises communication was 
done, for example, on a regular basis via meetings 
or telephone conferences. However, an explicit 
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and specific communication strategy was 
developed only for one implementation project. 
Considering the communication, some 
interviewees also mentioned that it is sometimes 
easier just to inform the management rather than 
getting the managers too heavily involved. This 
again supports the discussion of the factor Top 

management support and involvement. 

V. CONCLUSION AND LIMITATIONS 

The aim of our study was to gain insight into the research 
field of CSFs for SCM implementation projects. Research in 
the field of software implementation projects and their CSFs 
provides valuable information that can enhance the degree to 
which an organization’s implementation project succeeds 
[15]. As a first step, we carried out a systematic literature 
review to identify CSFs for SCM projects. Our review 
turned up only a small number of papers focusing on SCM 
system implementations—we could only identify 13 relevant 
papers in this research field. From these papers, we derived 
22 different CSFs. However, compared to the CSF literature 
for ERP system projects (a separate literature review yielded 
320 papers dealing with 31 different CSFs for ERP 
projects), this can be seen as a clear lack of research. 

Here, to gain a deeper insight into this field, we set up an 
empirical study with a specific focus on SCM system 
implementations. We conducted several interviews within 
large-scale enterprises which have implemented SCM 
systems and with consultants who have several years of 
SCM project experience. Using a guideline consisting of 
more than 30 initial questions about CSFs, we conducted 
twelve interviews. We found that all 22 factors identified in 
the literature review were mentioned by at least one 
interviewee. Additionally, we were able to identify six 
additional factors during the interviews. Therefore, there are 
28 factors which somehow affect the success of SCM 
system projects. However, contrary to the rankings resulting 
from an earlier literature review for ERP projects (see [17] 
and [21]), we identified factors with a more technological 
focus as being important for SCM projects. Here, the factors 
Data migration / data accuracy and SCM system tests are 
two out of the top three CSFs for SCM implementations. 
Hence, factors with an organizational characteristic could 
also be identified as part of the top 5 factors in our interview 
study (Change management, Available resources, Top 

management support and involvement, and SCM system 

acceptance / resistance). 
Regarding research question 1 (Q1), we were able to 

clearly identify 28 factors that have an influence on SCM 
system implementations. However, we could also show that 
the importance of the factors for SCM projects differs from 
the CSFs’ ranking for ERP projects (Q2). The implementing 
companies as well as the SCM system manufacturers have to 
be aware of these differences in the factors’ characteristics, 
also focusing on technological aspects of the SCM system 

implementations rather than focusing mainly/only on the 
organizational factors. 

A few limitations of our study must be mentioned as well. 
For our literature review, we are aware that we cannot be 
certain that we have identified all relevant papers published 
in journals and conferences since we made a specific 
selection of only five databases and four international 
conferences. Therefore, journals that are not included in our 
selected databases and the proceedings from other 
conferences might also provide relevant articles. Another 
limitation is the coding and ranking of the CSFs. We tried to 
reduce any subjectivity by formulating coding rules and 
ranking rules and by discussing the coding of the CSFs with 
several independent researchers. However, other researchers 
may code and assess the CSFs in different ways. For the 
interview study, the interviews conducted and data evaluated 
represent only an investigation of sample SCM projects in 
German enterprises. These results are limited to the specifics 
of these companies and the particular experiences of the 
consultants. In light of this, we will conduct further case 
studies and some larger surveys to broaden the results of this 
investigation. 
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Abstract—The paper presents an approach to analysis  and
assessment of benefits brought by an implementation of an En-
terprise Resource Planning system. The research has been con-
ducted on a sample of 10 Polish companies using the Xpertis
software, which is one of the popular applications for support-
ing the business activities of small and medium companies. The
approach presented hereby aims at elaboration of the assess-
ment method which can be easily applied by the software ven-
dor, moreover it is acceptable by the customers because it does
not disclose the confidential business information and still gives
the results informative enough to be valuable as well  for the
software company as for its  customers.  Cluster analysis  con-
ducted through the Orange Data Mining tool was proposed as a
technique of data analysis. The comparative study of the Xper-
tis  ERP features and the  customers’ characteristics  has been
briefly presented and the directions of the future development
of the considered software have been proposed.

I. INTRODUCTION

HE Assessment of benefits brought by an implementa-

tion of an ERP system is important from the point of

view of two groups of stakeholders. The first group are com-

panies which choose to use the system, incur costs of its im-

plementation and maintenance. The other group’s members

are the system creators and vendors for which the system is

a commodity for sale and a product covered by information

and promotion campaigns. The aims of both groups of stake-

holders – vendors and buyers – are somehow similar. In both

cases there is a need for a forecast how the implementation

of integrated information system will influence the function-

ing of the user-company in different areas. That information

is  crucial  for  a  customer  who  buys  the  ERP system  and

wants to know how successful  the investment will be and

whether it will bring him operational effectiveness and com-

petitive advantage. On the other hand the ERP vendors are

strongly interested in effectiveness and usability of their sys-

tem to use that knowledge in further development of their

product and improvement of the level of their services (cus-

tomer support, training, helpdesk applications etc.).

T

The domain of information systems analysis and assess-

ment is a broad field related to many aspects of the com-

pany’s  functioning.  The  ERP  assessment  issues  are  well

grounded in the literature, however most of the approaches

represent the customer’s perspective.

The critical success factors (CSFs) for an ERP implemen-

tation, with the number of over 80 [17]  have been well doc-

umented in the literature [13]. The factors such as: top man-

agement support, project team competence, interdepartmen-

tal cooperation, clear goals and objectives, project manage-

ment, are considered to be monitored during the implemen-

tation of the system. [21]. But the question arises how to as-

sess the system that has already been implemented and in the

same time to check whether the successful implementation

directly translates into the overall performance of the system

during the consecutive years of its exploitation [11]. 

The main problem that confronts the current measurement

frameworks is the fact that much of the benefits are strate-

gic, therefore they are hard to quantify and may only appear

several years after the implementation of the solution [4].

The aim of this paper is to present an approach that can be

taken by software companies to create a method for evalua-

tion of their products in terms of customer needs and identi-

fication of areas for the product’s improvement.

 The presented approach aims at bringing relevant and in-

formative results that  can also be presented to future cus-

tomers to show them the usefulness of the system and re-

duce the information asymmetry which is cited as an impor-

tant  factor  of  ERP  implementation  failure  [23].  The  ap-

proach used in this study is based on the example of Xpertis

ERP system offered by Macrologic Inc.

The structure of the paper is as follows. Section 2 intro-

duces context for the study which is rooted in Polish market

of  ERP systems.  The  main  focus  has  been  on  small  and

medium  software  companies  and  the  issues  they  face  in

competing  on  highly demanding  Polish market.  Section  3

briefly describes the problems of ERP evaluation from the

vendors perspective with special focus on software usability

Ilona Pawełoszek
Częstochowa Univeristy of

Technology, Management Faculty
Poland

Email: ipaweloszek@zim.pcz.pl

Approach to Analysis and Assessment of ERP System. 
A Software Vendor’s Perspective 

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 1415–1426

DOI: 10.15439/2015F251
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 1415



and sustainability. Section 4 provides the description of re-

search  approach  and  design.  Section  5  presents  the  data

analysis approach based on clustering methods. Sections 6

and 7 present the research results,  respectively the system

features and the customers’ characteristics. The conclusion

section summarizes the outcome of the work, and suggests

future research directions.

II.THE POLISH MARKET OF ERP

ERP systems  today  grow  in  popularity  and  importance

among enterprises  of  all  sizes.  For  today’s companies  the

support from well-tuned IT solution seems absolutely neces-

sary  although  according  to  Central  Statistical  Office  of

Poland the share of Polish companies using ERP was only

18% in the year 2013 and grew to 22% in 2014, which is

around 9% points less than average for 28 EU countries. [2]

Most  of  the  small  and  medium Polish  companies  built

their own systems (almost 40% of manufacturers with 100

to 1000 employees) or do not have the integrated IT system

at all. The lack of integrated enterprise system hinders and

delays information flow within an organization because the

data is kept in many loosely coupled applications.  Such a

situation  negatively  impacts  the  company’s  competitive-

ness [14].

An analysis  of  the numerous  reports  from ERP market

brings the reader to the conclusion that the market capacity

is high.  The potential  target  group are  small  and  medium

companies that do not have the ERP, but also large compa-

nies that need to replace or modernize their legacy system. 

However the survey among managers of the Polish SME

companies reveals little awareness of the need to implement

the ERP and its impact on the company’s profitability (only

33% of respondents declared to see the need to implement

the ERP system) [24].

Many companies  complain  that  after  their  huge  invest-

ments in ERP systems, they find the systems do not bring

the expected results in terms of new orders, new profits, or

competitive advantage. [8]

For the majority of small and medium enterprises the de-

cision of adoption as well as the selection of the appropriate

ERP system is a difficult task. The main issues are shortage

of financial resources, limited qualified IT personnel, lack of

resources and time have been cited as the main factors that

make this task difficult and risky [22]

The Polish ERP market is a very competitive one. There

was 31 ERP vendors in Poland in 2014. The unquestionable

market leader is SAP (39.6% share), which is followed by

Comarch,  Oracle,  IFS  and  BPSC.  The  remaining  market

share of around 26% is divided among other small compa-

nies one of which is Macrologic Inc..

Large  companies  own enough  financial  and  managerial

resources to develop and bring to market new software prod-

ucts and to gain dominant share of the market. Contrarily,

small software companies often meet difficulties in finances

and staffing while running their businesses. Therefore they

often choose to concentrate on a market niche, which is dis-

regarded by large companies. Small companies also opt to

build  their  competitive  advantage  mainly  on  the  basis  of

their excellent responsibility and flexibility. 

Actually, due to the limitation of resources faced by small

and medium companies best practices which have proven in

large  firms might  be too expensive  or  time consuming to

perform. Accordingly, the recent researches start to find spe-

cific  solutions  to  improve  small  companies'  software  pro-

cesses in several aspects. [19]

III. THE PROBLEMS OF ERP EVALUATION FROM THE

VENDORS’ PERSPECTIVE

The software systems today are more than just a commod-

ity, they are strategic asset custom tailored to the issues each

company is facing. They  provide  the  ability  to precisely

adapt the  software components  to the needs of the organi-

zation. They  are  characterized  by  the  requirement  to

provide  maximum  flexibility,  understood  primarily  as  a

possible  use  by  a  variety  of  organizations [26]. 

Due to the complexity of enterprise systems, bringing a

new product to the market is both expensive and risky for

the  vendor. Initial  investment  requires  both  highly skilled

human  effort,  time  and  specialized  IT  tools.  A software

packages ERP life cycle has two linked segments: vendor's

and customer's. The vendor's segment includes phases: anal-

ysis, design, developing and maintenance [27].  While plan-

ning and developing a new software product it is necessary

to anticipate its complete lifecycle which is of even 10 to 20

years  of  exploitation.  During  its  lifetime the  ERP system

needs to be securely operated, patched, upgraded, extended

and  integrated  with  other  systems,  and  still  preserve  the

functional requirements of the end-users. 

From the marketing point of view, one of the most impor-

tant factors is usability of the ERP system, which, according

to ISO Standards can be viewed as a set of three factors: ef-

fectiveness,  efficiency  and  satisfaction  [10].  While  users’

satisfaction  is  quite  easy to  asses  by asking the users  for

their opinion, there is more confusion when it comes to actu-

ally measure the system’s efficiency or effectiveness espe-

cially in economic terms. It is hard to say to what degree the

system  impacts  the  overall  performance  of  a  company.

Moreover  the  values  to  be  measured  are  dynamic  and

change with the time that has elapsed since the completion

of implementation.

Usability can be also described in narrower sense as a set

of three following criteria [20]: navigation, presentation and

learnability. Navigation  is about  accessing the information

easy and  finding system’s functions by using the elements

of the user interface.  Presentation is the feature describing

visual layout of the screen and the layout of printed docu-

ments.  The  layout  of  the  interface  elements  such  as
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menus, dialog boxes and controls should be logically 

structured and legible. Learnability is the most tricky to asses 

because it highly depends on other non-system issues such as 

users’ skills, technical background, previous experiences 
with similar systems etc. Learnability can be measured as 

time needed to get basic knowledge to work with the system. 

Learnability is associated with accessible online or offline 

help files and additional training offered by the vendor. 

Learnability can be also measured as the degree of ease to 

learn how to use the system effectively, however this 

measure is very subjective. It often happens that the first 

implementation of the ERP system in a given company 

requires changes in business processes in such case the users 

can report difficulties in understanding the system as it does 

not correspond with the processes they are used to. 

Security and reliability are also important issues that the 

vendor should be able to assess. This can be done by 

collecting data from system logs, especially those associated 

with error events. The events recorded by an ERP system 

should be semantically interpreted to find out the direct or 

indirect causes of failures.  

In recent years, increasing environmental and social 

concerns posed a new challenge to the software vendors to 

improve sustainability of their products. Sustainability in 

broader perspective (in contrast with the narrow focus on 

reducing emissions of carbon dioxide) covers all aspects that 

potentially impact the use of any limited resource. Many 

resources in software development and operation can be 

considered as limited ones, for example: the number and 

expertise of administrators, the time of end users getting 

used to software or fulfilling a certain task, the available 

hardware etc., Sustainable software takes these constraints 

into account and balances them with the value added by the 

software [6]. 

The factors of sustainability are hard to predict and it is 

only during the exploitation phase that they can be 

determined. The evaluation of the system always requires 

cooperation of the stakeholders in determining where the 

highest probabilities of weak points exist. These 

observations are valuable as well for the vendor to gain 

knowledge about the products as for customers to help them 

improve their businesses. 

IV. RESEARCH APPROACH AND DESIGN 

The aim of the study was to evaluate the impact of the 

ERP system on different areas of the company where the 

system is supposed to bring improvements in comparison to 

the situation before the system implementation. The studied 

product was the ERP system Xpertis developed by 

Macrologic Inc.. The system has been chosen as the object 

of the study due to the fact that it is exploited for educational 

purposes at Czestochowa University of Technology and so 

the author, working as an educator, had a chance to get 

familiar with its functions and business logic. The other 

important aspect is the pro-innovative attitude of the 

Macrologic’s Executives who are substantially interested in 
continuous improvement of their product and 

competitiveness on the demanding Polish enterprise software 

market. The company is searching for new approaches to get 

valuable product and customer knowledge. These two kinds 

of knowledge are closely related to each other. 

Product knowledge is an essential sales skill. The software 

manufacturer and vendor have their own subjective view of 

the product. To get the whole picture of the complex 

software product it is necessary to consider the customer’s 

perspective. Moreover by acquiring the customers’ 
knowledge the vendor gains deep understanding of the 

product features that allows the vendors to present the 

benefits accurately and persuasively. Customer knowledge is 

an essential asset since it represents a source of customer 

value improvement [5].  

The market of ERP systems is overloaded with a lot of 

competitors offering very similar products. Therefore it can 

be hard to recognize the differences between them as well 

for the customer as for the vendor. In this situation the  

competitive advantage can be found in the way of 

communicating with the future and existing customers. The 

key element of communication seems to be the way of 

presenting them a value proposition. In marketing, a 

customer value proposition consists of the total sum of 

benefits which a vendor promises a customer will receive in 

return for the customer's associated payment [9]. 

Customers are a brilliant source of knowledge for the 

companies, because they gain expertise while using products 

or services [7]. However gaining customer knowledge is a 

difficult task. Survey practitioners often experience 

difficulties in collecting reliable data due to various privacy 

concerns. The exposed problem is mentioned in many 

publications. Some of the companies refuse to take part in 

the survey as their company policy do not allow sharing 

internal information with outsiders even for academic 

purposes [18]. Companies are afraid to conduct the research 

because it could reveal weaknesses in the management 

process, which are known but ignored by the executives of 

these companies [12]. Some of the companies’ excuse for 
not taking part in the surveys is that the studies do not seem 

to bring any value for the respondents. To avoid such 

situation the goal of the study should be clearly defined and 

the utility value for the respondents should be the 

communicated at first. 

The presented approach to analysis and assessment of 

ERP systems addresses the problem of commercially-

sensitive information. This could be achieved through an 

adequate design of the survey questionnaire. 

The approach, although it is tailored to fit the needs of the 

Macrologic Inc. and the Xpertis ERP, can be used by other 

software companies offering similar systems after some 

necessary modifications of the survey questionnaire 

according to the specificity of their product. 
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The survey has been conducted on the sample of 10 Polish 

companies, who have recently (during the past three years) 

completed the implementation of the Xpertis system. The 

participants for the survey were selected using a non-random 

decision rule intended to select the set of companies who 

satisfy the following conditions: 

• The surveyed companies localized in different cities 

representing at least 50% of Polish voivodeships 

(administrative districts). 

• The Company’s management board’s permission for the 
employees to undergo the survey.   

• The Companies differentiated throughout the branches 

of industry (furniture, metallurgic, chemical, foundry, 

services and other).  

• There were usually 7-10 persons who were surveyed in 

each of the companies. The persons are employees who are 

directly involved in operating the selected system’s modules.  
The survey questions were brainstormed by the team of 

three IT and management experts, all of them having 

experience in using the considered ERP. 

The responders were employees operating the system in 

their daily work. They were asked to evaluate the impact of 

the system using the Likert-type scale from -2 to 2 (presented 

in Table I). The lack of evaluation were also allowed in 

cases when particular question was not relevant to the scope 

of the company’s activities.  
The reasons for the choice of the Likert scale instead of 

concrete values were twofold:   

• the chosen scale is easy to interpret and compare 

because the values are normalized,  

• the Likert-type scale was acceptable to the surveyed 

companies as a form of the survey that does not disclose 

their detailed financial and operating information. 

The survey questions covered 11 areas of the 

organization’s activity: 
1. Production - execution of orders  

2. Sales 

3. After-sales services 

4. Recycling  

5. Marketing 

6. Procurement  

7. Warehouse management 

8. Economic analyses 

9. Organization 

10. Human resources and payroll,  

11. Accounting and finance 

The questions for all the aforementioned areas are 

organized into 3 categories and subsequent factors: 

1. General factors:  

• Compliance with the business requirements (Pre-

implementation analysis) 

• Compliance with business strategy  

• functional adjustment to the business process specificity 

2. User interface factors and usability factors: 

• Overall satisfaction of the user 

• Ease of use 

• Functional adjustment to the user’s tasks 

• User friendliness of the interface 

• User assistance in problem solving 

• User’s autonomy (necessity of the system’s 
administrator assistance) 

• Visual attractiveness of the printed documents 

3. Specific factors – different for each area of company, 

associated with specific business operations. 

The dataset yields a matrix containing 10 units of 

observation, each one is described by 205 factors.. 

The first aim of analysis was to extract the factors which 

are important and influence the functioning of the Xpertis 

ERP system, usability and effectiveness of the users’ work 
and at the same time eliminating those factors which appear 

to be irrelevant (mainly assessed as 0 and ND) 

The second aim was to find similarities between 

evaluations made by 10 surveyed companies. These 

similarities and differences can be useful to create the 

profiles of features and needs of different groups of 

customers. This research will allow to get knowledge about 

the needed future adjustments of the ERP system to the 

customers’ needs. 

V. DATA ANALYSIS METHOD 

The analysis could be performed on an intuitive way by a 

simple method of screening the data and selecting those 

factors which received the highest and the lowest scores in 

the customers’ opinions. However establishing a more 
detailed approach to the classification of important features 

of ERP can  be  performed through the means of  data-

mining as it offers statistically based methods for 

identification of patterns in data sets. 

For the considered dataset cluster analysis seems to be the 

appropriate choice because it allows to identify groups of 

TABLE I. 

RATING SCALE AND ITS INTERPRETATION 

Very bad/ significant 

deterioration 

bad/ 

deterioration 

neutral/ 

no changes 

good 

/improvement 

Very good /significant 

improvement 

Not 

applicable* 

-2 -1 0 1 2 NA 

* The answer in case the given ERP module was not implemented or the company does not operate in the given area. 

Source: Own elaboration 
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similar records and moreover it is a well described and 

investigated method that  is  still  being  developed  and  

ameliorated  up  till  today [15]. 

Cluster  Analysis  or clustering is a common technique of 

statistical data analysis – specifically unsupervised machine 

learning. The objective of clustering is to assign observations 

to the groups (called clusters) in a way that the observations 

in the same cluster are similar to one another in some sense.  

There are many clustering methods based on various 

algorithms that can be applied depending the nature of the 

dataset under consideration.  Different clustering algorithms 

may render different results on the same data. Moreover the 

same clustering algorithm may bring different results on the 

same data, if it involves arbitrary initial parameters. 

However  interpreting  the  results of cluster analysis is  

not a trivial task, because it requires knowledge of semantic 

relations between investigated attributes of the ERP system 

and the domain it supports.  

There are three important steps in the preparation of 

cluster analysis: 

1. Selecting a distance measure –  The similarity between 

various objects is defined by a distance measure. The 

distance measure plays an important role in obtaining 

semantically meaningful clusters. For simple datasets where 

the data is multidimensional, Euclidean distance measure can 

be employed. [25]. Moreover the Euclidean distance is 

appropriate for data measured on the same scale, as in this 

case.  

TABLE II. 

THE STATISTICS OF THE CLUSTERS 

Cluster 
Number  

of features 

Evaluation 

-2 -1 0 1 2 ND 

cluster 0 87 0,0% 0,0% 11,1% 31,7% 55,1% 2,1% 

cluster 1 13 0,0% 0,0% 7,7% 12,3% 78,5% 1,5% 

cluster 2 36 0,3% 0,3% 32,1% 37,6% 18,7% 2,0% 

cluster 3 36 3,3% 0,3% 0,6% 75,6% 19,4% 0,8% 

cluster 4 11 2,7% 4,5% 50,9% 34,5% 0,9% 6,4% 

cluster 5 22 0,0% 0,0% 19,1% 3,6% 0,0% 77,3% 

 sum 205       

* The answer in case the given ERP module was not implemented or the company does not operate in the given area. 

Source: Own elaboration 

 

Fig. 1 Visualization of feature clusters statistics; Source: Own elaboration 

 

Fig. 2 Average evaluation for each cluster; Source: Own elaboration 
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2. Choosing clustering method and tool. A Hierarchical 

clustering method has been applied to classify the data set. 

The clustering algorithm were used and analyses were 

performed with Orange 2.7.1 software (developed by  

developed by Bioinformatics Lab at University of Ljubljana, 

Slovenia, in collaboration with open source community  [3]. 

3. Determining the number of clusters in a data set. It is 

still an open problem in the machine-learning research 

community. There is no generally recognized state of the art 

statistical method to set the right number of clusters. The 

heuristics, rule of thumb can be recommended instead. The 

most important rule is to preserve an informative value of the 

clusters. Each of the clusters should have its own general 

characteristics differing from the others. 

In the present case the cluster analysis can be applied to two 

purposes: 

• to distinguish groups of the features which received  

similar ratings from the customers using the Xpertis ERP 

system. For this analysis data matrix should be prepared with 

the column names indicating the specific customers and the 

rows corresponding with the 205 studied features, 

• to identify similarities between customers. In this case 

of analysis the matrix should be transposed (customers 

described by rows, features in columns). 

VI. FEATURE CLUSTERING RESULTS 

 

In the case of feature clustering the dataset was divided on 6 

clusters numbered from 0 to 5.  Each of the clusters contains 

observation with similar values assigned by the users of the 

Xpertis ERP. Table II presents brief statistic characteristics 

of each cluster. As it can be easily seen from the Figure 1 

(which is graphical representation of the data from the Table 

2) the clusters differ markedly from each other. Also 

discrepancy in the average evaluation for each cluster can be 

seen.  

Cluster 5  (Table III)  contains attributes which are mostly 

irrelevant for the evaluation of the system or describe the 

areas that are not influenced by the system.  The attributes in 

the cluster 5 describe the following areas:  

• recycling (all the attributes from this group), 

• human Resources and Payroll, – 3 attributes, 

• accounting and finance (2 attributes). 

The aforementioned attributes from the cluster 5 indicate 

that the companies do not involve in the recycling activities 

and do not see the need to support this area by ICT tools. 

The other area in this cluster is human resources 

management. This one is probably seen as a diverse 

collection of “soft” skills that can be hardly supported by IT 
tools. The system could be extended by the functions of 

replacement workforce management in the area of registering 

the profiles of employees and job seekers. Additionally the 

decision support tools could be implemented to the 

recruitment process to make it more effective at getting the 

best person for a job or a project. 

Cluster 4 represents the areas on which the ERP system 

does not have the clear impact or the impact is slightly 

positive. The system attributes in this cluster are presented in 

the table IV. 

TABLE IV. 

THE ATTRIBUTES IN CLUSTER 4 – NO CLEAR IMPACT OR SLIGHTLY POSITIVE 

EVALUATION 

Area Attributes 

Production User’s autonomy (the need for intervention of the 

system administrator) 

Integration of technical and administration areas 

(toolroom) 

Sales Easiness and speed of planning (ie. visits to 

customers) 

Speed of handling the users' complaints 

After-sales 

services: 

User’s autonomy 

Marketing Increased number of non-electronic customer 

orders 

Procurement Reduction of prices of supplies (by increased 

competition between suppliers) 

Identification of delays and their causes 

Warehouse 

management: 

Loss of value of commodities under storage  

use of storage space 

Organization Creation of the e-communities of employees 

Source: Own elaboration 

TABLE III. 

THE ATTRIBUTES IN CLUSTER 5 – MOSTLY IRRELEVANT 

Area Attributes 

Recycling Compliance with business requirements  

Compliance with strategy  

Matching to business processes and functions 

Overall user satisfaction 

Ease of use  

Matching functional requirements (does the 

system support all the user’s tasks) 
Interface -  user-friendliness  

User support in problem solving 

User’s autonomy (the need for intervention of 
the system administrator) 

Visual appeal of the printed documents 

Evidence of post-consumer waste 

Evidence of revenue resulting from the post-

consumer waste. 

Cooperation with recycling companies  

Recycling rates 

Recycling costs 

Cost and time planning 

Compliance with legal regulations 

Human 

resources 

and payroll 

Human resources management 

Creation of replacement workforce 

Employment of replacement workers in projects 

Accounting 

and finance 

Budgeting 

Daily expenditure plans 

Source: Own elaboration 
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Analyzing the results of the evaluation we can draft some 

recommendations and suggestions for changes and further 

development of the system. In the areas of production and 

after-sales services there is a need for more user autonomy. 

However the need for the administrator’s intervention was 

mostly indicated by  two of the surveyed companies. 

Creation of e-communities seems to be interesting future 

development direction of the ERP system. E-communities 

may focus on different aspects of the company’s functioning 
and also support the knowledge flow and retention.  There is 

a movement taking place in the IT industry that is really 

driven by major consumer technology vendors like Apple, 

Google, and Facebook. In fact, employees and managers of 

most any business are already communicating with each 

other through various Web 2.0 technologies. However  all of 

this communication is taking place outside the bounds of 

formal and secure IT systems [1]. Adding collaborative Web 

2.0 technologies to ERP applications could be  a way to 

address these challenges both for business users and IT. 

The cluster 3 is characterized by moderately good (75,6%)  

and very good (19,4%).evaluation of the Xpertis ERP 

features. There are 36 elements in the cluster 3 - mainly the 

features associated with the user’s interface and visual 

aspects (Table V).  

Although the overall assessment is positive there are also 

signals pointing to the problems regarding the users’ 
autonomy in different modules of the system. This may 

indicate the poor practical skills and theoretical background 

of some of the users. The lowest ratings (-2) were given by 

TABLE V. 

THE ATTRIBUTES IN CLUSTER 3 – MODERATELY GOOD AND VERY GOOD 

EVALUATION 

Area Attributes 

All the areas 

apart from 

recycling 

User-friendliness of the interface 

Visual appeal of the printed documents 

Production - 

execution of 

orders 

Work planning 

Sales The User’s autonomy 

Document automation 

Marketing User’s autonomy 

Increasing number of contractors 

Increasing the number of customers 

Quick response for the customers’ needs (new 
products offerings) 

Procurement The User’s autonomy 

Increasing number of contractors (wider choice of 

raw materials and manufacturing tools) 

Differentiation of suppliers 

Warehouse 

management 

The User’s autonomy 

Economic 

analyses 

The User’s autonomy 

Organization The User’s autonomy 

Corporate dictionaries  

Human 

Resources and 

payroll 

The User’s autonomy 

Accounting 

and finance 

The User’s autonomy 

Source: Own elaboration 

TABLE VI . 

THE ATTRIBUTES IN CLUSTER 2 – GOOD AND VERY GOOD EVALUATION 

Area Attributes 

All the areas 

apart from 

recycling 
Compliance with the business strategy 

Production - 

execution of 

orders 

Lower production costs 

Decreased number of production downtimes 

Sales Acceleration of the sales process 

Automation of notifications  

Number of orders 

Number of completed orders 

Acceleration of orders completion 

The time of answering for the customer’s questions 

After-sales 

services 

Compliance with business requirements (pre 

implementation analysis) 

Functional adjustment to the processes 

Ease of use 

Information on the customer’s complaints 

Identification of problems 

Decreased cost of after-sales services 

Loyalty systems and analysis of their effectiveness 

Revenues from after-sales service 

Warehouse 

management 
Virtual warehouses  

Decrease in stocks 

Costs savings on warehousing 

Decrease in the storage period 

Reduced time of warehousing operations 

Reduced costs of non-moving articles  

Using data collectors  

Organization Project management support 

Accounting 

and finance 
Information on effectiveness of resources 

Increase in the financial revenue and decrease of 

loan service costs 

Source: Own elaboration 
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the customers who have been using the system for the 

shortest time (3 and 6 months). 

This may indicate the need for additional training during 

the implementation and post-implementation phase. 

The Cluster 2 contains attributes associated with all the 

areas of the companies’ activities (apart from recycling). The 

relevant areas and attributes are presented in the Table VI. 

As it can be seen from the survey results the users 

evaluation is good or very good for most of the attributes in 

this cluster. However there are also 5 attributes that received 

mainly 0, these are the following: “decreased cost of after 
sales services”, “loyalty systems and analysis of their 
effectiveness”, “revenues from after-sales service”, “project 
management support”, “increase in the financial revenue and 
decrease of loan service costs”. The 0 marks mean that the 
system does not influence the aforementioned areas. 

However interpretation of  the users’ assessment indicates 

interesting possible ways of enhancing the functionality of 

the system modules. The CRM module could be extended 

with  the possibility to create targeted loyalty programs with 

relevant and personalized rewards for the customers. Also 

project management is not directly supported by any module 

of the system. The project management support should be 

offered as an optional module integrated with Human 

Resources and financial modules.  Although for now not all 

the customers practice project management, this discipline is 

becoming more widely recognized and used throughout the 

world [16]. Therefore it can be expected that the enterprise 

project management support could be one of the important 

features distinguishing the ERP product. 

Cluster 1 (Table VII) contains features that are considered 

very positively influencing the business (mainly marks 2 and 

1). This cluster mainly describes the areas associated with 

enterprise-wide communication and information 

management. The Users reported significant improvement in 

marketing effectiveness and efficiency relative to the 

performance before the implementation of Xpertis system. 

The considered ERP system allows a company to manage 

its business with potential benefits of improved process flow, 

reduced inventories, more comprehensive data analysis and  

better customer service. 

The Xpertis system has significant impact on acceleration 

of information flow, document circulation, reporting and 

analyses. The four companies of the 10 surveyed, claimed 

that the system does not influence the number of offers sent 

to their customers and the number of received responses. 

This fact can be caused by the business specificity and long-

term contracts with their customers.    

Cluster 0 is the largest one with 87 factors of the system 

evaluation. The data in this cluster reflect the very positive 

or moderately positive impact of the system on the surveyed 

areas of the business. The cluster contains data associated 

with 10 modules (apart from the recycling module). The 

most often appearing features are: 

• ease of use,  

• overall satisfaction or the users, 

• support in problem solving, 

• automation and acceleration of the specific operations. 

Regarding the large number of factors in this cluster and 

the limited size of the hereby publication the factors are not 

listed. 

The above analysis of the effects of the Xpertis ERP 

system on the business in 10 surveyed companies,  shows 

that the considered software in most of the cases contributes 

to an improvement of the users’ work in various aspects 
(communication, reporting, acceleration of operational 

tasks). 

   

So far the potential areas of weakness seem to be factors 

from the cluster 5, and 4. Particularly the need for 

administrator’s intervention reported by two of the 10 

surveyed companies. To facilitate such analyses in the future 

some of the factors should be reconsidered in the 

questionnaire: 

 human resources management (probably the 

problem was framed too broadly), 

 creation of replacement workforce and employing 

the replacement workers in the projects (probably 

the surveyed companies do not practice project 

management) 

 

 

TABLE VII. 

THE ATTRIBUTES IN CLUSTER 1 – VERY POSITIVE EVALUATION 

Area Attributes 

Marketing New medium of communication 

Number of offerings sent 

Number of responses received 

Number of electronic orders 

Procurement Acceleration of order completion 

Warehouse 

management 
Acceleration of stocktaking 

Raw materials assigned to specific orders/processes 

Materials management according to orders 

Economic 

analyses 
Greater scope of reporting 

Analysis of effectiveness of accessible fixed assets 

Organization Additional communication medium 

Communication regardless of location of  the 

employees 

Accounting 

and finance 
Monthly balance sheet and reporting online 

Source: Own elaboration 
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The question about the system’s compliance with business 

strategy is recognized by the surveyed employees as 

correlated with the support for operational tasks.   

VII. THE CUSTOMERS’ CHARACTERISTICS 

In practice of marketing management segmenting is the 

popular technique of putting customers into groups based on 

similarities. Segmenting technique assumes the groups are 

pre-defined. Here we propose clustering method to find 

similarities in customers so that they can be grouped, and 

therefore segmented. Then the groups generated by the  

clustering algorithm undergo semantic interpretation. 

Semantic interpretation requires some additional insight to 

find out the reasons of the similarities between the cluster 

member. 

This part of the research approach is aimed at 

identification and analyses of regularities and similarities 

between companies exploiting the ERP system. 

Although the sample was only 10 companies, the large 

number of factors taken into consideration makes the 

problem appropriate for the use of statistical methods. This 

time the clustering based on k-means algorithm was the 

choice. The dataset is partitioned into 4 clusters and the data 

points are randomly assigned to the clusters resulting in 

clusters that have roughly the same number of data points. 

The aforementioned Orange Data Mining tool was used to 

perform clustering. The Figure 3 presents the visualization of 

the clusters. The index on the vertical axis refers to the 

particular customer and the horizontal axis represents the 

cluster number. 

By comparing the data on the time that has elapsed since 

the completion of the implementation with the clusters 

created by k-means algorithm it is easy to see some 

regularities in the evaluations made by customers assigned to 

the same cluster. It should be noted that the clustering was 

performed only on the basis of the customers evaluations of 

the system. Such an approach was taken intentionally to 

check how far the evaluation depends on the customers’ 
characteristics. The table VIII presents the features of the 

surveyed Macrologic’s customers along with the division on 

clusters. 

A it was mentioned before the customer 5 and 8 reported 

problems with the users’ autonomy, that were caused by  

little experience because the time after the completion of the 

system’s implementation was relatively short (3 and 6 

months). It can be reasonably expected that the evaluation 

will get better with time. The both observations were located 

in the cluster 4. 

 

Fig. 3 Customer clusters visualization in Orange Data Mining Software 
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Regarding the data in Table VIII it can be assumed that 

the period of 1 year is the threshold time after which the 

users get enough experience to easily operate the system. 

Also the one year of exploitation gives the comprehensible 

view of achievements of targets assumed in pre-

implementation phase. 

The survey results also show the low evaluation cases in 

spite of  the long post-implementation period (customer 2). 

In case of this customer the interview and observation 

showed the classical example of information asymmetry 

between the buyer and the vendor of ERP system.  

In each of the considered cases the process of 

implementation had been preceded by pre-implementation 

analyses and the Xperits system had been customized to fit 

the customer’s needs and business specificity. The 

information asymmetry could be eliminated or at least 

mitigated by devoting more time to discussions, consulting 

and collaboration between the vendor and the buyer. On the 

other hand it would significantly extend the time and 

increase the costs of the ERP implementation.  The time-cost 

tradeoff problem is an important issue in the scheduling the 

large information system implementations. 

By considering available data regarding the specificity of 

the surveyed companies along with the evaluations of the 

ERP system it can be found that there is no clear dependence 

between branch of industry and the customer perception of 

the system. For example the customer 1 and 8 both represent 

the metallurgic industry, however their production is 

different. Their evaluations of the system are very divergent 

so they were assigned to the different clusters and 

represented by the two points on figure 2 that are far apart 

from each other.  

The closer look at the company 1 shows that the customer 

is very demanding in terms of the IT system and at the same 

time has very carefully elaborated procedures and is highly 

aware of the IT capabilities and own expectations. The 

implementation of the Xpertis system for this customer was 

difficult and many issues occurred that made it necessary to 

modify the system or change some process as well as the 

employees’ habits. However the cumbersome and costly 

implementation resulted in achieving of the expected results 

and now after the 36 months of exploitation the system is 

considered as very valuable for the company.  

Another example that proves the hypothesis of 

interdependence of time factor and the user’s evaluation of 
the system is cluster 2 which contains two customers (9 and 

4). Both customers evaluations were similar and the time 

after the completion of implementation is 18 months in both 

cases. The clear correlation between the number of IT staff, 

the form of employment and the customers’ evaluations 
could not be identified.  

VIII. CONCLUSION 

The problem of post-implementation analysis of the ERP 

systems deserves further exploration. The study presented in 

the hereby paper is an attempt to elaborate the easy to use 

methodology for the software vendors to get more insight 

about their customers’ needs and the possibilities of 
improvement of their products. The main issues in the ERP 

implementations seem to be precise description of the 

customer expectations and confronting it with the system 

capabilities. The approach presented hereby let the vendor 

create an insight on the overall system features in a way that 

does not reveal private information of the investigated 

TABLE VIII. 

THE ATTRIBUTES OF THE CUSTOMERS 

Customer 

Time since ERP 

implementation 

(months) 

Cluster Number of IT staff Branch 

Customer 1 36 1 1 Metallurgy 

Customer 2 36 3 1 Furniture 

Customer 3 12 1 Casual employee Metallurgy 

Customer 4 18 2 Additionally acting Chemical  

Customer 5 3 4 1 Services, projects 

Customer 6 30 2 9 Services 

Customer 7 20 1 1 Plastics and paper processing 

Customer 8 6 4 1 Metallurgy  

Customer 9 18 2 2 Metallurgy, molding 

Customer 10 12 3 1 Production, plastics  

Source: Own elaboration 
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companies. Therefore the research results can be presented 

to potential customers to better illustrate the areas of the 

impact of the ERP system on business processes. 

The cluster analysis is an easy to use and flexible method 

to discover structures in a data set however it does not 

provide any explanation itself. The semantic interpretation of 

clustering effects can be performed by combining the data of 

each cluster with the knowledge of experienced members of 

the implementation team. The exploited tool – Orange Data 

Mining is free and easy to use because it is based on visual 

data modeling. 

The analysis presented in this paper could be extended 

further to identify more similarities between the customers 

and the specific modules of the ERP system. For example 

clustering can be performed to analyze the features of each 

separate module. Such analysis only requires to prepare the 

data set limited to the selected features. The new dataset can 

be then easily loaded to the model built in Orange Data 

Mining tool.  

The approach presented in this paper could be an 

inspiration for small and medium software companies to 

elaborate their own methods for products evaluation and 

comparison of their customers. The sophisticated research 

approaches based on data mining are often considered as 

reserved for large businesses with expansive budgets and 

creative departments. However, with open source data 

visualization and analysis tools available it is easier than ever 

for small and medium companies to gain knowledge on their 

products and customers to let them more effectively compete 

with larger companies on software market.  
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Abstract—We investigate an application of model checking
techniques to automated verification of business processes ex-
pressed in ArchiMate language. As a verification tool the state of
the art symbolic model checker NuSMV is used. The proposed
approach consists in fully automated translation of behavioral
elements embedded in ArchiMate models into a corresponding
representation in NuSMV language and then verifying its prop-
erties specified in CTL. Since our goal is to build an interactive
verification tool, we focus on time efficiency of the verification
process. We report results of tests performed on artificial process
models of various complexity, as well as on a real business
process example. The results show, that the described approach
can be applied successfully, however, verification of complex
business process specifications may face the problem of state
space explosion. In such a case, to make the verification feasible,
various reductions and simplifications can be applied.

Index Terms—ArchiMate, business process verification, model
checking, NuSMV

I. INTRODUCTION

THE GOAL of business process verification is to check
if processes intended to be used or already implemented

within an organization exhibit desired behavioral properties.
The analyzed models may represent combinations of manual
tasks performed by employees with operations supported by
IT tools, as well as fully automated specifications run by
process execution engines. In both cases process verification is
appreciated by business organizations, as it can detect potential
errors, design flaws and ambiguities.

Although graphical process modeling tools offer support
for local syntax checking, e.g. correct use of links between
elements of the diagram, some structural errors remain un-
detected, especially those resulting from incorrect use of syn-
chronization mechanisms [1]. Partial analysis of model behav-
ior can be performed by simulation techniques, however, only
application of formal methods can give unequivocal answer
that the verified system meets formally specified requirements.

Obviously, the landscape of business process modeling
notations is dominated by such languages, as BPMN [2] or
EPC [3], [4]. In this work, however, we decided to focus
on verification of process models defined in ArchiMate, a
contemporary, open and independent language intended for
description of enterprise architectures [5]. Although Archi-
Mate comprises a variety of elements intended to model im-
portant aspects of enterprise architectures, constructs allowing
to model behavior can be found only in the Business layer.
They include events, processes (also understood as activities),
interactions, collaborations and several types of junctions.

Formal system verification can by done either by deductive
reasoning or model checking [6]. Deductive reasoning consists
in formulating theorems specifying desired system properties
and proving or falsifying them using manual or automated
techniques. However, deductive reasoning methods gives very
little information on causes, if the verified property does not
hold.

Model checking allows to verify a concurrent system
modeled as a finite state transition graph against a set of
specifications expressed in a propositional temporal logic. It
employs efficient internal representations and quick search
procedures to determine automatically, whether the specifica-
tions are satisfied along the computational paths. Moreover, if
a specification is not met, the verification procedure delivers
a counterexample that can be used to analyze the source of
the error. The main problem faced by model checking is
state space explosion [7]. At the very beginning only small
examples could have been processed. A significant progress in
this technique was achieved with application of ordered binary
decision diagrams (OBBD) [8] allowing to model systems
consisting of millions of states and transitions.

Although formal tools reached the state of the art, they are
not commonly used in the engineering practice. According to
Huuck [9] three factors decide on successful application of
formal tools: they should be simple to use, the time spent
on model preparation and verification should be comparable
with other user activities, and, finally, a tool should provide
a real value, i.e. deliver information that was previously not
available.

We were motivated by an idea of developing a software
tool that fully automatically translates behavioral elements
of a business model expressed in ArchiMate language to
a corresponding finite-state graph required by the model
checker. Then, after running the verification and detecting
errors, valuable information about specifications not met and
counterexamples can be returned to the process designer.

The concept of verification system is presented in Fig. 1.
The business model is defined within Archi [10], a well known
ArchiMate modeling tool.

As a verification platform the state of the art symbolic model
checker NuSMV [11] is used. NuSMV allows to enter a model
comprising a number of communicating finite state machines
(FSM) and automatically checks its properties specified as
Computational Tree Logic (CTL) or Linear Temporal Logic
(LTL) formulas. We have developed an Archi plugin that
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extracts a subgraph of ArchiMate behavioral elements and
transforms it into NuSMV model descriptions. Specifications
of desired properties are defined by a process designer, how-
ever, a part of them is generated automatically by an analysis
of the process structure.

ArchiMate

Model

NuSMV model

CTL 

specification

Verification

results

User

Archi To

NuSMV

plugin

Archi NuSMV

Fig. 1. The concept of the verification system

This paper is a continuation of our previous work [12],
where an initial concept of a model checking verification
system dedicated to ArchiMate models was described. Since
our goal is to build an interactive verification tool, the main
concern in this work is the time efficiency of the verification
process. In order to assess it, we performed tests a for set
of artificial process models of various complexity, as well as
we verified a real business process example. In all cases we
collected information related to the size of state space and
processing time.

The paper is organized as follows: next Section II discusses
various approaches to the verification of business models.
Section III presents basic concepts of ArchiMate language.
It is followed by Section IV, which describes details of
the NuSMV model generation procedure. Section V reports
results of time efficiency tests. Section VI provides concluding
remarks.

II. RELATED WORKS

Application of formal methods to verification of business
processes was surveyed by Morimoto [1]. Author distin-
guished three prevalent approaches: based on automata, Petri
nets and process algebras. The first approach consists in
translating the process description into a set of communicating
automata (state machines) and performing model checking
with such tools, as SPIN [13] or UPPAAL [14]. In analysis
of Petri net models, basically simulation techniques are used,
especially in the case of more expressive colored Petri nets.

Model checking has an established position in verification
of business processes. It was applied in [15] to BPMN
models extended with temporal and resource constraints. In
[16] verification of of e-business processes was achieved by
translation to CSP language and checking refinement between
two specifications. In [17] authors implemented a system that
translated BPEL specification into NuSMV language, what
allowed them to check properties defined as CTL formulas.
Three types of correctness properties were analyzed: invari-
ants, properties of final states and temporal relations between
activities. The first two can be classified as safeness, the

last as the liveness property. Similarly, in work by Fu et
al. [18] CTL was applied to the verification of e-services
and workflows with both bounded and unbounded numbers
of process instances. The work [19] discusses verification of
data-centric business processes. The correctness problem was
expressed in the LTL-FO, an extension to the Linear Temporal
Logic, in which propositions were replaced by First Order
statements about data objects.

Wynn et al. [20] discuss verification tools developed for
models in YAWL language [21], with a special focus on
OR-joins and cancellation constructs. The verified process
properties are predefined. e.g. a soundness property is a
combination of three conditions: a process should always
complete, after the completion all its subprocesses should be
inactive and every its part should be executable. Verification
algorithms for YAWL are closely related to those of Petri nets,
i.e. analyzing reachability graphs and in hard cases applying
Petri nets reduction techniques.

In our previous works [22], [23] we proposed a method
for verification of ArchiMate behavioral specifications based
on deductive reasoning. The described approach consisted in
transforming ArchiMate model into a set of LTL formulas,
then extending it with formulas defining desired system prop-
erties and formally proving them using semantic tableaux
method.

Although verification of business processes have been inves-
tigated for at least 15 years, surprisingly, there is very little
information provided about efficiency of applied techniques.
This in particular concerns the formal verification with the
model checking approach. However, quantified results for a
quite complex process specified in YAWL are given in the
work [20] entitled remarkably “Business Process Verification
- Finally a Reality!”. Without reductions the soundness verifi-
cation of the process stages took about a few dozen seconds;
applying reductions decreased the verification time of the
whole process below ten seconds.

NuSMV [11] is a state of the art model checker that has
been succesfully used for various verification tasks including
formal protocol analysis [24], verification of requirements
specification [25] or planning tasks [26]. The package uses a
special language (named also NuSMV) to define the verified
model as a set of linked finite state machines, as well as its
specification in form of temporal logic formulas. The model
submitted to the verification tool must be manually coded
in NuSMV language or generated from another language
amenable to state transition system, e.g a state charts [27]
or reachability graphs of Petri nets [28].

III. ARCHIMATE

ArchiMate [5] is a contemporary, open and independent
language intended for description of enterprise architectures.
The definition of ArchiMate has been accompanied by an as-
sumption, that in order to build an expressive business model,
it is necessary to use the relationships between completely
different areas, starting from business motivation to business
processes, services and infrastructure.

1428 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



The language comprises five main modeling layers shortly
characterized below.

• Business layer includes business processes and objects,
functions, events, roles and services.

• Application layer contains components, interfaces, appli-
cation services and data objects.

• Technology layer gathers such elements as artifacts,
nodes, software, devices, communication channels and
networks.

• Motivation layer allow to express business drivers, goals,
requirements and principles.

• Implementation&Migration layer contains such elements,
as work package, deliverable and gap.

ArchiMate allows to present the architecture in the form of
views, which, depending on the needs, can include only items
from one layer or can show vertical relations between elements
belonging to different layers, e.g.: a relationship between a
business process and a function of the component software.

ArchiMate provides a small set of constructs that can be
used to model behavior. It includes Business Processes, Func-
tions, Interactions, Events and various connectors (Junctions),
which can be attributed with a logical operator specifying,
how inputs should be combined or output produced. According
to language specification casual or temporal relationships be-
tween behavioral elements are expressed with use of triggering
relation. On the other hand, ArchiMate models frequently use
composition and aggregation relations, e.g. to show that a pro-
cess is built from smaller behavioral elements (subprocesses
or functions).

In should be also noted that Business Activity present in
ArchiMate 1.0 specification was removed in version 2.0.
Instead, an atomic process should be used.

Although the set of behavioral elements seems to be very
limited when compared with BPMN [2], after adopting a
certain modeling convention its expressiveness can be similar
[29]. An advantage of the language is that in allows to
comprise in a single model a broad context of business
processes including roles, services, processed business objects
and elements of lower layers responsible for implementation
and deployment.

Another process modeling notation that can be almost
directly mapped on ArchiMate constructs is Event-driven
Process Chain (EPC) [3], [4]. All behavioral elements of both
languages are exactly the same: events, functions (or processes
in ArchiMate) and various joins and splits (XOR, OR and
AND).

IV. MODEL GENERATION

This section discusses language patterns that can be used to
model ArchiMate elements in NuSMV, as well as details of
the translation procedure.

A. ArchiMate model

The internal structure of an ArchiMate model constitutes a
graph of nodes linked by directed edges. Both nodes and edges
are attributed with information indicating the type of element

or relation. While generating NuSMV code describing behav-
ioral aspects of ArchiMate model, we focus on components of
the Business layer: processes (interactions, functions), events
and various junctions.

It should be noted that ArchiMate behavioral constructs
have no precisely defined semantics. In fact, translation
from ArchiMate specification to NuSMV assigns a semantics,
which, although arbitrarily selected, follows a certain intuition,
e.g. how to interpret an activity or an event.

Definition 1 (ArchiMate model). ArchiMate model AM is a
tuple 〈V,E,C,R, v, e〉, where

• V is a set of vertices,
• E ⊂ V × V is a set of edges,
• C is a set of ArchiMate element types,
• R is a set of relations,
• vt : V → C is a function that assigns element types to

graph vertices
• et : E → R assigns relation types to edges.

As we focus on business layer elements that are used to
specify behavior, it is assumed that C ={Process, Function,
Interaction, Event,Junction, AndJunction, OrJunction, Other}
and R ={triggering, association, composition, other}.

We will discuss the procedure of NuSMV model generation
on a small process example presented in Fig. 2. The whole
process is activated upon occurrence of the event Start. Then
the subprocess P1 is launched, which is followed by P2. If
P2 terminates correctly, a decision is made whether additional
subproces P3 should be executed or the control flow leads
to event End directly. However, execution of P2 can be
interrupted by the event Interrupt, which redirects back to the
process P1.

B. NuSMV model

The basic structural unit in NuSMV language is a module
understood as a set of variables and statements that assign
initial values to variables and define a transition relation.
Depending on the module definition, we may distinguish input
variables corresponding to stimuli, internal state variables and
output variables (actions).

Definition of a module introduces a new type that can be
instantiated. Hence, it is possible to declare a variable of
a module type and bind it during declaration resembling a
constructor call to a number of input variables. Subsequent
variables definitions may reference outputs of other modules
instances as their inputs. This allows to define a system of
communicating state machines of desired complexity, which
propagates input stimuli to its components causing subsequent
state changes and generation of output signals. Typically, the
model integration is achieved within the special main module,
however, it can be distributed among lower level modules,
which are referenced from main.

Fig. 3 shows the structure of NuSMV model corresponding
to the process in Fig. 2. Although the structure of the presented
process is clearly sequential, it is realized by a number of
concurrent state machines (modules) linked by their output
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Fig. 2. Sample ArchiMate process specification

Junction_0 : 

xorFork

P1: 

atomicProcess
Start: event P2: 

atomicProcess

Interrupt: event

P3 : 

atomicProcess

End : eventJunction : 

xorJoin

Junction_Befor

e_End : xorJoin

Fig. 3. Linked NuSMV modules used to model the process in Fig. 2

and input variables. The reusable modules correspond to the
language constructs: processes, events, forks, joins, etc.

After conducting an analysis of components used to de-
scribe ArchiMate processes the following basic modules were
identified and implemented:

• atomicProcessn: n-ary atomic process has exactly one
input, one primary output and n additional outputs, which
can be activated if one of n exceptions occurs. The
exception should be modeled in ArchiMate as an event
linked with the process by the association relation.

• event: has only one input and one output (a boolean flag).
Multiple recipients may use this flag as trigger.

• andFork: used to model AndJunction in Archmate. The
module construction is analogous to event.

• andJoinn: n-ary andJoin produces output signal, if all
n inputs are set to TRUE.

• xorForkn: n-ary xorFork have one input and n outputs.
Upon module activation, only one among possible outputs
will be triggered.

• xorJoinn: n-ary xorJoin has n inputs and sets the output
flag if any of them is set. Moreover it tracks the number
of inputs, e.g. if two from n inputs are activated, the
output flag will be set twice.

Fig. 4 shows the state diagram of the module
atomicProcess1. The number “1” appearing in the
module name indicates the number of additional outputs,
which can be set as a result of exception occurrence. The
process is activated by the input signal trigger. Upon the
signal arrival it changes the state from idle to started.
Then a choice can be made between the states finished
and interrrupted1. Synchronously, the corresponding output
variable is set: either outflag or exccptflag1 to TRUE. The

output variable, whichever is set, will be cleared during the
transition to idle state.

idle started

finished

interrupted1

[trigger]

[]/outflag=TRUE

[]/excptflag1=TRUE

[]/outflag=FALSE

[]/excptflag1=FALSE

atomicProcess1

trigger

outflag

excptflag1

Fig. 4. State machine modeling an atomic process

The NuSMV code for the module is given in Fig. 5. It
should be mentioned, that in the case of a process having n ex-
ceptional outputs, we generate module atomicProcess_n
with states interrupted1,. . . , interrruptedn and n output flags
exceptflag1,. . . , exceptflagn.

Basically, all modules corresponding to ArhiMate language
elements were implemented as state machines, which receive
input(s), change their internal states and produce outputs.
However, due to performance issues we provided also al-
ternative synchronous implementations, which immediately
compute output values based on inputs. An example of
synchronous process implementation is given in Fig. 6. Its
definition uses an invariant that restricts acceptable combina-
tions of variables instead of a transition relation. Basically,
synchronous implementations allow to reduce interleaving,
what makes the internal model representation in NuSMV
smaller and speeds up the verification process. However,
synchronous implementations are rather intended to be used
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MODULE atomicProcess1(trigger)
VAR

state : {idle,started,finished,interrupted1};
outflag : boolean;
excptflag1 : boolean;

ASSIGN
init(state) := idle;
next(state) :=

case
state = idle & trigger: {started};
state = started : {finished,interrupted1};
state = finished & !outflag : idle;
state = interrupted1 & !excptflag1 : idle;
TRUE : state;

esac;
init(outflag) := FALSE;
next(outflag) :=

case
state = finished : TRUE;
state = idle : FALSE;
TRUE : outflag;

esac;
init(excptflag1) := FALSE;
next(excptflag1) :=

case
state = interrupted1 : TRUE;
state = idle : FALSE;
TRUE : excptflag1;

esac;
SPEC

AG (trigger = TRUE -> AF (outflag = TRUE | excptflag1 = TRUE))

Fig. 5. NuSMV code of the module atomicProcess1 (the number 1
indicates number of exceptional outputs)

for such elements as business events, forks or joins, than
processes, for which activation and termination should be
modeled as two distinguishable events separated by time.

MODULE atomicProcessSynchro1(trigger)
VAR

outflag : boolean;
excptflag1 : boolean;

INVAR
(!trigger & !outflag & !excptflag1) |
(trigger & outflag & !excptflag1) |
(trigger & !outflag & excptflag1) 

Fig. 6. Synchronous process implementation, a simplification of the state
machine in Fig. 4

It should be mentioned that in the generated code is
compatible with with the input language of nuXmv [30], the
NuSMV succesor released at the end of 2014. In particular,
the process keyword is not used and the choice between
synchronous and asynchronous execution of model elements
is entirely done within the generated model.

C. Generation procedure

The generation procedure consists of the following stages:
1) Refactoring. With relation to the numbers of inputs and

outputs, it is expected that elements fall into one of two
classes: 1 : m (one input and m outputs) or n : 1 (m
inputs and one output). Hence elements with the arity
n : m are replaced by two two elements: the first is an

appropriate xorJoin or andJoin of arity n : 1. The second
is an atomic process, event or fork of arity 1 : n.

2) Assigning representation. For each ArchiMate element
an appropriate NuSMV module type is selected and
configured based on element type and numbers of
inputs/outputs. Only required modules are generated,
e.g. if the specification uses only processes with one
and three exceptional outputs, only modules defin-
ing atomicProcess1() and atomicProcess3()
will be generated.

3) Main module generation. This step comprises declara-
tion of variables and linking them. For roots (modules
without inputs) appropriate initial variables and transi-
tions are added as well.

4) Generation of specification. The implemented procedure
analyses the graph of elements and generates CTL
specifications. See Section IV-D.

The generated NuSMV code for the main module is
presented in Fig. 7. It can be noticed that variables defi-
nition are unordered and the code contains forward refer-
ences, e.g. the output variable Junction.output is ref-
erenced before P1 definition. The event Stop has two inputs.
As the result of model refactoring an OrJunction (variable
Junction_Before_End) was introduced into the model.
For the event Start constituting a root element, the boolean
variable Start_trigger with corresponding transition was
added. The initial value of Start_trigger is FALSE, and
the next value is chosen from {FALSE,TRUE}.

MODULE main
VAR

P1 : atomicProcess(Junction.output);
P2 : atomicProcess1(P1.outflag);
P3 : atomicProcess(Junction_0.outflag2);
Start : event(Start_trigger);
End : event(Junction_Before_End.output);
Junction : xorJoin(Interrupt.outflag,Start.outflag);
Junction_0 : xorFork(P2.outflag);
Interrupt : event(P2.excptflag1);
Junction_Before_End : xorJoin(P3.outflag,Junction_0.outflag1);
Start_trigger : boolean;

ASSIGN
init(Start_trigger) := FALSE;
next(Start_trigger) := {FALSE,TRUE};

Fig. 7. Generated NuSMV main module code for the process in Fig. 2

D. Generation of specification

As a specification language we use CTL, which allows
to formulate properties applying to a tree of computations
(paths) starting from a given state. As the tree defines a set
of imaginable futures, CTL is called the branching time logic.
CTL formulas are combinations of two types of operators path
quantifiers and linear-time operators.

The path quantifiers are:
• Ap – p holds for every path in a tree and
• E p – there exists a path in a tree, for which p holds
Temporal operators include:
• F p – p holds true sometime in the future,

PIOTR SZWED: EFFICIENCY OF FORMAL VERIFICATION 1431



• Gp – p holds true globally in the future,
• X p – p holds true next time and
• pU q - p holds true until q holds true.
Usually a specification formally describing requirements is

entered by a user. However, we tried to derive some liveness
requirements based on control flows within ArchiMate model
(see Definition 1).

The implemented procedure generating a set of specifica-
tions comprises four steps:

1) Build a set of paths Π = {πi} within the ArchiMate
model,

2) Restrict elements in πi to events only (elements from
the set Evt)

3) Build a partial mapping R : Evt → 2Evt

4) Generate the specification for each pair (ei, R(ei)) in R

In the first step (1) a depth-first search starting from roots
(ArchiMate elements having no predecessors) is performed.
It returns a set of paths Π = {πi} comprising ArchiMate
elements linked by control flow relation. For a path πi =
(eib, . . . , eie), its last element eie is either a final element
in the model (without successors) or a branching element
(already present in πi). The set of obtained paths reflects only
topological relations within the process model. The procedure
does not attempt to interpret the model according to any
behavioral semantics. This is left to the verification tool.

For the example presented in Fig. 2 the set of paths Π
comprises three elements:
π1 = (Start, Junction, P1, P2, Junction_0,
Junction_Before_End, End)
π2 = (Start, Junction, P1, P2, Junction_0,
P3, Junction_Before_End, End)
π3 = (Start, Junction, P1, P2, Interrupt,
Junction)

Any requirements specification must reference terms, in
which the model is expressed. We decided to focus on ele-
ments of Event type, which in business process definitions are
typically used to mark important process states (e.g. initial,
final and intermediate events).

In the step (2) the paths from Π are restricted to ArchiMate
elements being events. For the discussed example the restricted
set of paths Πr={(Start, End), (Start, Interrupt)}.

In the next step (3) a partial mapping R : Evt → 2Evt

is built. The mapping R assigns all (potentially) reachable
events to first events appearing in paths from Π. Continuing
the example from Fig. 2, the mapping R contains only one
pair: (Start, {End,Interrupt}).

Finally, in the step (4) for each event e ∈ domR, a pair
(e,R(e)) is converted into a set of specifications taking the
form of (1), where G = {AG,EG}, F = {AF,EF} and
O = {∨,

∧}.

G((f → F( O
li∈R(f)

li))) (1)

Fig. 8 gives specifications generated for the process
from Fig. 2. The specification AG (Start.outflag ->

SPEC
AG( Start.outflag
-> AF(Interrupt.outflag & End.outflag))

SPEC
AG( Start.outflag
-> AF( Interrupt.outflag | End.outflag))

SPEC
AG( Start.outflag
-> EF( Interrupt.outflag & End.outflag))

SPEC
AG( Start.outflag
-> EF( Interrupt.outflag | End.outflag))

SPEC
EG( Start.outflag
-> AF( Interrupt.outflag & End.outflag))

SPEC
EG( Start.outflag
-> AF( Interrupt.outflag | End.outflag))

SPEC
EG( Start.outflag
-> EF( Interrupt.outflag & End.outflag))

SPEC
EG( Start.outflag
-> EF( Interrupt.outflag | End.outflag))

Fig. 8. Generated CTL specifications for the process in Fig. 2

EF (Interrupt.outflag | End.outflag)). is
equivalent to the statement: for every path, starting with
Start event, it is possible to reach a state, where End or
Interrrupt events occur. This requirement is obviously true
for the discussed example. On the other hand specifications,
where conjunction of reachable events occurs are false.
An example false specification is AG( Start.outflag
-> AF(Interrupt.outflag & End.outflag)),
what was justified by a counterexample trace comprising
20 elements produced by NuSMV. The types of generated
specification are controlled by program parameters. In
particular, generation of specifications using conjunctions of
reachable events can be switched off.

V. EXPERIMENTS

The goal of the conducted experiments was to assess the
efficiency of the workflow shown in Fig. 1, in which:

1) An ArchiMate specification is prepared with Archi tool.
2) With “one-click” a corresponding NuSMV model is

generated.
3) A set of specifications for the obtained model is checked

by calling NuSMV.
In particular we were focused on the time efficiency of

the third step, as it seemed to be crucial for the presented
approach. During the experiments NuSMV was launched as
an external process in the interactive mode, then commands to
load models, report numbers of variables and check automat-
ically generated specifications were submitted. The NuSMV
output was grabbed and information on models processed, as
well as the execution times were collected.

A. Artificial test cases

Tests reported in this section aimed at assessing the rela-
tionship between a process complexity and the time required
to check CTL specifications with NuSMV. Obviously, process
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specifications can form very diverse structures, however, we
assumed that the key feature characterizing the process com-
plexity is the numbers of branches and loops in the control
flow. Hence, the basic process pattern, which was analyzed,
comprised several branches and loops placed between two
events Start and Stop. Fig. 9 shows an example, in which four
subprocesses are arranged to form two branches and two loops.
We have prepared a number of test cases being variations of
this pattern and the results were summarized in Table I.

Fig. 9. Test case 4p2b2l: a process consisting of four subprocesses forming
two branches and two loops

Each case name in Table I is encoded as a string:
n pm{b|ab} k l, where n–number of processes, m–number of
branches and k–number of loops. Symbol ’b’ appearing in the
case name means that the XOR branches (xorJoins) were used,
wheras ’ab’ corresponds to parallel branches placed between
two AndJoins.

The column marked as CC gives the value of cyclomatic
complexity, a commonly used measure that can be interpreted
as the number of independent paths in the specification [31].
It is calculated according to following formula: cc = e-n+2p,
where where e is the number of edges, n is the number of
nodes and p is the number of connected components. The for-
mula is applicable to sequential processes. For processes con-
taining parallel activities the number of independent paths can
be smaller, as activities starting and finishing synchronously
actually build up a single control flow paths. Corrected values
of cyclomatic complexity are added in parentheses.

Subsequent columns give numbers of state variables, total
numbers of states and numbers of reachable states. Dia is a
system diameter, i.e. the longest path from the initial state.

Columns T and TPS give total execution times and the
execution time divided by the number of specifications (For
each case 8 specifications were automatically generated and
tested.)

NuSMV uses internally OBDD as a representation of a
state transition system. It is well known, that the size of
OBDD depends heavily on the variable ordering [8], [32],
[33]. Selecting an optimal ordering is a NP-hard task, however
several heuristics can be used to improve the ordering and in
consequence reduce the model size, as well as the processing
time. The corresponding option offered by NuSMV is called:

dynamic variable ordering. The column TD gives the total
processing time for dynamic variable ordering (the sift algo-
rithm described in [34] was applied), whereas TDPS shows
TD divided by the number of specifications.

The test cases are arranged into three groups. The first
comprises process specifications with various numbers of
branches, however without any loops. As it can be observed,
in spite of growth of problem size, the numbers of reachable
states and processing times remain relatively small.

The second group contains hard cases, i.e. those with several
OR branches and loops. This makes both the numbers of
reachable states very high and for the most complex case
24p12b12 (24 processes, 12 branches and 12 loops) the time
spent to check one specification ranges to 80 seconds.

The third group includes cases with parallel branches that
are synchronized at an AndJoin. This makes the space of
reachable states much smaller, as well as keeps execution times
relatively small (up to 560ms for the case 24p12ab12l). It can
be noticed that for the cases 7p2ab5l, 8p3ab5l, 9p4ab5l and
10p5ab5l the numbers of reachable states are equal. This is
a natural consequence of the model structure. Regardless of
the number of parallel subprocesses, they all start and finish
in the same states synchronized by the AndJoin.

Table I shows that applying dynamic variable ordering can
be beneficial for complex models, e.g. for 16p8b8l, 20p10b10l
and 24p12b12l it allowed to reduce the processing time up to
90%. For smaller models it was inefficient.

B. Business process example

In this section we present results of performance tests for a
medium size business process from the banking domain. The
process evaluates a credit order sent over Internet and issues an
approval or a rejection decision. Its description was prepared
with Archi based on the EPC model published in [35] (on the
page 44).

The process definition comprises five views presented in
Fig. 10, Fig. 11 and Fig. 12. Following the modeling approach
typical for the EPC, multiple events defining process states or
conditions are used. Moreover, the events mark boundaries
of subprocesses represented by the views. They bind them
into a coherent model comprising branches or loops, whose
endpoints are indicated by the referenced events. Due to
limited space the presented models are restricted to behavioral
elements, i.e. they do not comprise information on engaged
roles, involved systems and processed data, which can be
specified in ArchiMate.

The process is divided into three stages. The first, presented
in Fig. 10, aims at collecting customer data for the received
credit order. The subprocess handles two cases: when a cus-
tomer is new or already present in the database of the banking
system, what may influence the credit decision.

The next stage shown in Fig. 11 ends with three conditions:
the credit order is accepted (green credit decision), rejected
(red credit decision) or inconclusive (gray credit decision).

The final stage (Fig. 12) comprises activities, whose goals
are to prepare the credit offer (in the case of green credit
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TABLE I
RESULTS OF PERFORMANCE TESTS.

Name CC Vars Total states Total states Reachable Dia T [ms] TPS
[ms]

TD
[ms]

TDPS
[ms]

2p2b0l 2 15 212 · 32 · 41 147456 910 14 24.47 3.06 40.14 5.02
3p3b0l 3 19 215 · 33 · 51 4423680 1830 14 38.18 4.77 86.03 10.75
4p4b0l 4 23 218 · 34 · 61 1.27402 · 108 3118 14 50.37 6.30 110.30 13.79
5p5b0l 5 27 221 · 35 · 71 3.56726 · 109 4810 14 57.27 7.16 205.65 25.71
8p8b0l 8 39 230 · 38 · 101 7.04482 · 1013 12670 14 135.37 16.92 355.86 44.48

12p12b0l 12 55 242 · 312 · 141 3.27222 · 1019 30990 14 357.63 44.70 663.00 82.87

4p2b2l 4 27 221 · 34 · 41 · 51 3.39739 · 109 91926 25 1032.42 129.05 596.09 74.51
6p3b3l 6 35 227 · 36 · 51 · 61 2.93534 · 1012 342294 25 1025.12 128.14 1356.48 169.56
8p4b4l 8 43 233 · 38 · 61 · 71 2.36706 · 1015 941906 25 3808.37 476.05 2895.52 361.94

10p5b5l 10 51 239 · 310 · 71 · 81 1.8179 · 1018 2153330 25 11216.15 1402.02 7116.50 889.56
16p8b8l 16 75 257 · 316 · 101 · 111 6.82405 · 1026 1.36819 · 107 25 74301.78 9287.72 7552.02 944.00

20p10b10l 20 91 269 · 320 · 121 · 131 3.21085 · 1032 3.44569 · 107 25 240468.40 30058.55 22965.01 2870.63
24p12b12l 24 107 281 · 324 · 141 · 151 1.43403 · 1038 7.47279 · 107 25 640779.35 80097.42 70495.57 8811.95

7p2ab5l 7(6) 37 229 · 37 · 81 9.39309 · 1012 109038 25 978.63 122.33 1428.27 178.53
8p3ab5l 8(6) 39 230 · 38 · 81 5.63586 · 1013 109038 25 1011.67 126.46 1195.66 149.46
9p4ab5l 9(6) 41 231 · 39 · 81 3.38151 · 1014 109038 25 1340.40 167.55 1362.44 170.30
10p5ab5l 10(6) 43 232 · 310 · 81 2.0289 · 1015 109038 25 1059.06 132.38 1811.73 226.47
16p8ab8l 16(9) 61 244 · 316 · 111 8.33015 · 1021 265530 25 6205.62 775.70 4423.14 552.89

20p10ab10l 20(11) 73 252 · 320 · 131 2.0414 · 1026 418078 25 3257.10 407.14 7084.61 885.58
24p12ab12l 24(13) 85 260 · 324 · 151 4.88429 · 1030 614578 25 4484.91 560.61 12463.37 1557.92

Fig. 10. Collect data

Fig. 11. First stage of the credit decision

decision), process credit order rejection for the red credit
decision or reevaluate the submitted documents, if the decision
was inconclusive (gray). The third case loops back the control
flow to the results of the second stage.

Based on this specification the NuSMV model was
generated. During the refactoring phase several joins were
added before events: Ready to check, Green credit decision,
Gray credit decision and Red credit decision events. An
automatically generated specification checked during the
experiment was the following:
AG( Credit_order_arrived.outflag ->
AF( Credit_offer_sent.outflag |

Contentual_problems.outflag |
Credit_order_rejected.outflag )).
It expresses the requirement that each credit order ends with
a conclusive decision (an offer is sent or the order is rejected)
or there are some problems related to the collected documents
(conentual problems) that need further processing.

The cyclomatic complexity of the whole model was equal
cc = 55−42+2·1 = 15(14). The value in the parentheses takes
into account parallel tasks: Create and send correspondence
and Archive documents.

Performing model checking for interleaving semantics of
events, forks and joins failed. Without dynamic variable or-
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Fig. 12. Final stages of the credit decision

dering NuSMV consumed about 6GB memory. After applying
dynamic ordering, the memory footprint was smaller (less then
500kB). However, in both cases the verification processes did
not terminate in an acceptable time. This result was somehow
disappointing, because based on the cyclomating complexity
value, we were expecting that the verification is feasible.

For the synchronous semantics of events, binary forks and
joins the model verification succeeded. The total number of
states was equal 253 · 317 · 52 ≈ 2.90798 · 1025. The number
of reachable states was equal 3.05508 · 109 (i.e. greater by
2 orders of magnitude than the most complex processes in
Table I). Without dynamic variable ordering the procesisng
time was really long: 768522.57 ms = 12.5 min. However,
applying dynamic variable reordering (sift method) reduced it
to 41706.78 ms. We consider this result acceptable.

VI. CONCLUSIONS

This paper investigates the problem of automatic verifica-
tion of behavioral specification embedded within ArchiMate
models. We propose an approach consisting in fully auto-
matic translation of ArchiMate specification into a model in
NuSMV language and then verifying it with the NuSMV
model checker. Requirements specification in form of CTL
formulas can be entered by user, but the implemented tool
is capable of generating specifications based on analysis of
control flows.

The main concern of our work was the time efficiency of
the verification process. We tested it on a set of of artificial
business process specifications, as well as on a real business
process example.

The results show, that the described approach can be applied
in an interactive verification tool, however, due to state space

explosion problem, verification of complex business process
specifications can still be a challenge for symbolic model
checkers. Hence, dedicated model generation techniques fo-
cusing on keeping models compact, e.g. simplifying the
models, avoiding interleaving and generating partial models,
should be employed.

Although the presented considerations are related to pro-
cesses defined ArchiMate language, the results of tests are
applicable to process models defined in other languages in-
cluding BPMN and EPC.
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Abstract—Language  barriers  in  day to  day communication

are common in all countries. In Sri Lanka we have a rising

need for translation for Sinhala and Tamil to reduce language

barriers and the statistical machine translation approach is

more  suitable  for  the  concerned  languages.  Statistical

machine translation method is one of the most promising and

efficient  method  to  perform  machine  translation  for  Sri

Lankan  languages  likes  Sinhala  and  Tamil.   Statistical

approach is more suitable for structurally dissimilar pairs of

languages  and  efficient  solution  for  large  text  translation.

Sinhala  and  Tamil  have  a  similarity  in  grammar  and

statistical approach will help to obtain more accurate results.

We  have  developed  a  Real-time  bi-directional  translation

system for both Tamil to Sinhala and Sinhala to Tamil for this

research. We have used the Sri Lankan parliament corpus to

train the  language model.  We have  critically  evaluated the

both  systems  with  parameter  optimizations  and  have

obtained the most accurate and efficient system. We have also

utilized the scoring techniques like BLEU [2, 8] & NIST [2]

for the system evaluation and we have integrated the MERT

technique to tune the decoder.

Index  terms—Statistical  machine  translation,  Natural  lang-

uage processing, Sinhala, Tamil, Machine Translation

I. INTRODUCTION

A. Background

UTOMATIC machine translation is one of the main

concepts in simulating Human Intelligence which has

several researches going on. The functionality of machine

translation  is  to  perform translation  activities  on  natural

languages  which  are  complex  and  ambiguous.  Machine

translation  comes  under  the  learning  area  of  Natural

Language processing which depends on the subject areas

like statistics,  linguistics and computer  science.  Machine

translation can be defined as  “Automatic translation from

one  language  to  another  using  computing  devices  and

algorithms”.  A translation  approach  is  about  combining

many  techniques  into  one  to  get  the  translation  right.

Machine Translation can be divided into approaches such

as transfer approach, Interlingua approach, direct approach

and  corpus  based  approaches  which  has  two  types  like

Example based and Statistical based)

A

B. The Statistical Approach

According to proven results statistical machine translation

is  one  of  the  most  efficient  and  effective  translation

approaches which is well matched with western and Indic

languages. Statistical MT approach helps to finish up with

mathematically easily decomposable model. It is not very

complicated  when  compared  to  other  rule  based

approaches  and  has  been  proven  as  the  most  promising

approach to all-purpose text translation. SMT approach has

the standard algorithms and models available which can be

applied to any language pair, with large corpora with few

linguistic  assumptions.  This  help  to  minimize  the

development duration.

C. Goal, Objective, Scope & Motivation

The main goal of this research is to develop a real-time

communication  system  which  can  perform  statistical

machine translation for Tamil and Sinhala. 

Our  objective  is  to  research  on  the  machine  translation

domain and create an efficient  and accurate system than

existing ones. The real-time system we have developed for

this  research  performs  machine  translation  in  a  very

efficient way and can be used as a core for many types of

software. Other than the development part of this system

we  also  have  some sections  like  MERT tuning,  system

evaluation using BLEU and NIST metrics. 

The scope of this project is to develop a real-time instant

text communication tool which can translate Sinhala and

Tamil bi-directionally. The translation output is based on

the type of the language corpora we use to implement the

system. And the training data is updated continuous data

from  users  through  the  reporting  system  which  will

increase the quality of the output with many users using it.

First few months has been spent on research and learning

of  Natural  language  processing  concepts.  Few  months

period has been spent for the design and Implementation of

the  system.  Software  tools  namely  GIZA++,  Moses,

IRSTLM, MERT Module, NIST & BLEU module are the

components that are built-in in the system. 

The  motivation  to  try  out  this  project  is  to  reduce  the

unavailability of translation systems which can be used for

instant  messages  especially  for  Tamil  and  Sinhala.  And

previous researches in this domain are discontinued or not

visibly used. Languages concerned  in our researches  are

Tamil  and  Sinhala.  When  analyzing  about  the  two

languages the sentence structure on both languages seems

to  be  identical  in  many occurrences.  Disregard  to  some

insignificant  variations,  the  two languages  has  the  same

grammatical  structure  which is adequate  to maintain the

meaning understandable in both languages. 

We are  using  Statistical  Machine  translation  because  it

gives good results for even dissimilar language pairs and

using rule based  approaches  for  languages  like Tamil  &

Sinhala will consume a lot time, effort and the result will

be error full and inaccurate. 
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D. Statistical Machine Translation

Statistical  translation systems work  by learning  how the

grammar of source and target languages are defined. They

begin to work with less number of dictionary entries and

language  resources.  Developers  can  train  the  system  by

increasing  the  entries  to  handle  complex  and  extensive

translation  scenarios.  Google  is  one  big  player  in  SMT

related NLP applications.

Diagram 01 : Statistical Machine Traslation

Statistical  MT  systems  usually  work  or  get  trained  by

breaking sentences into n-grams. Analyzing n-grams will

improve  accuracy  and  performance.  A word  may  have

many  types  of  meanings  but  it  will  only  have  fewer

meaning in a phrase form. Most of the SMT systems work

on  bi-gram  and  commonly  tri-gram.  Tri-gram  simply

means as three –word groups. Three-word groups are more

than enough to process efficiently on the data set. Larger n-

gram will  require  more  power  and  time  to  analyze  and

translate.  In  a  statistical  machine  translation  system  the

common  n-grams  are  tracked  and  more  frequent

translations are learned and used in the future translation

activities.  Statistical  analysis  of  n-grams  are  happened

which will analyze the position of the n-Gram with regard

to  the  sentence.  Mathematical  translation  models  are

updated after each and every translation which will result

in  accurate  results.  Faster  processer  will  improve

performance  of  training and tuning  and  reduce  the  time

taken to it. Technologies such as C++, Java and Perl are

used  to  develop  NLP  algorithms.  As  the  languages  are

platform independent. They will enable their functionality

on  many  Operating  Systems.  Training  the  SMT system

extensively  will  lead  to  a  highly  accurate  translation

system.  Compared  to  Rule  based  systems  Statistical

systems  saves  more  time,  money and  effort.  Rule-based

systems  for  a  language  pair  like  Tamil  &  Sinhala  will

require many years  and considerable amount of funding.

Statistical systems can be trained to a good accuracy level

in few months. This makes statistical approach less work

intensive  and  that  is  the  main  reason  we  choose  this

approach for our short-term research purpose. 

The  SMT  approach  is  more  useful  for  corporate  and

government  applications.  One  of  the  limitations  in  a

Statistical  machine  translation  approach  is  that  it  will

require powerful computers for large training and accurate

translation. The main concept in SMT systems is to select

the  target  language  phrase  which  has  the  maximum

probability of being the translation on the source language

phrase.  A  probabilistic  model  is  a  base  for  all  the

computations in the SMT system. Assumptions on Bayes

Rules  and  Noisy  channel  model  make  the  system  less

complex when generating the probabilistic model.  When

an input sentence is given into the system the target phrase

with more probability will be selected as the output. This

statistical translation approach can be briefly described in

mathematical terms

t = argmaxt P (t/s) ……………. (1)

Using Bayes’ theorem, the value of P (t/s) can be given as 

 P (t/s) = (P (t) P(s/t))/ (P(s))…… (2)

Referring to equation (2), t can be written as,

t = argmaxt (P (t) P(s/t))/ (P(s))… (3)

In equation (3), s is fixed in source language. As a result of

this, P(s) can be removed from the equation when finding

the  sentence  t. That  has  maximum  probability.  Then

equation (3) becomes as equation (4)

t = argmaxt (P (t) P(s/t))…………. (4)

Element P (t) in equation 4 denotes the kind of sentences in

Target  language  (T).  P (t)  is  called  Language  Model  of

target language (T). The other element in equation 4, P (s/t)

specifies how each sentence in target language (T) can be

translated into source language sentences (s). This is called

as the Translation Model. Equation (4) lays the foundation

of statistical machine translation with the specification of

two key components namely language model (P (t)) and

translation model (P(s/t)).

Improving  the  language  model  in  the  SMT system  is  a

manual job but we can use MERT techniques to train the

system in minimum error rate which will result in accurate

systems. MERT recommends a substitute training strategy

for log-linear statistical translation models. MERT training

is  a  straight  forward  method  which  will  optimize

translation  quality  using  some  automatic  metric  score.

During  the  weight  optimization  of  decoder  parameters
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such  as  phrase  translation  table,  language  model,

distortion, word penalty etc. MERT searches weight values

that reduce translation errors. Metric scores supported by

MERT  are  BLEU,  NIST  and  TER.   As  the  manual

evaluation is hard and time consuming job, to make the

evaluation  more  flexible  metrics  like  BLEU  and  NIST

were introduced. BLEU metric is a de facto standard which

is used for Machine translation system evaluation. BLEU

score  gets  the  geometrical  mean  of  modified  precision

score  of  the  test  corpora  and  multiply  with  some

exponential brevity penalty factors. BLEU score increases

to  a  higher  value  when  the  number  of  reference

translations is increased. NIST [2] is a metric built on top

of BLEU [2, 8] which enhances it with few modifications.

One of the major modifications done by NIST is it assigns

higher  weights  to  rare  or  less  occurring  n-grams  than

regular ones. It simply applies the smoothing technique on

rarely used n-grams.

II. RELATED WORK

There are numerous researches and projects developed on

Statistical  machine  translation  in  the  recent  past.  Sri

Lankan developers have worked on many Sinhala,  Tamil

related NLP systems in the past few years.  In the reference

[3],  the  developers  had  developed  statistical  machine

translation systems for 4 European based languages such

as English,  German,  Spanish and  French.  The data  they

used was from a general domain and large in size. German

to English SMT systems has an average BLEU score of

0.236.  Spanish  to  English  SMT systems  has  an  average

BLEU score of 0.340. French to English SMT systems has

an average  BLEU score  of  0.316. The research  [1]  is  a

SMT implementation for English and Sinhala Languages.

This research includes several  refinements.  This research

talks  about  MERT inclusion,  Translation  Model  tuning,

Language Model Tuning and various word alignment and

reordering techniques. The BLEU score obtain at the end

of the research  was around 0.1500 which is  a  very low

value. 

The research [2], which was developed by UCSC, is one of

the best  references for SMT implementations. This SMT

system  was  implemented  for  Sinhala  and  Tamil

Languages.  This  research  also  uses  the  data  of  specific

domain which is from various public websites.  The best

BLEU  score  obtained  from this  research  for  Sinhala  to

Tamil  system  was  0.185.  Even  though  it’s  not  a  very

successful  research  this  paper  talks  about  some  viable

techniques  and  approaches  for  SMT based  applications.

This research uses some old tools and this research was

just the beginning of a successful SMT system. The further

researches  by  this  team  have  given  great  result  on

evaluation.  This  research  is  one  main  reference  for  our

current  research.  After  reading  all  the  related  work  we

learned every strength and weaknesses of the systems and

have embedded that knowledge into our research to obtain

higher scores. We have used newer and updated techniques

to  our  current  research  and  we  have  also  contacted  the

previous  researchers  on  this  domain  and  brainstormed

ideas with them to come up with a good final output. The

innovative thing we are proposing through our research is

using this traditional SMT concept and implementing them

into  a  real  time  communication  application.  This

application will be less complex and will support all kind

of users facing language barriers during communication.

III. DATA PREPARATION

In  Sri  Lanka  when  developing  applications  on  Machine

translation  the  only  resource  for  datasets  on  Tamil  and

Sinhala  is  the  parliament  order  papers  on  budget

proceedings.  We have used  an  electronic  version  of  the

parliament  order  papers  which has  parallel  data on both

Sinhala and Tamil. We used over 5000 phrases from each

language which is totally more than 10000 sentences and

more than 100000 words to train the system. One of the

main  reasons  for  the  lack  of  development  in  translation

systems in Sri Lanka is the unavailability of the corpus and

the restrictions to  obtain them. We obtained  the Sinhala

and Tamil Electronic version in a dirty manner where it is

not aligned properly with the languages. The initial stages

of the research was planned to develop a SMT systems in

the chat domain for Sinhala & Tamil. After the research we

found  that  parallel  data  Sinhala  and  Tamil  in  the  chat

domain is not available and building or creating one would

require a lot of funding in the current situation. We limited

ourselves to the parliament domain.   The reason for using

the parliament order papers is that the parliament members

speak  more  formal  languages  which  are  not  commonly

used in the society.  The languages are translated into more

exact  order  in  the  parliament  because  in  parliament

discussion  every  word  and  phrase  is  important.  We can

100% ensure  that  the meaning is  not  altered  due to  the

variation in the language style. This process applies to both

Sinhala and Tamil. One of the drawbacks of the system is

that when we use a parliament corpus for the research the

system is tuned to domain of parliament style translation

so that we cannot use this system to translate non formal

type  of  sentences  or  phrases.  The  obtained  electronic

versions of the parliament order papers were pre-processed

before  using them as  inputs.  Reasons for  pre-processing

are  unwanted  gaps  between  words,  disordered  words,

disordering  of  Tamil  Sentences  aligned  to  Sinhala

Sentences and some complex character are broken which

makes it  a  garbage character. After  cleaning the Sinhala

and  Tamil  parallel  data  we  can  ensure  that  most  of  the

sentences are in proper order in allowed manner, but still

some  issues  will  remain.  We have  to  assume  the  pre-

processed  data as  a  perfect  one.  Redundant  contents  are

removed randomly in some selected files and the final data

set  for  the  system  is  prepared.  In  a  Statistical  machine

translation  system  implementation  data  preparation  is

essential and plays a major role in the final results.  After

the preparation of the datasets we did the selection process

of the Data sets. We divided the data set into three such as
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Training set, Tuning Set and Testing set. The table is given

below. This table shows the number of word and phrases in

the data sets. 

TABLE 1: DATA SETS

Data Sets (Words and Phrases)

Language

Model

Training Set Tuning Set Testing Set

Si Ta Si Ta Si Ta Sin Ta

165k 77k 99k 78k 3425 3078 3110 3204

6550 6104 5887 5887 200 200 200 200

Addition to the above mentioned datasets,  as a team we

have  prepared  our  own  dataset  which  includes  parallel

sentences of normally used phrases in Sinhala and Tamil.

We prepared more than 2500 parallel sentences and in our

system we have added a feature where the user can report

the admin with the translations. These translation sentences

will be added to the system’s training data and the SMT

core will tuned frequently in a periodical manner. This will

improve the output quality. One of the reasons we started

to develop a real time SMT chat application is that we can

create  new  and  improved  trained  data  using  users’

contributions.  This  is  will  lead  to  an  improved  data  set

creation which can be used for future projects related to

SMT as well.

IV. OUR APPROACH

The  system  design  is  the  heart  of  all  system

implementation. The design section consists of three main

parts such as Architecture Design, Implementation Design

and  Evaluation  Design.  Architecture  design  is  all  about

explaining  how  the  modules  and  components  are

connected  and  working  together.  The  implementation

design  illustrates  about  the  implementation  of  folder

structures  and  file  paths  which  are  used  in  the  SMT

system.  The third  one,  evaluation  design  explains  about

how  evaluation  and  experiments  are  carried  out  on  the

system to arrive at conclusions and results.

A. Architecture Design

The  main  Architecture  of  this  Real-time  Statistical

Machine Translation system is basically not an innovative

one or a new thing to be researched. It has a long standing

research history in its hands. The main component of this

project is the SMT module and we don’t need to alter the

entire  design  of  the  SMT  but  have  to  follow  the  best

practices.  SMT approach is language independent.  Many

of  the  SMT  implementations  follow  the  common

architecture.  In  our  research,  the  both  systems  use  this

uncomplicated  architecture  as  its  backbone.  Rather  than

mixing  all  the  modules  together,  we  are  defining  the

components explicitly and linking them according to the

need. The SMT system we are developing for this research

is a layered architecture. This architecture helps us to make

the  system  uncomplicated  and  easy  to  understand.  The

layered architectures help to add and remove components. 

In the design when considering about the data preparation

component,  the functionality of it  is to obtain the whole

data set and divide into subsets. These separate data sets

are used for training, tuning and testing purposes,  which

will lead to efficient system evaluation. Addition to this we

can  do  language  modeling  if  a  monolingual  corpus  is

available. The whole data set is divided into two subsets.

One is for language modeling and other one is for model

evaluation.  Model  evaluation  will  not  require  huge  data

set.  Before  these  steps  the  whole  data  set  is  tokenized.

Formed  outputs  are  the  inputs  to  language  modeling

component.  In  case  of  Sinhala  to  Tamil  system,  Tamil

language  model  should  be  produced.  The  un-tokenized

whole  data  set  is  divided  into  three  parts  for  training,

testing  and  tuning.  Training  data  set  is  the  input  of

translation  modeling  component.  Tuning  data  set  is  the

input for the automatic tuning & decoding component and

testing data set is the input for evaluation component.

The Language modeling module consists of all executable

files created by IRSTLM. N-gram and n-gram count are

two  modules  needed  for  LM  modeling  and  evaluation

respectively. Outputs of the language modeling component

is the Language model and the perplexity scores. To obtain

an optimal language model from evaluation, it is required

execute the LM with various smoothing and discounting

parameters and obtain the scores. Manual evaluation scores

after  each  language  modeling  would  help  decide  the

optimal one. The next component is the translation model

which is created using the training set. We have referred

GIZA++ tool to implement this module which creates the

word alignment and translation model. We can adjust the

word  alignment  and  reordering  strategies  to  create  or

obtain the best Translation Model. Decoder configuration

file  is  created  at  the  end  of  this  procedure  so  that  the

decoder  script  will  start  running by referring  this  script.

The tuning component is responsible for changing decoder

parameters  & weights  modifications which will  result  in

change  in  evaluation  metric  scores  like  BLEU & NIST.

The next component is the decoder executable. The inputs

for  this  module  are  the  test  data  set  and  the  TM

components such as phrase table and word alignment table

and the decoder configuration file. The actual translation

function happens inside this module. Source language file

is  translated  and  the  translation  process  stops  at  the

formation of translated output file. Prior to the automatic

evaluation via three metrics, a little formatting is essential

on the input data sets of metric-modules. Inputs of metric

modules  are  translated  output,  reference  text  and source

text. In Sinhala to Tamil system, reference file needs to be
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in Tamil which is the genuine translation of the Sinhala test

data set. Scoring is restricted for only one reference file.

Other  than  these  above  modules  we  have  another  two

separate modules which are called as back up module and

reload module. Back up module backups all system inputs,

configurations and the outputs. Reload module reloads the

backup data and configurations into the system. With all

these components we have also having a simple client to

client  chat  or  communication  application  to  fulfill  the

scope. This application uses the SMT module as the core

and serves the users who want communicate in their native

languages without any barriers.

B. Implementation Design

For a successful  research a good Design is essential.  As

developers  we  have  to  also  focus  on  implementation

design to achieve  what  we wanted.  Having good design

architecture  isn‘t  lonely  enough.  Implementation  design

consist the details of folder and directory structure of the

implementation  which  is  very  important  for  the

performance  and  the  efficiency  of  the  system.  A proper

folder structure will also help for easy maintenance which

will reduce errors and unwanted exceptions. 

In our SMT system we have bi-directional implementation

which  includes  Sinhala  to  Tamil  and  Tamil  to  Sinhala.

Both the systems share some common files in the system.

Some  tools  are  configured  and  made  common  to  both

systems. Interaction with each system is feasible through

bash scripts. In our system we will have two clients who

does the communication part. The input string is received

from one client end and then the SMT core translates it

into a target language. The target string is sent to the client

in the other side. 

Diagram 02 : Workflow of our Final Translation Application

C. Evaluation strategy

Evaluation of systems is an essential part of this research.

A plan  or  strategy  is  developed during  the  development

phase about how we are going to evaluate the system. The

evaluation  strategies  we  have  followed  here  are  change

parameters  and algorithms in different  combinations and

obtain  BLEU  and  NIST score  from  each  system.  From

those  results  we  can  obtain  an  accurate  and  efficient

system  for  the  languages  like  Tamil  and  Sinhala.  The

evaluations results are presented in a statistical form. These

combinations of evaluation end in many number of system

backups  and  as  we  are  dealing  with  many  evaluation

techniques we can call this as a good evaluation strategy.

V. IMPLEMENTATION

Major  parts  of  our implementation are  Sinhala to  Tamil

MT System and the Tamil to Sinhala MT System. For a

successful research, excellent design architecture in hands

endorses  effective  maintenance  and  help  reducing

mistakes.  Having  good  design  architecture  isn't  only

enough. Implementation or the directory structure holds a

place  to  handle  executions  and  maintenance

comprehensively.  Good  directory  structures  are  formed

bearing maintenance/ backup/restore simplicities in mind. 

The LM input files directory will hold the Data sets (both

Sinhala and Tamil) for language models creation and LM

test  files  (both  Sinhala  and  Tamil)  are  located  here.

Calculated perplexity values are written to files residing in

"lm evaluation" directory. The Input directory will contain

the  inputs  for  both SIN-TAM and TAM-SIN system.  In

case  of  SIN-TAM,  reference  file  (Tamil)  should  be  the

corresponding  parallel  corpus  of  test  file  (Sinhala).  The

Output directory  will  have  the  final  de-tokenized

translated  output  of  the  system.  NIST,  BLEU  and  TER

scores  are  saved  in  the  Results directory.  The  Scripts

directory  will  contain  some  Bash  scripts  to  control

operations  such  as  cleaning,  backup,  restore,  and  load

backup, run components like Data model, language model,

Decoder,  Automatic  tuning  component  and  evaluation

component of entire SMT. There is also a directory in our

system called Word and this will store tool's output/input

files.

Corpus  has  tokenized  parallel  corpora.  Evaluation

directory is with raw system output and formatted output

files (for automatic metric evaluation). Language model is

located  inside  "lm"  directory.  MERT  files  and  tuned

decoder configuration files are found in tuning directory.

The same structure as that of SIN to TAM applies to TAM

to SIN system also but instead of all Tamil files, Sinhala

files should be there and vice versa. In backing up process,

"input, output, work, lm evaluation, results and importantly

all  Configurations  files  and  used  commands"  will  be

copied to a new location. This process is essential as lots of

experiments need to be done and as outputs are required to

be  loaded  again  for  further  tests  or  for  re-evaluation

purposes.

The  directories  "IRSTLM,  GIZA++,  Moses,  TER

modules"  have  all  installed  files  but  when  porting  the

system  to  another  location  these  may  be  ignored  as  all

executable  are  located  in  "executable".  During  our
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development we have used some modules from some tools

such  as  IRSTLM,  GIZA++  and  Moses.  The  IRST

Language Modeling Toolkit  features  algorithms and data

structures suitable to estimate, store, and access very large

n-gram language models. It can be used in Linux platform.

IRSTLM  offers  the  most  advanced  n-gram  smoothing

methods  to  estimate  large  LMs  and  approximated

smoothing methods to estimate gigantic LMs. It includes

methods for pruning and quantization of LMs, efficiently

storing LMs on disk and in memory and it offers several

language  adaptation  methods:  linear  interpolation,

minimum  discrimination  information,  and  probabilistic

latent semantic analysis. 

Moses  is  one  of  the  open  source  toolkits  for  statistical

machine  translation.  Moses  toolkit  uses  some  tools  for

some of the tasks to avoid duplication such as GIZA++ for

word alignments and IRSTLM for language modeling. The

information  about  Moses  was  obtained  from  Moses

documentation.  The  Moses  toolkit  has  achieved  some

objectives  such  as  Accessibility,  Easy  maintenance

Flexibility, user-friendly, distributed team development and

Portability.  The  Real-time  chat  application  is  developed

using Java programming language. It is very light weight

and we have developed that  software in which it can be

applied  as  a  layer  on  top  of  the  SMT core  system and

operate in good efficiency.

VI. EVALUATION

A. Basic System Evaluation 

Our evaluated system’s entire language model is domain

specific.  And Number of 2-gram hit is relatively high in

both language models. All n-gram hits in Sinhala are not as

much as Tamil Language.

TABLE 2: 

N-GRAM COUNTS FOR SINHALA & TAMIL

Language Model Sinhala Tamil

1-Gram 4703 5946

2-Gram 15337 16283

3-Gram 8474 13280

TABLE 3:

 AUTOMATIC METRIC SCORES FOR BOTH SYSTEMS WITHOUT

MERT TUNING

Systems Sinhala - Tamil Tamil – Sinhala

BLEU 0.4277 0.5599

NIST 4.4090 4.1244

After the evaluation we obtained highly excellent BLEU &

NIST scores in both systems and Tamil to Sinhala System

gives the highest from the two systems. The BLEU score

results in high values which is a proof that the system has

high accuracy. In the Sinhala to Tamil system, the value of

BLEU is not that best as NIST. However all these metrics

favors the output of Tamil to Sinhala system in a positive

manner. The both systems gives  high positive values on

scoring other than the existing systems developed by the

past researches and experiments.

B. Tuned system Evaluation 

The good thing of the research was that we had very good

score with normal settings, but more quality output can be

expected  after  fine  tuning  the  system.  We  used  the

Minimum Error Rate Tuning (MERT) technique to achieve

more scores. After MERT [2] technique we received new

scores. Below table shows the new values obtained for the

both systems in a table format. The score values are in four

decimal  places.  These  scores  show  some  great

improvements.

TABLE 4: 

AUTOMATIC METRIC SCORES FOR BOTH SYSTEMS WITH MERT

TUNING

Systems Sinhala - Tamil Tamil - Sinhala

BLEU 0.5957 0.6693

NIST 4.4182 4.8563

It  is very much acceptable that  MERT has enhanced the

scores of the both systems in a good rate. BLEU score has

been improved in both systems by a good number. NIST

score has been improved in the Tamil to Sinhala translation

system  but  not  much  in  the  Sinhala  to  Tamil  System.

BLEU has been improved in the highest  percentage  and

NIST  get  the  least  improvements.  When  talking  about

decision making of the system we have developed is that

the scores are well improved values than previous research

on SMT with local languages like Tamil and Sinhala. And

we  can  mark  this  as  a  successful  research. Addition  to

scores  we  have  also  calculated  the  time  taken  for  the

translations for both systems.

TABLE 5: 

AVERAGE TIME TAKEN FOR TRANSLATIONS IN BOTH SYSTEMS

System 1 - sentence 3-sentences 5- sentences

Sin - Tam 0.778s 1.94s 2.052s

Tam - Sin 0.035s 0.249s 0.299s

VII. CONCLUSION

In a summary, both translation systems have given positive

results and scores. One of the beneficial things from good

BLEU scores  is  that  we can extend the research to new

heights with a positive system. Word alignment algorithm

we used was grow-diag-final and reordering algorithm was

msd-bidirectional-fe. According to the tables mentioned in

the  evaluation  section  the  BLEU  &  NIST  scores  were

better  than  existing  system  and  it  improved  even  more

after  MERT technique.  The  final  BLEU  scores  of  the

achieved  systems  are  0.595668  &  0.669333  and  also
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achieved NIST scores are 4.4182 & 4.8563. Both systems

also have very less and efficient translation times. These

systems can be improved into a highly accurate system by

using  large  dataset  of  training  data  and  changing  the

architecture. 

VIII. FURTHER WORK

There are many future plans to improve the research and

improve the system further more usable. One of the main

further plans for this project is that to use a large dataset of

Tamil & Sinhala phrase set to train the system. The data

we used for this research for now is very minimal and with

the real-time system we have developed with the reporting

feature,  we  can  hopefully  prepare  more  amounts  of

translation pairs to create a translation with high quality.

The limitation we faced while starting the project was the

unavailability of chat data on Sinhala & Tamil. The human

effort required to prepare the data is too high and costly,

but  we  have  started  preparing  the  data  using  some

volunteers  and planning to  take  to  the next  level  in  the

future.  One  step  on  that  is  the  implementation  of  the

automatic reporting system in the chat application. We will

be working on the negative outcomes from this research. In

the future we can differentiate the build architecture and

make  the  translation  module  usable  for  application  like

Facebook and related technologies. One of our visions on

this research is to make this translation functionality as a

service and make it available for the developers to use it.
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Abstract—Multi-criteria decision analysis (MCDA) methods

have  become  increasingly  popular  in  decision-making.

Numerous methods in this field were developed to solve real-

world  decision  problems  including  various  engineering  and

scientific areas. Unfortunately, the proper use of each method

is difficult due to the dispersion of the domain knowledge and

lack of knowledge databases in this area. 

The  paper  presents  research  focused  on  knowledge

management aspects in MCDA domain. In order to achieve a

high level of practicality on different levels of decision making,

the ontology as a form of conceptualization is implemented.

I. INTRODUCTION

ogether with the development of operational research,
as  an  alternative  approach  evolution  of  MCDA

methods has been observed. This applies both in theoretical
studies that result in the continuous development of existing
methodologies and techniques, and in the emergence of new
methods as well as the application layer covering new areas
of application methods in business practice.

T

In each case of individual specification of environmental
decision-making situations, the selection of a multi-criteria
method should be carried out with great  care [1], and the
recommendations of selection techniques for modeling and
aggregation  of preference  should  be carried  out  with  the
following considerations:

• taking  into  account  a  detailed  specification  of  the
discussed problems and pending issues, including their
complex and multi-level character, 

• an  intuitive dialogue with  the  decision-maker  and  the
user at  the stage of formulating and implementing the
assessment  process  with  the  subjective  linguistic
approach implemented,

• possible use of imprecise preference information by the
evaluators, including variability of the assessment,

• the  possibility  of  missing  a  situation  assessment  and
incomparability of decision variants  for multiple forms
of preferential  information  with  the  deterministic,  not
deterministic, ordinal or fuzzy character.

The natural  consequence of various areas of application
of multi-criteria methods is the need for the development of
dedicated  approaches  adjusted  to  the  specifics  of  the
problem.  This  is  confirmed  by a  detailed  analysis  of the
literature, where research in various scientific disciplines is
effectively  carried  out  using  a  number  of  multi-criteria
methods  [13]  [11].  Combined  with  a  variety  of  specific
decision problems discussed by the authors of studies in this
field, the natural direction of research can be an attempt to
systematize  the  knowledge  in  this  area.  An  additional
prerequisite for undertaking research in this area is a large
heterogeneity  of  domain  knowledge  including  available
scientific  publications  and  the  existing  decision  support
systems. 

In  the  literature,  attempts  to  develop  models  of
knowledge representation of MCDA problems and methods
areas can be observed. For example, the article [6] presents
an ontology designed to describe the structure of decision-
making problems. It  is a component of the support for the
group decision-making processes. On the other hand, in [8]
an ontological representation of the multi-criteria method of
AHP and  a set  of inference rules were developed.  In  this
way, clearly defined and formalized concepts related to the
method  of  AHP  and  knowledge  reusing  allowed
implementation in the form of ontologies. Earlier studies of
systematized knowledge about various aspects of decision-
making  are  presented  [9][10].  One  of  the  approaches  is
based  on  using  ontology  knowledge  model  integrating
knowledge about decision-making  process [9].  It  includes
such elements as the decision-making situation, the decision
problem, a set of alternatives and evaluation criteria, rules,
preferences and decision-makers. Then the developed model
was verified within the problem of decision-making for the
ERP  system  selection.  The  proposed  approach  was  later
extended by ontology components  based on a  generalized
approach  to formalization  of methods of decision support
[10].  The proposed ontologies focused on knowledge that
makes it possible to structure knowledge about the decision
problem. However, they take the problem of systematization
of knowledge about  the  various  methods of multi-criteria
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decision  support  only  to  a  small  extent.  Characterized
ontologies  do  not  include  knowledge  about  the
characteristics  of the  different  MCDA methods  and  their
environmental context and use cases [7].

The purpose of this article is to develop a ontology based
knowledge model of MCDA methods. Taking into account
the contemporary standards of knowledge engineering, it is
justified to implement a repository of knowledge in the form
of ontologies.  In  order  to  build  the  first  stage  of such  a
solution, literature related to MCDA methods was reviewed
and analyzed. This formed the basis of the development of a
taxonomy and ontology. Ontology as a proposed form of the
conceptualization can be used as a source of knowledge that
can  be used  repeatedly.  The  study was  divided  into  two
parts: a discussion of the literature and the development of a
taxonomy of MCDA methods together with the ontology of
MCDA  methods.  The  article  ends  with  the  author's
practical ontology verification using competency questions. 

II. METHODS OF MULTI-CRITERIA DECISION SUPPORT

Research on MCDA area led to the development of two
main  groups  of  methods  and  directions.  They  differ
significantly from each  other  both in  the approach  to the
decision  situation  and  in  the  way of  choosing  the  best
alternative .  These are  approaches based on utility theory
and outranking relations [4]. An approach based on utility
theory is derived from the American MCDA school . Two
kinds  of relationships  between  alternatives  are  identified:
indifference  (a

i
 I  a

j
)  and  preference  (a

i
 P  a

j
)  of  one

alternative over another. The methods in this group exclude
non-comparability  of  the  decision  variants  and  assume
transitivity of preference [4]. Among the methods based on
utility  theory  main  approaches  include:  MAUT  (Multi-
Attribute  Utility  Theory),  AHP  (Analytic  Hierarchy
Process),  and  UTA  (Additive  Utility  Theory).  These
methods usually do not  take into account  the uncertainty,
vagueness  and  ambiguity that  can  occur  in  the  data  [4].
Methods based on outranking relations are derived from the
European MCDA school and the outranking relationship is
characterized  by the  lack  of transitivity between  pairs  of
decision variants..  These methods mainly include methods
from ELECTRE family  (ELimination Et Choin Traduisant
la  REalite)  and  PROMETHEE  (Preference  Ranking
Organization  Method  for  Enrichment  Evaluations).
Methods from this  group frequently extend  a set  of basic
preferential  situations  with  the  result  that  includes
indifference of decision variants   (a

i
 I a

j
),  weak preference

one variant over another (a
i
 Q a

j
), the strict preference of a

variant of the decision-making relative to the other (a
i
 P a

j
),

and incomparability between data variations (a
i
 R a

j
) [18].

Furthermore,  couples  of  variants  can  be  grouped  to
determine the relationship connecting the two or three basic

situations. With the occurrence of the grouped relationship,
it  is  impossible  to  distinguish,  without  additional
parameters, the basic relationship of the grouped situations.
Such situations  are:  “nonpreference”  which  are  groups of
indifference  and  incomparability  situations (a

i
 N  a

j
),

“preference”  which  are  situations  of  weak  and  strict
preference (a

i
 L  a

j
),  “guess  preference”  which  combines

situations of indifference and weak preference (a
i
 J a

j
), “K-

preference”  which  are  groups  of  strict  preferences  and
situations  of incomparability (a

i
 K  a

j
),  and  “outranking”

which  contains  the  situations  of  indifference  strong  and
weak  preference (a

i
 S  a

j
)  [12].  Due  to  variations  of the

relationship  between  the  decision-making,  two  basic
approaches  can  be distinguished  to  aggregate  operational
performance variants : (1) aggregate to a single criterion (2)
aggregation by using the outranking relationship [12]. The
first  operational  approach  excludes  the  incomparability
situation  and  contains  only  the  most  indifference
relationships and strict preference. It is strongly associated
with the American school of decision support.  The second
approach takes into account incomparability and outranking
and  is  generally  used  in  the  methods  derived  from  the
European  MCDA  school.  Based  on  an  analysis  of  the
literature,  a complex set of available MCDA methods was
identified  and  the  general  characteristics  of  which  are
shown in Table 1. The exact classification of methods along
with the characteristics is presented in the rest of the article
followed  by  a  description  of  the  process  of  building  a
taxonomy of MCDA methods.

III. BUILDING TAXONOMY AND ONTOLOGY OF MULTI-CRITERIA

DECISION SUPPORT

Ontology is treated in the literature as a set of definitions
of the terms of the area and the relationship between them
[3].  It  is  also  referred  to  as  the  specification
conceptualization  providing  a  description  of the  concepts
and relationships that  occur between them [2]. The use of
ontologies as a solution supporting the choice of an MCDA
method is designed to assist the user in selecting the right
solution  for  a  given  decision  situation  described  using
specific criteria  and  parameters.  The ontology should also
provide detailed information about the various methods for
multi-criteria decision support. 

The  first  step  in  the  construction  of an  ontology is  to
develop  a  taxonomy  of  criteria  describing  the  MCDA
methods.  Identification  and  analysis  were  based  on  the
analysis  of  25  MCDA  methods  for  creation  of  a  set  of
criteria  and  sub-criteria  characterizing  the  different
solutions.  A  total  set  was  formed  comprising  four  main
criteria  (available  binary  relations,  linear  compensation
effect, the type of aggregation and the type of preferential
information)  and  16 sub-criteria.  This  collection was also
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the  basis  for  the  construction  of  taxonomies  of analyzed
solutions.  Table 2 presents a  summary of the criteria  and
information  about them by the  various methods of multi-
criteria decision support. 

Based  on  a  defined  set  of  criteria,  sub-criteria,  and
information about fulfilling them by selected solutions, the
taxonomy created  solutions  for  specific  MCDA methods.
This  taxonomy is presented in  the ontological  form.  This
task  requires  distinguishing  the  concept  on  the  basis  of
criteria and sub-criteria and establishing their hierarchy.

Figure 1 presents a graphical diagram of a set of criteria
and sub-criteria of the main built taxonomy. The taxonomy
provides a set of MCDA methods shown in Table 2, with a
set  of differentiating  criteria  and  a  network  of taxonomic
relationships  between  concepts  (relations  between  the
different classes of instances). Using this taxonomy, there is
a possibility to select methods based on selected criteria.

A detailed analysis of taxonomic relationships reveals the
full  features  of the different  MCDA methods.  This  is  the
basis  for  a  simple  reusable  but  structured  domain

TABLE I. CHARACTERISTICS OF SELECTED METHODS OF MCDA

Method name Essence of the method Reference

AHP The problem is formulated in a hierarchical form. Overall rank is based on the collective aggregation 
of partial marks obtained in a paired comparisons in matrix.

[19]

Additive weight method  Aggregation based on the inadditive function. Choosing the best alternative with the highest value of 
the global index obtained as the sum of the partial marks for all criteria.

[20]

EVAMIX Ranking of alternatives on the basis of global dominance index (ordinal indices and cardinal 
dominance).

[21]

Electre I The aim of the method is to determine the subset of variants containing the best alternative. The 
procedure is based on the construction of compliance and non-compliance tests, following the 
structure of the outranking graph. Preferences modeling is done using the true criteria.

[22]

Electre II Extension of ELECTRE I method. The essential part is the use of two outranking relations :weak and
strong.

[23]

Electre III Ranking of variants based on outranking relationship. Modeling preferences with pseudo criteria and 
weights. 

[24]

Electre IS The method constitutes a development of ELECTRE I with additional modeling preferences based on
pseudo criteria. 

[25]

Electre IV Ranking of variants based on the relationship with outranking pseudo criteria. It does not apply 
weights to the criteria. 

[26]

Electre TRI Sorting variants into categories based on outranking relationship. Modeling preferences with pseudo 
criteria.  

[1]

MAUT Ranking of variants based on the aggregation of sub-additive utility function form. [27]

MAVT Ranking of variants based on the aggregation of multiplicative utility function. [27]

MELCHIOR The extension of the ELECTRE IV method. Ordinal relationship validity of the criteria is added. [28]

Maximin method The aim of the method is to choose the strongest variant of the weakest.  [20]

Maximin fuzzy method The aim of the method is to choose the strongest variant of the weakest. Evaluation of alternatives has
the fuzzy form. 

[29]

Methods of extracting the 
minimum and maximum 
values of the attribute 

Methods reject criterion values successively above and below the predetermined value. [20]

NAIADE Application of fuzzy measures distances and of paired comparison. Calculation of preferences as in 
PROMETHEE.

[30]

ORESTE Uses alternatives assessment and weighting of the criteria described only on an ordinal scale. [31]

PROMETHEE I The method constitutes a development of ELECTRE methods, but expanded the number of binary 
relations describing preferences to six. 

[32]

PROMETHEE II Extension of PROMETHEE I by the global results for all variants. [32]

REGIME The method is based on a  pairwise comparisons matrix.  Scale {1,0,1} is used. The values of the 
scale correspond to the domination, equivalence and dominance. 

[33]

Additive fuzzy weight method The method is based on a fuzzy version of the additive weight method where weight and evaluation 
are modeled as fuzzy numbers. 

[34]

Fuzzy methods of extracting 
the minimum and maximum 
values of the attribute 

Methods reject variants’ criterion values successively above and below the predetermined value. Take
the form of fuzzy evaluation. 

[35]

SMART Ranking of variants based on the aggregation of partial form of additive utility function. Global 
evaluations are calculated as a weighted average of partial evaluations. 

[36]

TOPSIS Choice of the best option is based on the multidimensional evaluation of the distance from the ideal 
and opposite solutions. 

[20]

UTA The model is additive utility function. Partial utilities are determined by using principles of ordinal 
regression. 

[37]
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knowledge area. Based on preset criteria a user can receive
detailed information about the satisfying method (methods)
with its specific taxonomic characteristics. An example set

of  graphical  results  is  shown  in  Figure  2,  illustrating  a
method (here ELECTRE Tri) which met the criteria for the
query: binary relations R and S, the partial  effect of linear

TABLE II. TAXONOMY OF SELECTED METHODS OF MCDA

Criterion
Available binary

relations

Linear compensation

effect
Type of aggregation Type of preferential information

Method name I P Q R S No Total Partial
Single

criterion

Outran

king

Mixe

d

Determin

istic

Cardi

nal

Non-

determinis

tic

Ordin

al
Fuzzy

AHP Y Y Y Y Y Y Y

Additive weight method   Y Y Y Y Y Y

EVAMIX Y Y Y Y Y Y Y

Electre I Y Y Y Y Y Y Y

Electre II Y Y Y Y Y Y Y

Electre III Y Y Y Y Y Y Y

Electre IS Y Y Y Y Y Y Y

Electre IV Y Y Y Y Y Y Y

Electre TRI Y Y Y Y Y Y Y

MAUT Y Y Y Y Y Y

MAVT Y Y Y Y Y Y

MELCHIOR Y Y Y Y Y Y

Maximin Y Y Y Y Y Y Y

Maximin fuzzy method Y Y Y Y Y Y Y Y Y Y

Methods of extracting the 
minimum and maximum values
of the attribute 

Y Y Y Y Y Y Y

NAIADE Y Y Y Y Y Y Y Y Y

ORESTE Y Y Y Y Y Y Y

PROMETHEE I Y Y Y Y Y Y Y Y

PROMETHEE II Y Y Y Y Y Y Y

REGIME Y Y Y Y Y Y

Additive fuzzy weight method Y Y Y Y Y Y Y Y Y

Fuzzy methods of extracting the
minimum and maximum values
of the attribute 

Y Y Y Y Y Y Y Y Y

SMART Y Y Y Y Y Y

TOPSIS Y Y Y Y Y Y

UTA Y Y Y Y Y Y

Fig 1. Elements of MCDA method taxonomy - set of criteria 
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compensation,  aggregation  using outranking  relations,  the
type of preferential information – order. 

IV. CONCLUSION

This article discusses the problem of the construction of a
taxonomy of MCDA methods and reference examples. The
paper presents characteristics of identified MCDA methods.
Based on the following analysis an identified set of criteria
and  sub-criteria  characterizing  the  different  solutions  was
presented. The results formed the basis for the construction
of  taxonomic  relationships  between  the  different  MCDA
methods and a complete taxonomy of MCDA methods and
their use cases. 

The  results  confirmed  the  possibility  of  the
conceptualization  of  knowledge  in  the  area  of  MCDA
methods.  The use of the proposed taxonomy supports  the
decision-maker’s  correct  choice  of  multi-criteria  method
and  allows for full  domain  knowledge about each  one.  It
should be noted that the standard used for the construction
of the ontology (OWL) ensures full compliance with current
international semantic standards. This allows further use of
the  developed solution  as  well  as  its  connection  to  other
ontologies in various fields within the rapidly growing trend
of knowledge engineering. 

Further  research should be supplemented by ontology of
reference cases of the application of each method in various
areas (management,  logistics, environment,  medicine, etc.)
and  reference  publications  characterizing  the  different
MCDA  methods.  For  ontology,  additional  multi-criteria
methods can be attached, as well as criteria  characterizing

the various methods and the environmental context of their
use. It makes possible the greater use of the adequacy of the
reasoner and requests the use of various methods in decision
problems using SWRL language rules.
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Abstract—The  aim  of  this  article  is  to  present  the

methodological framework for Decision Support System for the

process of selecting the location of renewable energy sources.

For  this  purpose,  the  paper  presents  the  methodology  and

MCDA methods sequentially structuralizing and modeling the

decision space and exploiting the developed model. The detailed

area  of  research  and  verification  of  proposed  approach  are

related  to  the  problem  of  offshore  wind  farm  localization.

Proposed framework defines  input information together with

methodological  background  required  for  decision  support

processes. 

I. INTRODUCTION

n  recent  years,  there  has  been  increasing  interest  in
renewable energy sources (RES). The conditions for such

a  situation  are  related  to  the  development  of  new
technologies  that  look  for  ways  of  making  the  national
economies  of  many  countries  more  independent  from
conventional  energy  sources.  Additionally,  the  continuing
decline  of  natural  energy  resources,  while  their  prices
increase in the global market, has forced changes in macro
and  micro  strategies  to  find  new  sources  of  energy.
Renewable energy sources can be used almost anywhere in
the  world.  The  main  problem  is  establishing  the  correct
economical,  technological,  environmental  and  social
justifications for the location and infrastructure construction
using new technologies and resources. In terms of this study,
the above issues were narrowed by focusing on the use of
offshore  wind  farms.  Decision  related  to  selection  of
renewable energy sources should be taken carefully due to
high impact on environment and community. Big number of
factors and preferences create area for the use of Decision
Support  Systems [13].  Due to  the complex set  of  factors,
determining  the  multi-criteria  profitability  of  this  class  of
investments  in  wind  energy  for  further  study the  MCDA
methods  were  used  as  a  methodological  basement.  This
approach is also justified by the analysis of previous studies
related  to  selecting  and  evaluating  renewable  energy
installations. 

I

II. RENEWABLE ENERGY SOURCES

According  to  the  classification  of  the  World  Energy
Council,  wind  energy  is  one  of  the  various  types  of
renewable energy sources [1]. This type of energy is used to
produce  electricity,  utilizing  wind  farms  composed  of
devices  using  wind  turbines  to  convert  wind  energy  into
mechanical  energy,  which is then converted into electrical
energy  [3].  The  effective  operation  of  a  wind  farm  is
crucially influenced by the choice of location. This choice
determines the efficiency of  its  operation and also has  an
impact on the costs, the benefits, and the environment. For
obvious reasons,  potential  areas  for  the implementation of
this  type  of  investment  must  be  assessed  in  terms  of
numerous factors: wind, water depth, and possible conflicts
or formal legal exclusions (for example, if the potential area
is  located  in  a  protected  area  [4]).  In  addition,  there  is  a
complex set of factors determining the success of this type of
investment. Detailed analyses include determining the impact
on  the  marine  environment  of  the  investment  area  and
existing users  of  those  areas.  The  fact  that  offshore  wind
farms  generate  some  noise  and  have  an  impact  on  the
landscape, which in turn affects the level of acceptance from
local communities, must also be considered. That is why it is
important to maintain an adequate distance from areas where
there are marine mammals, fish species particularly sensitive
to noise, birds, marine space, and fishing areas. Improperly
located farms can be a source of negative environmental and
social impacts. Another extremely important consideration is
therefore  the  appropriate  selection  of  criteria,  which
determines  the  accuracy  of  the  entire  decision-making
process. The multitude of often conflicting criteria makes it
methodologically  formulated  as  a  multi-criteria  decision
problem. Among the many available  methods of  research,
the  AHP  method  and  Promethee  II  were  chosen  for  this
study;  therefore,  the  article  presents  the  concept  of
multicriteria  model  for  a  decision  support  system  for
choosing an investment location.

Review of the existing literature indicates the possibility
of  using  multi-criteria  decision  methods  for  problems  of
selection  for  different  types  of  economic  activities.  For
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example, Forte [16], in the assessment of land management
options, used the method of REGIME, NAIADE, AHP and
FLAG. In [20], the region in the context of the use of various
installations  of  renewable  energy  sources  using  the  AHP
method was assessed. Similar problems were also solved by
Burton  and  Hubacek  [14],  who  used  the  method  of
MACBETH  and  assessed  the  potential  locations  of  such
facilities.  Eleftheriadou  and  others  [19]  used  the
PROMETHEE II method to evaluate the different variants in
the foundation of wind turbines. Such a problem is presented
also in the work of Cavallaro and Ciraolo [15],  where the
authors  used the NAIADE method.  This  method was also
proposed in the work of Gamboa and Munda [17] to assess
the potential for wind farms in Spain. In contrast, the work in
[19]  was  devoted  to  the  evaluation  of  alternatives  that
consider  different possibilities for  the deployment of wind
farms in one of the provinces in China, with the help of the
AHP  method.  The  work  of  Georgopoulou  [18]  is  also
relevant, as that research integrated different types of RES in
Greece  using the ELECTRE III  method.  The synthesis of
research relating to the use of MCDA methods in problems
of RES locations are given in Table 1.

III. THE USE OF MULTI-CRITERIA DECISION SUPPORT METHODS

IN CHOSING THE LOCATION OF AN OFFSHORE WIND FARM

The procedure  presented  in  this  paper  is  in  accordance
with  the  guidelines  contained  in  [8]  and  includes  five
successive stages:

• defining a set of decision variants,
• structuring the decision problem,
• setting priority vectors using the AHP method,
• exploitation  of  model  and  ranking  of  the  decision

variants using the Promethee II method,
• interpretation  of  the  model  with  Plane  Gaia  and  a

sensitivity analysis of the set of decisions.
The first step in obtaining solutions is to define a set of

decision variants for the problem of choosing the location of
offshore  wind farms in the Baltic  Sea.  Based  on the map
developed  by  the  Maritime  Institute  in  Gdansk  [5]  [6],
including a list of potential sites for the location of offshore
wind farms, 6 areas were selected. On this basis, a 6-piece
set  of  variants  for  decision-making was established:  W  =
{W1,  W2,  W3,  W4,  W5,  W6},  where  Wn is  one  of  the
locations  on  the  Baltic  Sea.  The  locations  are  shown in
Figure 1.

TABLE I. RESEARCH RELATING TO THE USE OF MCDA METHODS IN PROBLEMS OF RES LOCATIONS

No. Assessment Category
Main criteria

Method
Number of

criteria

Type of

data
Ref.

Spatial Environmental Economical

1 Selecting site location TS + SL L SA IC, MC AHP 9 qualitive [25]

2 Selecting site location SL L EI IC, MC, EC Macbeth 8 qualitive [14]

3 Selecting site location SL L SA IC Promethee II 7 qualitive [19]

4 Selecting site location SL U, L SA IC, MC Naiade 9 mixed [15]

5 Selecting site location SL U, L, T WN IC Naiade 10 mixed [17]

6 Selecting site location SL U SA IC, MC AHP 12 mixed [19]

7
Selecting of renewable energy

power plant technologies
TS L EI IC, MC Fuzzy DEA 7 qualitive [26]

8
Selection of suitable electricity

generation alternatives
TS U, L WN IC Promethee 5 mixed [27]

9
Selecting of renewable energy

power plant technologies
TS U, L SA IC, MC Electre III 8 quantative [18]

10
Renewable energy sources

project selection
SL ED, U, L WN, SA IC, MC Electre 8 mixed [28]

11
Derive wind farm land
suitability index and

classification
SL U WN IC AHP 10 mixed [29]

12
Derive wind farm land
suitability index and

classification
SL L EI, SA IC, MC Fuzzy AHP 9 mixed [31]

13
Assessment of land

management options
TS U, L WN IC, MC AHP 12 mixed [20]

14

Define energy indicators used
in the assessment of energy

systems which meet
sustainability criterion

TS L SA IC, EC
weighted
arithmetic

mean
5 quantative [30]

Abbreviations: TS – Technology selection; SL – Site location; L – Land use; U – Urban area; T – Tourism; ED – Ecological degradation; SA – Social
acceptability; WN – Wildlife and natural reserves; EI – Environmental impact; IC – Investment cost; MC – Maintanace cost; EC – Electricity cost
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Selected locations have similar wind conditions, but vary in
size, which determines the number of possible wind turbines
that can be installed.

In the next step, the structure of the decision problem was
identified.  Analysis  of  work  related  to  wind  energy,
including [2] [17] [3] [19] was used as a foundation to build
a set  of  criteria:  K = {K1,  K2,  K3},  where:  K1 - spatial
factors,  K2  -  economic  factors,  K3  -  the  social  and

environmental risks. As part of a set of criteria, three subsets
were extracted: K1 = {K11, K12, K13, K14}, K2 = {K21,
K22,  K23},  K3  =  {K31,  K32,  K33},  where:  K11  -  the
average depth of the basin [m] , K12 - the distance from the
shoreline [km], K13 - distance to connection NEN (National
Energy Network) [km], K14 - the type of seabed; K21 - the
cost of the investment, K22 - payback time, K23 - annual
energy production; K31 - conflict with fisheries, K32 - the
risk of navigation safety, and K33 - the impact on protected
areas. The detailed specifications are shown in Table 2. The
values  of  the  criteria  for  each  decision  variant  were
determined using the reference literature contained in Table
2, and their resultant values are shown in Table 3.

Given the above results from individual investigations, the
criteria were defined. Due to the fact that the different sets of
criteria are related to different perspectives of looking at the
same decision-making problem, it is difficult to clearly and
objectively  determine  their  weight.  Consequently,  it  was
assumed that  the  weight  of  each  of  the  sets  are  mutually
equal: K1 = K2 = K3. On the other hand, to determine the
weights  of  the  more  specific  criteria  within  each  set,  the
AHP method was used [21]. This method was used because
it is difficult to determine the absolute values of the weights
of the individual criteria. However, the AHP method allows
for the determination of the relative weights of criteria by

Fig 1. Map of potential locations 

TABLE II. DETAILED SPECIFICATIONS OF EVALUATION CRITERIA

Criteria
Type of

criterion

Description of criterion Reference

literature

K1 Spatial factors

K11 Average depth of the basin [m] cost Was determined in each location on the basis of the available bathymetry data. [5]

K12 Distance from the shoreline [km] cost
Distance from the coast is measured in a straight line. The increase in the distance

from the edge causes a significant increase in the cost of building the farm
(transport equipment, longer build time). 

[5]

K13
Distance from the NEN

connection [km]
cost

Distance of each farm to the nearest NEN port. [7]

K14 Type of seabed profit
Quality rating of the seabed for marine construction: rocky bottom - the best,

grainy - very good, silty-sandy bottom - good, muddy - moderately good.
[6], [12]

K2 Economic factors

K21
The investment cost [million

PLN]
cost

Investment costs were estimated assuming a 7 MW turbine power. [7], [9]

K22 Payback time [years] cost

The calculation of payback periods makes possible to obtain annual profit. This
value is determined using the unit price of electricity, the unit price of certificates
of origin, and operating costs. Based on the calculated profit for the year, as well

as taking into account the specified operating baskets payback time. 

[9], [3]

K23
Annual energy production

[GWh]
profit

Annual energy production is based on information concerning the annual average
wind speed and wind turbine performance.

[7], [9], [1]

K3 Environmental and social risk

K31 Conflict with fisheries cost
Conflict of interest with the marine fisheries sector was estimated at a 9 points

scale with 9 as the biggest conflict).
[6]

K32 Threat to navigation safety cost
Based on the traffic map of water, determining how much influence it can have

on a location for sailing in terms of possible dangers of ship collisions with wind
farms. 

[10]

K33 Influence on the protected areas cost

The proximity of Natura 2000 protected areas of the potential offshore location.
Determines the possible impact of investment on the protected areas on a nine-

element scale, assuming that 1 means the least impact on protected areas, while 9
is the biggest.

[11]
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mutually comparing their validity in a pairwise comparisons
matrix, and then aggregating the results of these comparisons
in the vector  of preference.  This is more effective for  the
decision-maker than determining the absolute weights [22],
as one of the criteria  for  significance  here  is  the point  of
reference in determining the validity of the other. The arrays
of  paired  comparisons  within  the  validity  criteria  sets  of
criteria  K1  = {K11,  K12,  K13,  K14},  {K2  = K21,  K22,
K23}, {K3 = K31, K32, K33} are contained in Tables 4, 5
and 6. 

Tables  4,  5,  6  also  show  a  right-hand  value  in  each
eigenvector  matrix.  This  vector  contains  the  aggregate
weight of each criterion. 

Assuming  different  weights  of  the  individual  sets  of
criteria (K1 = K2 = K3), the global weights of the criteria
were determined. They are presented in Table 7.

For ranking decision variants, the multi-criteria decision
support  Promethee  II  method  was  selected.  It  uses  the
outranking  relation  to  the  decision  to  choose  the  best
alternative. This method uses the positive and negative flows
of  preferences  specifying  how  much  one  alternative  is
greater than the other, and how much it is surpassed by other
variants.  Promethee  II  solves  the  sorting  problem,  and
delivers the ranking of variants and indicate the best of them
(in  terms  of  Pareto  evaluation).  Using  the  Promethee  II
method, a decision maker can choose between six preference
functions: simple criterion, the quasi criterion, the criterion
with linear  preference and preference  level to the level of
equivalence  and  preferences,  the  criterion  with  linear
preference  and  indifference  area,  Gaussian  criterion  [23].

TABLE III. VALUES OF CRITERIA FOR DECISION VARIANTS

Criteria Variants

K1 Spatial factors W1 W2 W3 W4 W5 W6

K11 Average depth of the basin [m] 40 31 29 62 51 35

K12 Distance from the shoreline [km] 34,7 45,6 86,3 77,1 63,1 44,9

K13 Distance from the NEN connection [km] 31 45 82 79 61 41

K14 Type of seabed very good good very good/good moderately good very good good

K2 Economic factors

K21 The investment cost [million PLN] 9040 9023 11231 10602 7870 7324

K22 Payback time [years] 9 10 11 15 14 12

K23 Annual energy production [GWh] 2803 2432 3132 3415 2132 1897

K3 Environmental and social risk

K31 Conflict with fisheries 8 5 9 4 5 6

K32 Threat to navigation safety 2 1 5 1 5 2

K33 Influence on the protected areas 2 8 1 1 4 1

TABLE IV. PAIRWISE COMPARISONS OF VALIDITY OF THE "SPATIAL

FACTORS" CRITERIA

CR=0,004 K11 K12 K13 K14 Weights (K1)

K11 1 1/2 1/2 2 0,189

K12 2 1 1 3 0,351

K13 2 1 1 3 0,351

K14 1/2 1/3 1/3 1 0,109

TABLE V. PAIRWISE COMPARISONS OF VALIDITY OF THE "ECONOMIC

FACTORS" CRITERIA

CR=0,024 K21 K22 K23 Weights (K2)

K21 1 3 1/2 0,32

K22 1/3 1 1/4 0,122

K23 2 4 1 0,558

TABLE VI. PAIRWISE COMPARISONS OF VALIDITY OF THE "SOCIO-
ENVIRONMENTAL HAZARDS" CRITERIA

CR=0,009 K31 K32 K33 Weights (K3)

K31 1 1/2 2 0,297

K32 2 1 3 0,54

K33 1/2 1/3 1 0,163

TABLE VII. GLOBAL WEIGHTS OF CRITERIA

Set of criteria Criterion Global weight

K1

K11 0,063

K12 0,117

K13 0,117

K14 0,036

K2

K21 0,107

K22 0,041

K23 0,186

K3

K31 0,099

K32 0,180

K33 0,054
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Preference functions based on the Promethee II method are
shown in Figure 2.

Rankings of alternatives were determined using ordinary
criterion  as  a  function  of  preferences.  The  results  of
evaluating the options and their positions in the ranking are
presented in Table 8 and Figure 3. In line with the weights of
criteria as the best option, the location of W1 was selected.
When analyzing Fig. 3, the various variants of the specific
form of solutions due to the applied criteria and their weights
should be noted. Two solutions are ranked as the best (W1
and W2), two as good (W4 and W6) and two as bad (W5
and W3). 

The presented  ranking of  decision variants  is  not  final.
The subjective nature of the vector of introduced priorities
and  the  need  to  examine  the  strength  of  fixation  in  the
ranking  of  the  different  alternatives  provide  a  basis  for
decision-making  executed  in  the  next  stage  sequentially
involving the analysis of sensitivity of this decision-making
model.

IV. SENSITIVITY ANALYSIS OF THE RESULTING SOLUTION TO THE

PROBLEM OF CHOOSING A WIND FARM LOCATION

The Promethee II method also enables a broad analysis of
theresults , including a sensitivity analysis, and also provides
an  analytical  tool,  GAIA  (ang.  Geometrical  Analysis  for
Interactive Assistance).  GAIA aims to provide a complete
graphical representation of the decision problem, so it allows
the analysis of "goodness"-obtained solutions and provides
directions  for  its  possible  improvement.  The  GAIA
methodology  information  concerning  the  k-criteria  of  the
decision problem in the k-dimensional space that is projected
onto a sphere,  so that  a  part  of the information is lost,  is
presented, among others, including the Л vector, indicating
the weights assigned to each criterion [24]. Alternatives are
represented by points and criteria preferences are symbolized
by  vectors.  If  these  vectors  are  oriented  in  the  same
direction,  this  means that  they are  not  represented  by the
criteria in a similar way and it affects the global assessment
of variants. The length of the vector indicates the strength of
a given criterion to assess the global options. The closer a
vector is to the end of a particular alternative, the more the
vector supports this alternative, resulting in its ranking [23].
Examination of the results was conducted through a GAIA
analysis representing individual criteria,  which is shown in
Figure 4.

Fig 2. Preference functions used in the Promethee II method 

Fig 3. Netto preference flows in variants 

TABLE VIII.  PREFERENCE FLOWS IN ALTERNATIVES AND THEIR

POSITION IN THE FINAL RANKING

Decision

variant

Preference

flow Φ+

Preference

flow Φ-

Preference

flow Φ netto
Ranking

W1 0,5967 0,36 0,2367 1

W2 0,5724 0,3645 0,2079 2

W3 0,2906 0,6517 -0,3611 6

W4 0,5297 0,4125 0,1172 3

W5 0,3362 0,6007 -0,2645 5

W6 0,4994 0,4356 0,0638 4
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When analyzing Fig. 4,  it  can be concluded that all the
criteria  have  a  similar  effect  on  the  acquired  global
assessment of variations, since the lengths of their vectors
are all similar. However, there is a slight difference between
the lengths of the K31 and K32 vectors, resulting from the
difference of the weights given to these criteria. Shown here
are  the  criteria  coalitions  and  conflicts.  For  example,  the
criteria for K31 and K32 are compatible in the sense that, for
most embodiments, a high value of K31 is associated with a
high value of K32.  However,  these criteria  are  in conflict
with K11; for variants with a high level of K31 and K32, the
value of K11 is usually low. K14 and K22 support variant
W1 because they are turned in his direction, and K13 and
K21  criteria  support  the  variants  W1,  W2,  W5,  W6,
undermining  the  global  assessment  of  the  W3  and  W4
variants. Due to the fact that the analysis of a multi-criteria
decision problem using the GAIA strategy is projected onto
a sphere, some information is lost. An example could be a
vector compromise that seems to aim towards W5, while the
highest  rating is given to variants W1 and W2. The study
also  obtained  solutions  through the  analysis  of  the  GAIA
sphere, which represented the sets of criteria. This sphere is
shown in Figure 5.

Seeing The GAIA sphere from the perspective of criteria
sets, it can be seen that the criteria related to spatial factors
support the W1, W2 and W6 variants the most, since the end
of the vector representing this collection lies closest to the
specified  options.  The  socio-environmental  criteria
strengthen the position of variants W2 and W4. The strength
of the impact of these two sets of criteria for the solution of
the decision problem is similar and is much larger than the
impact of economic factors. Compromise vector reveals that
variants of W1, W2, W4 and W6 are a much better choice
than W3 and W5 variants. It should also be noted that the
various sets criteria are not opposed to each other,  and to

some extent,  the economic criteria  are  consistent  with the
environmental and social criteria.

The next step in the study was the analysis of the results to
determine  the  stability  of  the  sensitivity  of  the  solution
obtained, in terms of changing the weights of criteria. Due to
the  fact  that,  when looking at  the  problem from different
perspectives  (economic,  localization,  social  and
environmental), the relevance of the different sets of criteria
may be seen as different, the weight of the sets of criteria
was considered in this analysis. The results of the sensitivity
analysis were included in Figure 6.

A sensitivity analysis shows that the solution is resistant to
changes in sets of criteria weights in the range of 3%. If the
environmental  and social  risks were much more important
than other factors (weight K2> 45%), or if the weight of the
economic factors was more than 75%, then the best option
would  be  the  W4  variant  of  the  decision  problem.  The

Fig 4. GAIA sphere representing individual criteria

Fig 5. The GAIA sphere sets of criteria
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weight of a small range of socio-economic risks (36.4% -
45%), means that the best solution is also becoming a variant
W2.

As part  of the verification of the results the problem of
ranking variants was determined by using a linear preference
function  instead  of  the  true  criterion.  In  this  case,  as  a
preference  threshold  for  each  of  the  criteria  the  standard
deviation of variants with respect  to a given criterion was
computed.  The  netto  preference  flows  and  the  rankings
obtained in this study are included in Table 9.

Using  the  linear  preference,  there  only  one  change  of
position  of  the  resulting  ranking;  an  exchange  of  the
positions of the W4 and W6 variants was observed. As for
the  Pareto  optimal  solution,  variant  W1,  using  the  linear

preference, still received a higher than previously aggregated
overall  rank. The results of the sensitivity analysis for the
solution  obtained  by using a  linear  preference  function  is
shown in Figure 7. It  shows the ranking of higher stability
generated by applying the criterion with linear preference, as
compared  to the ranking obtained  using the true criterion.
Option W1 is the best at any weight and increase collections
of  spatial  and  economic  criteria.  For  a  group  of  socio-
environmental criteria it remains in the first position in the
ranking and increasing the importance of this group of up to
nearly 12%. It can be concluded that the variant of the wind
farm  location  W1  is  a  rational  solution  to  the  decision
problem. 

Fig 6. Sensitivity analysis of obtained solutions and weights

Fig 7. Sensitivity analysis of solutions obtained using the linear preference function
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V. SUMMARY

Design of Support system for selection of the location of
renewable  energy  sources  requires  proper  analytical
methods.  A practical  application  of  multi-criteria  decision
support  methods,  as  a  maethodological  basement  for  this
system such as AHP and Promethee II was presented in this
paper. It was verified for assessment of the potential location
for  offshore  wind  farm  in  Polish  maritime  areas.  The
possibility of  linking these methods was presented and an
advantage of the proposed approach was demonstrated. The
pairwise  comparisons,  associated  mainly with  AHP,  were
used  for  the  priorities  to  determine the  vector  which was
used during the usage of Promethee II  calculation method.
The  Promethee  II  method  allowed  for  a  comprehensive
analysis of the resulting solution of the decision problem by
using the GAIA sphere and sensitivity analysis. In addition,
the solution obtained using the real criteria was confirmed by
using a linear  preference  function. It  should be noted that
there were some limitations of the analysis conducted. Data
representation is restricted to the field of crisp numbers, but
each of the presented methods allows the use of fuzzy logic
rules.  In  the  future  work  it  is  assumed  to  extend  the
discussion about the use of an assessment methods based on,
for  example,  the  impact  matrix  implemented  within  the
NAIADE method.
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Abstract— B2B is not only a model of cooperation between

enterprises. It may also be implemented in companies with a

dispersed  organizational  structure  to  which  construction

companies belong. It turns out that B2B systems contribute to

an effective implementation of the investments located even in

distant geographical locations. The use of Internet technology

contributes greatly to the successful  exchange of  information

between the ERP system and other IT systems or applications.

Thus,  the management of  complex processes is  facilitated by

automating the  flow  of  information  and data  integration.  In

construction companies, each investment may be treated as a

large and complex project. Therefore, the ERP systems are very

useful there.  Combined with Web Services with advanced B2B

supporting construction processes, they are a powerful tool for

managing a construction business. 

The  purpose  of  this  article  is  to  present  the  results  of  an

analysis  of  the idea to integrate ERP systems with OPTIbud

system based on research conducted under the second stage of

the project "The prototype of an innovative and technologically

advanced OPTIbud B2B platform that supports the management

of  construction  processes  through the  integration  of  data  and

information from multiple sources.''

I.  INTRODUCTION

T TOOLS are used in construction companies all the time,

before the beginning of the investment process, during its

implementation, and after its completion. In the construction

industry, the IT solutions support not only the management

of business,  financial,  and human resources processes,  but

also the processes typical for the industry, such as tendering,

cost  estimating,  designing,  monitoring,  standardization,

project  management,  construction  works,  etc.  In  the

construction industry, the most frequently used systems or

applications  facilitate  design,  such  as  Computer  Aided

Design  (CAD)  that  helps  the  architects  and  designers  to

quickly and efficiently create a project that requires to make

advanced  calculations,  taking  into  account  investor

requirements,  different  quality  standards  presented  in

technical  and  engineering  norms,  wide  range  of  building

materials and works. 

I

From  the  effective  construction  projects  management

point of view, the system that support the investment process

is equally important,  in terms of  the management  and the

flow  of  materials,  goods,  finances,  and  human  resources.

For this purpose, ERP systems integrated with sophisticated

IT applications are often used. 

Then, the key for the enterprise is whether the data on the

progress of implementation of the investment are available

in  real  time.  This  is  important  from the  decision  making

point of view. In ERP systems there are mechanisms capable

of simulating potential  actions and analysing their effects,

including analysing financial outcome. This allows, among

other things, forecasting, planning, testing, and comparison

of possible decision-making activities [1].

ERP systems have a beneficial effect on the functioning

of  companies.  They allow to  collect  and  process  data,  to

make analyses necessary for the development of the whole

company as well as for a specific construction project. The

author's experience suggests that such a solution proves to

be  efficient  in  practice  in  any  company  with  a  complex

organizational  structure  and,  in  particular,  with  dispersed

structures or organizations that use the model of a remote

work, characteristic for construction companies. 

ERP systems with dedicated modules or trade applications

operating on the basis  of  a central  database connected by

mechanisms  integrating  with  other  systems,  simplify  the

communication between the construction  company and its

subcontractors  and other  business  partners  or  between the

headquarter of a construction company and the building site,

contribute  to  cost  reduction  and  the  integration  of

construction processes and the improvement of the quality

of services rendered to investors.

For the construction industry, the key aspect is the best

combination  of  the  company  activities  with  the

implementation  of  investment  projects,  often  in

geographically remote locations, with an intensive rotation

and exchange of employees working on construction sites.

The right project implementation also requires coordination

with  many  subcontractors  and  the  use  of  building

equipment.  Therefore,  it  turns  out  that  the  specific

applications  or  systems  supporting  construction  processes

should  be  integrated  with  ERP  systems.  One  of  the

possibilities is B2B system making the use of data stored in

ERP  system  database,  processes  them,  and  exports  the

information back to the base of the system.

In the following section of this article, first the research

methodology, then the most popular ERP systems together

with the results of  the market  research are presented.  The

next sections present the outcome of an integration of ERP

systems with  other  IT  systems and  applications,  methods,

architectures, and tools related to ERP systems. 
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Each  section  has  some  relevant  literature  and  includes

conclusions.  Finally,  the  most  important  recommendations

as a result of the study are presented.

II. RESEARCH METHODOLOGY

The purpose of this article is to present the results of an

analysis  of  the  idea  to  connect  B2B OPTIbud  with  ERP

systems based on research conducted under the second stage

of the project entitled “The prototype of an innovative and

technologically  advanced  OPTIbud  B2B  platform  that

supports the management of construction processes through

the  integration  of  data  and  information  from  multiple

sources.”[2]1

To complete this purpose, the following methodology has

been adopted. As part  of the first stage of the project, the

existing  computer  systems  that  are  being  used  in  the

construction  industry  have  been  analysed  together  with

indicating the directions  of  their  development  in terms of

managing  the  construction  processes  and  technology  in

which  they  were  created.  Then,  at  this  stage,  there  was

conducted  in-depth  research  that  covered  10  construction

companies.  The  tool  used  in  the  research  was  a

questionnaire consisting of 60 questions regarding the detail

lements  of  a  construction  process,  such  as:  budgeting,

construction manager panel,  equipment and transport base,

tenders and quoting. 

As  a  result  of  the  research,  the  designed  B2B  OPTIbud

system should  handle  the  following  internal  and  external

processes:

• organization  of  tenders,  including  their  recording

and documents flow,

• budgeting  of  projects  in  relation  to  the  most

popular  programs  for  cost  estimation,  such  as:

Winbud, Rodos, Zuzia, Norma,

• scheduling of construction works, 

• supporting of the work of a construction manager

with the application of data exchange with the ERP

system in on-line way,

• settlement  of  work  time of  equipment,  people  as

well as fuel usage and building materials,  

• handling of the equipment and transport base.

The outcome of the research led to assumptions that are now

the basis for the development of the functional architecture

of the designed B2B OPTIbud system.

Comparative analysis between the functional expectations

of construction companies regarding a dedicated system and

the  functionalities  of  computer  systems  available  on  the

market allowed developing a list of functionality gaps that

should  be  complimented  and  implemented  in  the  B2B

OPTIbud  system  so  that  it  would  create  the  competitive

advantage compared to other solutions.

Based  on  the  results  of  the  first  part,  the  second  stage

involved  an  analysis  of  ERP  systems  that  are  most

1The project, implemented by OPTeam SA is financed from INNOTECH
program, HI-TECH path, carried out by The National Centre for Research
and Development. The author is the chief scientific officer of the project.

frequently  used  by  enterprises  from  the  construction

industry,  paying  special  attention  to  their  architecture,

functionalities, mechanisms, tools, and capabilities, bearing

in  mind  the  aforementioned  possibility  to  integrate  the

computer  solutions  with  the  developed  B2B  OPTIbud

system. 

III. ERP SYSTEMS

A. The market of ERP systems in Poland and in the world

According  to  Gartner,  on  the  global  market  of  ERP

systems  the  leaders  are  [3]:SAP, Oracle,  Sage  ERP  X3,

Microsoft  Dynamics AX, Microsoft  Dynamics NAV, Infor

ERP. In Poland, the market leaders of ERP systems are SAP,

Oracle, Comarch, IFS, and BPSC.

According  to  IDC,  in  2012  more  than  40%  of  market

share belonged to SAP [4]. The Comarch was at the second

place (12.5%), followed by Oracle with 11.7% of the share.

The  next  two  places  were  occupied  by  IFS  (4.8%)  and

BPSC (4.0%). Analysis of data from previous periods shows

that the percentage share of the aforementioned companies

has  oscillated  around  these  values  for  several  years.

Similarly, the position of leading suppliers of ERP systems

on the Polish market has not been changed for several years.

Apart from the above mentioned leaders, on the domestic

market, there are ERP products of such companies as Asseco

Business Solutions, Unit4 Poland, and SIMPLE.

B. The types of implemented ERP systems and methods of 
their use

Research  conducted  by  Panorama Consulting  Solutions

[5] showed that the vast majority of enterprises in 2014 used

traditional  ERP systems (85%),  and  the  remaining  (15%)

used ERP in a cloud or in SaaS formula. In comparison to

2013,  there  was  a  significant  decrease  in  choosing  cloud

ERP software. In 2013, 26% of companies have chosen ERP

software  in the cloud or  SaaS compared  to 15% in 2014.

Two  most  important  reasons  why  companies  did  not

implement cloud systems is a lack of knowledge about the

technology (45%) and the risk and fear of breaches of data

security (30%). The research also shows that the ERP cloud

providers  usually  offer  secure  and  reliable  solutions  that

should  be  very  important  for  managers  in  the  process  of

choosing the software.

The  research  shows  that  smaller  companies  want  ERP

systems to used them in the most important areas of activity,

while  medium-sized  companies  expect  integration  of

software  with  specialized  applications  in  an  integrated

structure [6].

The important role in ERP systems is played by platforms

and  technologies  for  conducting  electronic  business,  and

mechanisms  that  optimize  processes  within  the  logistics

supply chain [7]. One of the directions of the development

of  modern  ERP systems  is  taking  into  account  solutions

important  from the point  of  view of  systems reserved  for

industries  that  were  previously  handled  by  independent,

specialized  software.  This  is  primarily  about  construction
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companies,  banks,  insurance  companies,  or  companies

related to food processing on a small scale [8].

The designers of IT systems are facing new challenges

involving the creation and implementation of solutions that

support  the  integration  of  business  processes,  including

processes  specific  to  a  given  branch  or  industry,  which

would serve as an extension to the functionality of standard

ERP management systems [9], [10]. For such solutions to be

effective  in  practice,  there  must  be  a  suitable  mechanism

designed  for  an  access  to  multi-faceted  data  and

information.

IV. INTEGRATION OF SYSTEMS AND
APPLICATIONS WITH ERP SYSTEMS

A. System integration 

Practice shows that the right combination of IT systems in

an enterprise is, in many cases, necessary [11]. 

The system integration has helped to create standards that

currently are tools that facilitate the programming works in

this  scope.  High-level  programming  languages  allow  to

launch  created  processes  with  their  use  programs  without

modifying various hardware and system platforms. The key

role, thanks to its "portability," is played by XML, which is

applicable in the domain of data structure description.

Correctly implemented system integration automatizes

and improves the processes of the introduction and transfer

of  data.  It  is  based  on  making  it  possible  to  enable  an

efficient  cooperation  of  two  completely  different  systems

based  on  different  technologies.  The  answer  to  these

requirements is Electronic Data Interchange (EDI) and B2B

solutions.

B. Integration of applications

In turn, the integration of applications may be analysed in

two  ways.  The  first  is  based  on  an  interaction  between

applications  on  the level  of  understanding  the transmitted

data  bits.  Over  time,  standards  were  developed  which

specified higher levels of communication model known as

Open System Interconnection Reference Model (OSI RM).

These included, respectively, the data-link layer  (Ethernet)

network (IP), transport (TCP, UDP), and higher layers. This

enabled companies that created IT applications to gradually

become  independent  of  the  elements  of  communication

between  the  systems,  so  that  they  could  focus  on  the

semantics of data exchange between integrated elements. At

the  same  time,  standards  for  describing  aspects  of

cooperation  between  applications  were  developed.  An

example of efforts to integrate applications and data within

an enterprise that make the sharing of data possible between

many heterogeneous computer systems and the integration

of a distributed within the enterprise business processes into

one coherent set is Enterprise Application Integration (EAI)

[12]. On its basis, the Service Oriented Architecture (SOA)

pattern  was  defined  that  describes  integrated  systems  as

independent services cooperating with each other [13],[14].

The attempts to use architectures based on SOA led to

the  creation  of,  among  other  things,  the  Distributed

Component  Object  Model  (DCOM)  and  Common Object

Request Broker Architecture (CORBA). These technologies

had  a  widespread  applicability.  However,  the

implementation  of  them  with  the  use  of  SOA  with

technology  proved  to  be  impractical  because  of  the

dependence  on  a  particular  platform  (DCOM)  and  high

complexity (CORBA).

C. SOA model as an integration tool 

The dynamic development of the Internet has led to the need

for  integration  both  between  applications  inside

organizations and between different companies by means of

widely used  communication protocols.  In  the construction

industry,  both  types  of  integration  exist.  The  author's

experience  leads  to  the  conclusion  that  the  diversity  of

computer  system  implementation  environments  and  the

pursuit  of  the  reduction  of  costs  associated  with  the

implementation  of  solutions  make  the  integration  an

expensive process.

SOA  is  a  widely  accepted  programming,  publishing,

searching,  and  services  launching  standard.  Its  basic

components include the following [15]:

• Service  Provider  -  responsible  for  installing  the

service on the server, publishing its description in

the registry and access control;

• Service requester - an application used by the user

that discovers services in the registry and orders a

demand for their start-up; and,

• Service  Registry  /  Service  Broker  makes  the

provision of services possible.

SOA is the architecture for business applications created as a

set  of  stand-alone  components,  arranged  so  as  to  provide

services,  operating  according  to  certain  criteria,  and

supporting  the implementation of  business  processes  [16].

From the end user's perspective, it is a set of services that

support the implementation of business processes, and from

the  technological  point  of  view,  it  is  an  infrastructure

necessary to provide services.

SOA categorizes relationships between service providers

and  their  customers  represented  by  software  components

that implement complex business processes. It provides the

reuse  of  software  components,  the  encapsulation  of

functionality,  the  precise  definition  of  interfaces,  and  the

flexibility of applications created in a form of composing.

Commonly  used  element  in  the  implementation  of

business  services  based on SOA are Web Services,  which

are understood as applications that make the business logic

available  outside  the  closed  area  of  the  network  of

organizations  and  which  communicate  through  interfaces

used in the Internet and communications protocols.

Web Services [17]:

• are autonomous applications available on the network

through their URL (web address),

• have described interfaces and the way of using them

by means of structures expressed in XML (Extensible

Markup Language),

• are launched by other applications, 
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• perform  heterogeneous  operations  ranging  from

simple  responses  to  user  requests  to  complex

business processes,

• use  standard  communication  protocols  used  on  the

Internet, and

• provide  the  possibility  to  launch  and  connect  with

other services providing new functionalities.

Web  Services  architecture  refers  to  SOA.  Therefore,  it  is

based on the following principles: 

• Message-oriented;

• Modularity of protocols - the use of the blocks that

make up infrastructure protocols, which can then be

used in almost any combination;

• The autonomy of services - allowing for independent

construction, development, management, progress of

versions, and securing endpoints;

• Transparency - control which aspects of endpoint are

(or are not) seen by external services; 

• Integration based on protocols.

To sum up,  the  process  of  integration  is  based  on  the

interaction  of  individual  systems  and  applications  on  the

physical  or  functional  level.  SOA introduces  a  model  of

building  computer  systems  based  on  communication

between  separated  services.  By  creating  dispersed

applications,  the  individual  functions  of  the  program  are

distinct and separated into separate modules. Subsequently,

these segments are merged to form a coherent and dispersed

application.

Internet  services  based  on  Web  Services  enabled  the

effective  implementation  of  the  SOA concept  in  practice.

Properly  defined  and  simultaneously  unambiguous

specification  of  Web  Services  that  includes,  among  other

things, a description of the communication protocol SOAP

and the language of interface description WSDL based on

XML,  mechanisms of  semantic cataloguing  and  searching

for  providers  caused  that  this  standard  quickly  gained

popularity and is now widely used in dispersed applications.

At the same time, thanks to the support of Web Services by

coding,  language  application  services  have  been  made

available  that  are  inconsistent  with  SOA  through  the

establishment of appropriate adapters.

Web Services have caused people to move away from the

paradigm  of  the  classic  integration  of  applications  to  the

benefit of existing services in processes and their modelling,

depending on changing needs.

V.METHODS, ARCHITECTURE AND INTEGRATION
TOOLS OF ERP SYSTEMS 

A. SAP and MS Dynamics

In  the  case  of  SAP,  B2B  system  integration  may  be
realized  through  the  following:  SAP  .NET  Connector,
Microsoft BizTalk and Duet Enterprise.

The  most  beneficial  tool  is  SAP.NET,  because  it  may

communicate with SAP system in two ways as:

• Client which queries SAP system (server) -

client calls functions of SAP system and as a reply it

receives results, 

• Client playing the role of a server, receives

calls from SAP while NET program adopts the role of

RFC.  (The  SAP system  treats  the  .NET  application

code  as  if  it  handled  a  different  SAP system.  Then,

SAP sends  a  function  call  to  .NET applications  and

receives results.)

Microsoft  Dynamics  operates  in  two  versions,  as

Microsoft  Dynamics  AX  and  Microsoft  Dynamics  NAV.

Regardless of which version we are dealing with, the system

is delivered  to the purchaser, together  with its  full  source

code and a set of tools for its development fully integrated

with Visual Studio. Integrated Development Environment in

MS Dynamics is MorphX that helps to create new modules,

windows forms, reports, menus, queries, etc. The application

is fully adapted to work with .NET platform. MS Dynamics

allows for flexible development and software configuration

according to the needs of an enterprise. This gives unlimited

possibilities for adapting the system to any organization as

well as integration with B2B systems.

The  main  advantages  of  the  integration  of  MS Dynamics

with other environments are the following:

• Using  other  technologies  to  develop  the  whole

enterprise system is possible. Instead of code written

in  an  internal  X  ++  language,  it  is  possible  to

program functionalities in C # and have integration of

Microsoft .NET with Microsoft Dynamics;

• MS  Dynamics  can  be  coordinated  with  external

applications;

• There  is  the  interaction  functionalities  and  data

exchange.

There  are  a  few  possibilities  to  integrate  Microsoft

Dynamics with other systems:

•  The  services  and  application  integration  platform  -

Application  Integration  Framework  (AIF)  and  its  services

make business logic available to external business systems.

MS Dynamics platform supports the integration of the AIF

platform, using a services  programming model. It  exposes

functionalities  by  means  of  services  based  on  Windows

Communication Foundation (WCF) from which code may

use  both  MS  Dynamics  and  external  programs.  WCF

services in conjunction with the AIF provide a programming

model, tools, and a complete infrastructure to integrate and

exchange data using XML.

•  .NET Business  Connector  allows external applications

to access  Microsoft  Dynamics data and using its  business

logic.

• .NET Interop. allows to cooperate with .NET platform in

both  directions.  It  allows  X ++ code  to  use  the  methods

managed by the runtime environment of the .NET platform

(Common  Language  Runtime)  (CRL).  It  also  provides

solutions of proxy classes (C #, Visual Basic) for Class X ++

MS Dynamics generated in Visual Studio environment, from

which C # code may directly benefit.

Business  logic  of  MS  Dynamics  is  made  available

through  websites  that  use  the  latest  Windows
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Communication  Foundation  (WCF)  rendered  by  the

Application Object Server (AOS).

The configured pre-processor of requests (Request), AIF,

captures  all  requests.  MS  Dynamics  service  runs  the

necessary  business  logic  to  process  a  request.  A similarly

configured postprocessor of response (Response) takes over

the message of the post-processing response. Then it returns

the response to the user.

The best way to integrate the ERP system with external

applications is to use services that provide the business logic

written  in  an  internal  X  ++  language.  In  the  Microsoft

Dynamics environment, the programmer may build, modify,

and publish services. Creating a service is based on defining,

according  to  certain  rules  of  X  ++  class  and  website

interface, and then their linking [18].

Making the services  available through  the Internet  is

made through Internet Information Services (IIS), which are

equivalent to Web Services, and which redirect requests to

the AOS regardless of whether they come from the Internet

or intranet.  AOS returns responses  for  the recipient of the

service through IIS. The exchange configured to the use of

Web  Services  is  not  queued,  since  it  is  supported

synchronously.

AIF provides an extensible platform for the exchange

of documents with external systems using XML technology.

Both  the  synchronous  and  asynchronous  transmission  is

possible.  In  the  case  of  the  synchronous  exchange,  the

requests are paired with the answers, which means that the

same connection  it  is  used  and  that  the  demanding  party

does not continue work but just waits for a response. AIF

immediately  processes  requests  and  sends  responses.  In

asynchronous  mode,  the  requests  are  queued,  and  the

answers are sent with a time delay. The advantage is a more

efficient processing of a large number of messages.

AIF supports the exchange in both directions: incoming

and outgoing.  Incoming exchange  means that  the external

system,  for  example,  B2B  may  send  commands.  On  the

other hand, outgoing is receiving data coming from the MS

Dynamics system and sending them to the requesting user.

B. CDN XL

The  Comarch  ERP XL system allows  an  interactive
work with the user and also acts as an application server that
provides external applications’ built-in functionalities. This
is  provided  by  using  a  function  mechanism,  called  the
Application Programming Interface (API).

The  external  application  may  connect  to  CDN  XL

application server  by means of  API and use  mechanisms

available to the ERP system. This provides the openness of

the  system,  making  the integration  possible  with standard

Microsoft Visual Studio programming tools and any external

system. The CDN XL system provides an access to a dozen

of  API  functions  stored  in  the  CDN_API.dll   library

supplied with the system.

The XL-API mechanism is used  by IT companies  who

form their own solutions that cooperate with the Comarch

ERP  XL  system.  It  allows  for  simplicity  and  security

through  the  use  of  direct  record  in  database  and

independence  from the  system and  database  platform,  on

which Comarch ERP XL runs.

The  CDN XL system,  while  implementing  the  security

policy,  logs  the  changes  to  the  database  via  the  API

functions. If  an error occurs causing the termination of the

application  that  calls  out  API  functioning,  there  is  a  re-

enactment of a database to the state before running the API

function. 

Approval of the transaction occurs upon the termination of

entering the object or log- ut function (XL Logout).

XL API functionality with the development of CDN XL

system  is  constantly  being  expanded.  In  order  to  ensure

compatibility  with  previous  API  versions,  there  was

introduced a versioning mechanism. It serves as a translator

between API calls from external applications and structures

used inside CDN XL system. For each version of the system,

there  is  a  corresponding  version  of  the  API  libraries  that

allows the integration with it.

The  programmer  using  the  API  functions  defines  its

version based on which its structure is recognized and the

transfer  of  the  value  to  the  internal  CDN XL structure  is

made. In  the case of non-compliance of structures, unused

fields  are  filled  with  default  values.  The  versioning

mechanism is  bi-directional.  Data  structures  used  by  API

also  allow  the  return  of  data  from  CDN  XL  using  the

translation procedures.

VI. RECOMMENDATIONS CONCERNING 
INTEGRATION

Based  on  the  research  of  ERP systems and  standards,

integration tools, the following actions are recommended for

the B2B OPTIbud platform:

• Implementation  of  mechanisms  enabling  a  direct

connection to the database of the ERP system,

• The use of Web Services available for ERP systems,

• Direct  use  of  different  ERP systems with a  business

logic characteristic in construction processes,

• Using an interface that is made available by the ERP

system, 

• The transfer of files with data using XML formats.

Moreover,  there  were  identified  the following  activities

characterising  the  impact  of  integration  complexity

requirements and architecture (Fig. 1).

The scale of the flow of various data and information is so

large  that  it  is  difficult  for  companies  to  function  on

autonomous  systems or  computer  applications.  Integration

complexity  positively  influences  the  optimization  of

business  processes,  enables  a  seamless  cooperation  of

organizational units, and gives a possibility to operate on a

one database to all participants of the processes work on the

same actual data.

In  many  construction  companies,  heterogeneous

applications coexist. The technological progress and market

demands caused that construction companies carry out their

operational activities through the Internet,  and that is why

the ERP software  must cooperate  with many applications.

Considering  the above,  one  of  the  key conditions  for  the
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effectiveness of B2B OPTIbud is its integration with ERP

systems end points. In this case, the interaction in the scope

of data, information, and construction processes takes place

on many levels.

The OPTIbud B2B system will be based on the philosophy

of integrated systems that guarantees the flow of information

between the individual modules in the ERP system, so the

user  would  not  have to repeatedly enter  the same data  in

different functional areas of the system, but he will use the

data  already  entered,  transforming  them  into  information

necessary to make decisions and execution of construction

processes.  Thus, the B2B OPTIbud system, because of its

autonomy may be able to be integrated with various ERP

systems  operating  on  the  market.  Thanks  to  built-in

mechanisms, it would be able to  communicate automatically

with  the  database  of  the  ERP  computer  system  of  a

construction company.
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HIS event constitutes a forum for the exchange of ideas
for practitioners and theorists working in the broad area

of information systems  management in organizations. The
conference invites papers coming from two complimentary
directions: management of information systems in an organi-
zation,  and uses of information systems to empower man-
agers. The conference is interested in all aspects of planning,
organizing, resourcing, coordinating, controlling and leading
the management function to ensure a smooth operation of in-
formation systems in an organization. Moreover, the papers
that discuss the uses of information systems and information
technology to automate or otherwise facilitate the manage-
ment function are specifically welcome.
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Abstract—Providing e-Government services to business sector
is a fundamental mission of governmental agencies in Saudi
Arabia. The adoption of e-Government systems is less than
satisfactory in many countries, particularly in developing coun-
tries.One pertinent, unanswered question is what are the key
factors that influence the adoption and utilisation level of users
from business sector. This paper utilised e-Government Adoption
and Utilisation Model (EGAUM) proposed in our previous work
in order to analyse determinants of higher level of e-Government
adoption and usage. The study involved 48 participating business
entities from two major cities in Saudi Arabia, Riyadh and
Jeddah. The descriptive analysis is presented in this paper and
the results indicated that all the proposed factors have degree of
influence on the adoption and utilisation level. Perceived Benefits,
Functional Quality of Service, Previous Experience, Perceived
Simplicity, Accessibility and Regulations & Policies factors were
found to be the significant factors that are most likely to influence
the adoption and usage level of users from business sector.

I. INTRODUCTION

E -GOVERNMENT refers to the utilisation of various
Information and Communication Technologies (ICTs) for

facilitating communication between the government and the
stakeholders; citizens, businesses and governmental agencies,
providing effective, efficient and integrated e-Services that
enhance the interaction between the government and the
stakeholders through multiple and flexible channels that lead
to an increased engagement. Adoption and utilization level is
fundamental in terms of measuring the successfulness of the
implemented e-Government systems. As governments develop
e-Government systems to provide e-Services to stakeholders,
the adoption and usage level is still low especially in
developing countries [1][2][3]. Successful implementation of
ICTs in government units and satisfactory usage level by all
government stakeholders are the main goals of e-Government.
Thus, analysing the significant factors that influence the
adoption and utilisation of e-Government is becoming a
necessity.

One of the main targeted stakeholders when providing
e-Government services is business sector. The business
sector, or what so called private sector in Saudi Arabia,

is growing considerably in the recent years. The growth
rate of the private sector is the highest between the three
main sectors in Saudi Arabia, namely, governmental sector,
private sector and oil sector [4]. Therefore, facilitating the
communication and interaction between government agencies
and business sector (business firms) is very important
especially in the current advanced IT era. Many online
e-Services have been provided to the private sector in the
recent years in Saudi Arabia and there are more e-Services
under development. Besides the need to increase the adoption
and utilization level of the implemented e-Government
systems, it is also crucial to understand the factors that can
influence the adoption and usage of the new e-Services. The
analysis of such factors will bring e-Government service
provided to business sector to a more successful level and also
will draw the path for developing new e-Government services.

In order to explore the determinant factors of high
adoption and usage level of e-Government, we need to
utilize a comprehensive framework. Thus, this paper used
E-Government Adoption and Utilisation Model (EGAUM) see
[5]. This model was developed based on critical evaluation
of several common models and theories related to technology
acceptance and usage including TAM and UTAUT, in
conjunction with analysis of technology acceptance literature
[5]. The rest of this paper will be divided as follows; the
second section will explain the research methodology and the
third section will present and discuss the research findings.
The final section will provide a conclusion and our planned
future work as this study is a part of our on-going research.

II. RESEARCH METHODOLOGY

The study surveyed 53 business entities from different
cities in Saudi Arabia, namely, Riyadh and Jeddah. Most
of them were leader and large companies. Several medium
and small business entities have also been involved in this
study sample. The data has been collected in the period
between August and October 2014. The business activities
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of the participating companies were different in order to
provide more comprehensive results. The sample included
both business owners and employees who work in business
firms and deal with government agencies with regard to their
companies’ transactions.

A 99-item questionnaire was distributed to the participants
to respond to. The questionnaire comprised different forms
of questions. Although the questionnaire was relatively
long, it collected fundamental data that led to efficient and
sufficient analysis. Moreover, a semi-structure short interview
has been conducted with number of participants and it was
optional. The questionnaire was distributed in person for
several reasons including 1) ensuring high response rate, 2)
clarifying questions when participant need, 3) conducting
the short interview after completing the questionnaire. Users
from business sector are usually busy. Therefore, meeting
them in person at appropriate time to collect data is a useful
method. The data has been collected from different cities in
Saudi Arabia. Although this way consumed effort, cost and
time, it enabled us to obtain more comprehensive and useful
data.

Since the factors in the research model (EGAUM) are
abstract [5], number of items was developed for each factor
to measure its influence on the adoption of e-Government.
Raubenheimer stated that number of items per factor is crucial
specifically for scales with one factor which requires at least
four items to be identified. However, most of the scales
measure more than one factor. Scales that measure more than
one factor, like this research scale, can be identified with as
little as two items [6]. Table 1 shows the number of items for
each factor in the scale developed for this study. The table
exclude the personal factors since they are not measurable
factors.

This research aims to study the influential factors of
adopting and utilizing e-Government in the context of
Saudi Arabia. Therefore, Saudi nationality was the targeted
sample since the study involved some factors that aimed
to be studied in the Saudi context such as socio-cultural,
perceived trust and previous experience. The exclusion of
non-Saudi nationalities is associated with the research goals
of conducting a cross-sectional study of Saudi society.
Moreover, the research instrument was designed to collect
data relate to the Saudi context such as opinions about the
available payment methods in Saudi Arabia, the Saudi post
mail services and the influence of WASTA, which refers
to the use of interpersonal relationships in transactions
processing, on the adoption of e-Government. Moreover,
incomplete questionnaires were also excluded since all the
questionnaires’ items need to be answered as they represent
the research model constructs. Therefore, the total valid
responses were from 48 business entities.

A. Reliability and validity

Blunch stated that a research instrument is evaluated
by its reliability. The reliability of a measuring instrument
means its ability to provide identical results if it is repeated
under identical conditions [7]. It concerns with a question
"can we get the same results if we repeat the measurement
test?". There are many different methods to determine the
reliability of an instrument including Test-retest method,
Split-Half method and Internal Consistency method. There
were difficulties of using some of these methods in this
research context. For example, repeating the test in different
times with the same participants as in Test-retest method was
difficult since the data collection phase in this study aimed to
be conducted in different country, Saudi Arabia, whereas the
researchers are in the United Kingdom. Moreover, Split-half
method is appropriate for the long questionnaires that measure
or test one construct and it is not suitable for instruments
that measure several constructs as the current study [8]. Thus,
this study used the internal consistency method to test the
reliability with the use of Cronbach’s Alpha. , see Table 1.

Internal consistency method determines how the items
in a test relate to the other items. It is basically used to
assess a survey items with a single construct to discover the
consistency degree of the items that measure that construct.
Cronbach’s Alpha is the most common coefficient that can
be calculated to evaluate the internal consistency of a test.
It is applied to responses that have more than two options
[9]. Therefore, it is applicable to this research instrument.
Cronbach’s Alpha reliability coefficient could range between
0 and 1 with value closer to 1 is considered to be high level
of reliability. Acceptable level of reliability depends on the
research purpose. The reliability of an instrument developed
for research purposes is acceptable at 0.6 where in diagnostic
research that the instrument is developed to make decision
on individuals, such as psychological tests, need to be much
higher [10].

In terms of validity, Bhattacharyya defined it as "the degree
to which a test measures what it intends to measure" [11].
Validity of an instrument does not mean that the instrument
is either valid or not but it is a matter of degree. The greater

TABLE 1: Internal consistency of the study instrument

Measured variable # of items Cronbach’s α
Perceived Benefits (PB) 7 items .825
Socio-Cultural (SC) 5 items .686
Awareness (AW) 9 items .822
Functional Quality of Services (FQS) 10 items .800
Previous Experience (PE) 3 items .601
Perceived Simplicity (PS) 6 items .638
Technical Quality of Service (TQS) 5 items .624
Accessibility (ACC) 4 items .619
Perceived Trust (PT) 9 items .792
Regulations and Policies (RP) 4 items .899
Intention to use e-Government (ITU) 2 items .659
Perceived e-Readiness of e-Government (PER) 2 items .667
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the evidence that an instrument produces valid results the
greater the likelihood that we will get information that we
need [12]. Validity cannot be calculated or measured directly,
it is judged by the existing evidence [13]. There are several
methods to determine or assess the validity of a research
instrument and the most dominant ones include face validity,
content validity, criterion validity and construct validity. This
study utilised face validity and content validity methods to
evaluate its validity degree.

Face Validity method provides useful information about
the measure instrument and determines to what extent the
instrument meets the intended purpose [12]. Test in which its
purpose is clear, even for simple persons who have elementary
knowledge, is judged to have high face validity. Where on
the other hand, test in which its purpose is unclear would
be judged to have low face validity [14]. Most of the items
developed in this study were accurately face validated during
the pilot study phase by the participants in accordance to
the model factors’ purposes, whereas some of them were not
validated due to lack of understanding them clearly. Invalid
items were either reworded if they were reported as unclear
or deleted if they were reported as irrelevant. Furthermore,
5 academic members who are experts in interactive systems
field have also reviewed the research instrument to have high
content validity. Thus, it has been reviewed, tested and revised
several times in order to have high validity.

III. RESEARCH FINDINGS AND DISCUSSION

This section provides an overview of the demographic char-
acteristics of the respondents including age groups, education
level, income, the use of the Internet and the use of e-
Government systems. This is followed by a descriptive anal-
ysis for each factor proposed in EGAUM in order to explain
their influence on the participants’ adoption and utilisation of
e-Government services provided to business sector.

A. Respondents’ demographic data

This section analyses demographic data obtained from the
respondents (see Table 2). As per the questionnaire results,
the average age group was ranging between 31 and 45 with
males accounting for 89.5% of the participants and 10.4%
were female. It is clear that the percentage of male participants
was more than female participants. These percentages were
expected for several reasons. Most of the employees who
work in business sector (private sector) and use e-Government
services in their jobs’ activities are male employees. This is
mainly because the jobs that involve dealing with government
agencies to perform governmental transactions were almost
exclusive to men before implementing e-Government in Saudi
Arabia, therefore, they dominate these kinds of jobs due to
their experience of dealing with the government services.
Furthermore, it is difficult to collect data personally from
female in Saudi Arabia, either business owners or employees,
due to religious and cultural reasons.

TABLE 2: Demographic data

Variables %
Participants gender

Male 89.6
Female 10.4

Participants age in years
18 - 30 20.8
31 - 45 64.6
46 - 60 12.5
Over 60 2.1

Participants education level
Secondary school or less 29.2
Diploma 20.8
Bachelor degree 41.7
Master 8.3

Proficiency of using computer
Average 8.3
Good 41.7
Excellent 50

Internet usage rate
Several days a week 6.3
Several days a month 2.1
Everyday 91.6

Participants relationship to the business
Owner 27.1
Representative 18.8
Employee 54.2

Business age in years
0 - 5 16.7
6 - 10 16.7
11 - 20 10.4
Over 20 56.3

Number of employees in business
0 - 10 18.8
11 - 50 8.3
51 - 250 4.2
More than 250 68.8

Annual net profit in SAR (1 GBP ≈ 5.7 )SAR
0 - 60000 10.4
61000 - 12000 4.2
121000 - 180000 2.1
181000 - 240000 4.2
More than 240000 35.4
Unknown 43.8

Business field
Constructing and building 14.6
Restaurants 2.1
Food supply and grocery 4.2
Cars trade (sale and lease) 12.5
Communication 6.3
Health and medical supply 14.6
Other 45.8

B. Measures of central tendency

A measure of central tendency is a single value that attempts
to describe a set of data. We define measures of central
tendency to find some central values around which the data
tend cluster or concentrate [15]. The mean is the most popular
measure of central tendency and it can be computed by the
following formula where x̄ denotes to the mean, n is the
number of values and Xn represents the values [16]:

x̄ =
(X1 +X2 + ....+Xn)

n

The median is the middle score of the data set values
that have been arranged in order of magnitude. Since
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Likert response measures were used in this research,
clarifications of the instrument scales will be presented in the
following section. These clarifications helped us to choose
the appropriate central tendency measures in the descriptive
statistics and analysis.

C. Likert-Type vs Likert Scale

Clason and Dormody identified the Likert-Type items as
single questions that use some aspect of Likert responses.
Whereas, Likert Scale is composed of multiple Likert-Type
items that are combined into one single composite score/vari-
able during the data analysis process. The composite score that
combined multiple items represents a quantitative measure for
the intended aspect that needs to be measured [17]. Likert-
Type item categorized as an ordinal measurement scale and
therefore, the recommended descriptive statistics are mode or
median for central tendency and Inter-Quartile range (IQR)
for variability. On the other hand, Likert Scale is categorized
as interval measurement scale since it is represented as a
composite score that is combined multiple items (either the
sum or the mean of the combined items). Therefore, the rec-
ommended descriptive statistics are mean for central tendency
and standard deviation (S.D.) for variability [18].

D. Descriptive analysis of data

In this section, the collected data will be analysed in
relation to EGAUM constructs [5]. The participants from
business sector were asked to describe several characteristics
including their attitude, behaviour and opinion towards
adopting and utilizing the e-Government systems. Such
characteristics were examined through number of statements
using different Likert Scales. Likert Scale scores were also
calculated in order to interpret the participants’ responses.

Perceived Benefits (PB) was measured with 7 items in
order to indicate its influence on the respondents’ adoption
and utilization of e-Government systems. The participants
were asked questions to determine their perception degree
on several main benefits that they can gain from using
e-Government services for their businesses. The perceived
benefits that were measured included the speed of processing
e-Transactions over the traditional ways, ensuring the equality
of processing business entities’ transactions and providing
investment opportunities for the business sector. They also
measured the respondents’ perception of the ability of
e-Government to save time, cost and effort. All the items in
this factor were measured using 5-points Likert scale ranging
from ’Strongly agree’ to ’Strongly disagree’.

In respect to the perceived benefits influence, the results
showed that the vast majority of the participants 97% be-
lieved that e-Government would enable them to perform their
business transactions quicker than traditional ways. Moreover,
around 95% of them believed that using e-Government ser-
vices would save time, cost and effort. With regard to the

TABLE 3: The result of PB factor

Factor # of item Mean S.D. result
interpretation

PB 7 1.37 0.49 Very influential

benefits that they can gain for their businesses’ entities, 89%
of the respondents thought that using e-Government systems
would minimize legal and regulatory violations that might
occur from their businesses and 89% of them believed that
using e-Government would help their businesses to comply
with the governmental requirements.

The results also showed that the overwhelming majority
(91%) of the respondents believed that using e-Government
services would ensure equality in the dealing between
governmental agencies and business entities. Furthermore,
over 80% of the respondents thought that e-Government
would increase the investment opportunities in business
sector. It is clear from the results that the perception of
the possible gained benefits from using e-Government was
relatively high amongst users in the business sector. Table 3
presents the total score of this factor’ items.

Perceived Benefits was found as a very influential factor
with a total score of 1.37 i.e. PB has a strong impact on
the adoption and utilization of users from business sector
when using e-Government systems. The results suggest that
the intention to use e-Government services is very likely to
increase if users from business sector perceive the e-Services
to be beneficial for their businesses. This indicates that to get
business owners and business representatives to adopt and
use e-Government services, these services must be genuinely
useful for their business. They should be implemented
efficiently and effectively in order to meet the needs of this
category of stakeholders. These findings are in accordance
with results reported in the literature, for example, [19] and
[20] that have been conducted in the US. The findings also
in accordance with a study conducted in Kuwait which is a
close neighbour country to Saudi Arabia that have similar
nature and culture. [21].

Socio-Cultural (SC) was measured with 5 items using 5-
points Likert scale. SC factor was concern with the influence
of others, including colleagues and other business entities, on
the intention to use e-Government. It also concerned with the
influence of cultural norms, believes and behaviour patterns
in Saudi Arabia on the adoption and use of e-Government
services. For example, the respondents were asked to
determine whether they feel that dealing with government
agencies regarding their businesses’ transactions should be
real and tangible i.e. using papers not electronic means. The
results showed that 70% of them disagreed with this item.
Moreover, about three quarters of the respondents (75%)
believed that e-Government would reduce the use of the
interpersonal relationships (wasta) when processing business
entities’ transactions. This indicates a high perception about
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TABLE 4: The result of SC factor

Factor # of item Mean S.D. result
interpretation

SC 5 2.44 0.79 Influential

the ability of e-Government systems to eliminate or reduce
this behaviour pattern. Furthermore, the results also showed
that 81% of the respondents would be encouraged to use
e-Government services for their businesses transactions if
they know that other business entities use them. This indicates
that the social influence is relatively high in terms of using
e-Government services (see Table 4 for total score of SC).

The influence of some social aspects involved in this study,
such as the influence of other, was not supported in other
research such as a study conducted by AlAwadi and Morris
[22]. However, the findings related to the influence of cultural
aspects were in consistent with those reported in AlAwadi
and Morris’s study.

In respect to the Awareness (AW) factor, the respondents
were asked two groups of questions with two different 5-
points Likert scales. The first group (AW p1) was to evaluate
the participants’ awareness and measure the influence of
the Awareness factor on their adoption and utilisation of
e-Government systems. The 5-points Likert scale in this group
was ranging from ’Strongly agree’ to ’Strongly disagree’.
The second group of questions was to measure the influence
of several awareness methods that can affect the participants’
awareness which in turn affect their willingness to accept and
use e-Government services for their businesses’ transactions.
The 5-points scale used in this group was ranging from ’Very
influential’ to ’Very uninfluential’.

The results of the first group revealed that around 64% of
the participants felt that they had good knowledge about e-
Government potentials and services while 6% did not feel that.
Moreover, 29% gave neutral or do not know responses. The
reason of having slightly high percentage of ’Neutral or do not
know’ responses is likely because some participants did not
know much about e-Government potentials and services due to
lack of advertisements and awareness campaigns, so they did
not feel that they had good knowledge about such benefits and
services. Moreover, the results of the first group also showed
that the majority of the respondents (89%) agreed with the item
"Offering workshops and visual presentation about potentials
and services provided for business sector would encourage me
to attend to know more about e-Government". This indicates
that such awareness campaigns would increase the adoption

TABLE 5: The result of AW factor

Factor # of item Mean S.D. result
interpretation

AW p1 3 2.14 0.78 Influential
AW p2 6 1.97 0.97 Influential

Fig. 1: The result of AW p2

and usage level of the users from business sector. Table 5
presents the total score of AW p1. In the second part (AW
p2), the most dominant advertising methods were introduced
to the participants to determine the influence degree of such
methods on their willingness to use e-Government services
for their businesses’ transactions. Fig 1 shows the introduced
advertising methods and their influence on the participants’
willingness to use e-Government services.

It can be seen that 58% of the respondents reported that
ads on social media significantly influence their willingness
to use e-Government for their businesses’ transactions.
Albayari stated that social media revolutionized the business
sector in Saudi Arabia since it creates sufficient ways to
communicate with customers [23]. This means that most
of business entities have accounts in social media networks
and also new businesses are expected to follow the same
trend of using social media. The result of this study and
the status of social media spread in business sector in Saudi
provide government with an excellent way of marketing
e-Government services and increase the awareness about their
benefits and potentials. Furthermore, 42% of the respondents
reported that ads on public areas, such as billboards and
banners, are very influential way that would increase their
willingness to use e-Government services for their business.
Advertising through emails and text messages comes third
in terms of a very influential method with a percentage of 41%.

The higher three percentages of advertising methods that
were reported as influential to some extent were ads on
governmental agencies’ websites (47.9%), ads on TV and
radio channels (47.9%) and ads in newspaper and magazines
(41.7%). It is likely that most of the participants are not
usually exposed to such advertising; hence, they were reported
as ’Influential to some extent’ methods. Since the majority
of the participating businesses were large companies, they
usually linked to some governmental agencies electronically
and thus, respondents did not see many ads on the agencies’
websites. Being linked electronically means being viewed
with the system directly not through website interfaces.
Moreover, most of the respondents were employees in the
participating businesses (70%) and it is likely that they do
not usually have time to watch TV, listen to radio, read
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newspaper and magazines. Thus, they reported these methods
as influential methods that affect their willingness to some
extent. Participants who reported uninfluetial responses
(either ’Very uninfluetial’ or ’Unifluetial to some extent’)
were relatively low in general.

The overall score for Awareness p2 was 1.97 indicating
that the proposed advertising methods, which is part of the
Awareness factor, influence to some extent the willingness to
use e-Government systems for business entities’ transactions.
Furthermore, the overall findings of part 1 and 2 indicate the
need for sufficient and efficient awareness and also indicate
its influence on the adoption and usage level. These findings
are similar to those revealed by AlAwadi [22], Alshihi [24]
and Davies [25].

Functional Quality of Service (FQS) has also been
divided into two parts. The first part (FQS p1) comprised
4 items that measure the influence of the quality of service
on the adoption and utilisation of e-Government systems
but from functional aspect that concern with the e-Service
itself. This part measures how the respondents feel about the
general quality of provided e-Services through e-Government,
how using e-Government would enhance the quality of their
businesses’ activities, what is the influence of important
external factors (such as post and payment services) on the
quality of services provided by e-Government. The items in
this part were measured with 5-point Likert scale ranging
from ’Strongly agree’ to ’Strongly disagree’.

The results of the first part revealed that 48% of the
respondents felt that e-Government services provided to
business sector are high quality services. A slightly high
proportion of respondents was neutral or did not know
whether such e-Services are high quality and they represented
35%. When investigating neutral responses percentage, it was
found that over 70% of them were employees. Employees
who are responsible for performing e-Services in companies
in Saudi Arabia usually are divided into different groups.
Each group is responsible to deal with one governmental
agency in terms of performing e-Transactions. Therefore,
it is very likely that they cannot judge the e-Government
services in general as they might be dealing with certain
amount of e-Transactions. Moreover, The vast majority of
the respondents (85%) agreed on that using e-Government
systems would enhance the quality of their business activities.

The influence of significant external factors that are related
to the functional quality of service such as the Saudi post mail
services and payment options were also measured. Around
43% of the respondents agreed with that the Saudi post mail
services are fast and reliable whereas 27% disagreed and 29%
responded with ’Neutral or do not know’ answers. Although
the majority showed an agreement, the other proportions
(disagree and neutral proportions) were relatively high. Those
two percentages can be interpreted as that the Saudi post mail

TABLE 6: The result of FQS factor

Factor # of item Mean S.D. result
interpretation

FQS p1 4 2.21 0.66 Influential
FQS p2 6 1.74 0.95 Very influential

provides insufficient services for correspondence between
business members and government agencies. Furthermore, it
is likely that many business entities do not benefit from the
Saudi post mail due to its limited services. With regards to the
payment options, over three quarters (79%) of the respondents
agreed with the sufficiency of SADAD system, which is
the only payment method for governmental transactions in
Saudi Arabia, whereas only 10% disagreed. SADAD is an
intermediary system between banks and billers where it
allows customers to pay for services. Although there are not
many options for online payments methods in Saudi Arabia,
the results showed high satisfaction level of the current
payment system. Table 6 shows the total score of FQS p1.

The second part of Functional Quality of Service factor
(FQS p2) comprised 6 items. They measured to what
extent certain features, that are related to the functional
quality aspect, are important to the respondents when using
e-Government services for their businesses’ e-Transactions.
The measured features include the ability to track transactions
online, the ability to view the history of the performed
e-Transactions, the ability to appeal electronically, providing
effective customers services and the ability to rate the quality
of the provided e-Services.

The results of FQS p2 revealed that the ability to track
governmental transactions online was very important to three
quarters of the respondents (75%). The same percentage also
reported that the ability to appeal online in case of transaction
rejection was highly important to them. The vast majority
of the respondents (80%) agreed on that the ability to view
the history of all performed transactions online is of high
importance degree. Over 70% of the respondents considered
the feature of communicating with them regarding to the
status of their businesses’ transactions as of high importance.
One of the functional features that is related to the quality of
the provided services is providing customer care services. The
participants were asked to determine the importance degree
of providing such services that are dedicated only to serve
customers from business sector with using e-Government
services. The majority of participants (72%) reported high
importance degree of the existence of such services.

The high importance degrees that were reported to most
of the proposed functional features revealed the positive
influence of providing these features when implementing
e-Government services for business sector. Such functional
features reflect high quality of the implemented e-Services
and it is very likely that they would increase the adoption
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TABLE 7: The result of PE factor

Item Median IQR result
interpretation

PE1 2 1, 2 Influential
PE2 1 1, 1 Very influential
PE3 1 1, 3 Very influential

and usage level (see Table 6 for total score of FQS).

Previous Experience (PE) factor comprised three
items,namely, PE1, PE2 and PE3 that measured the influence
of Previous Experience on the intention to adopt and
use e-Government services provided to business sector.
Each of which had different measurement scale with three
possible answers. The answer options of this factor’s items
were narrowed to three because we would like to gain
more accurate results for exploring the impact of previous
experience.

The respondents were asked to rate their previous
experience of using e-Government services for their
businesses’ transactions. The results showed that 43% were
fully satisfied, 54% were satisfied to some extent and only
2% were not satisfied. Although the percentages of fully
satisfied and unsatisfied respondents were good indication
of efficiency of the current e-Government services, the high
percentage of respondents who were satisfied to some extent
was, on the other hand, questionable. Therefore, information
about the reasons that made the previous experience of some
respondents not fully satisfied has also been collected. The
reported reasons included difficulty of using e-Government
service, lack of clarity of the requirements and failure to
obtain the expected results of using such e-Services.

The participants were also asked to indicate how the
previous experience of using e-Government for their business
would affect their future use in item PE2. Three quarters of
them (76%) stated that it will encourage them to use such
systems for all their businesses’ transactions whereas 8%
stated that it made them hesitant to use such systems again.
The high percentage of the encouraged respondents was not
necessary an indication of high satisfactory level. It is likely
that the need for online governmental service was the main
reason of this high percentage of encouraged respondents.
The slightly high proportion of respondents who reported
that there will be no effect of the previous experience (15%)
support this assumption.

Another item that measure the influence of the previous
experiences of using online services was item PE3. It asked
the participants who have used non-governmental online
transactions for their businesses whether such experience
would affect their willingness to use online governmental
services. The results showed that over half of the respondents
(57%) answered ’Yes, positively’, only 3% answered ’Yes,
negatively’ and around 39% answered ’No effect’. This

TABLE 8: The result of PS factor

Factor # of item Mean S.D. result
interpretation

PS p1 3 1.96 0.63 Influential
PS p2 3 1.78 0.89 Very influential

indicates that using online transactions and services (not
governmental ones such as online banking and online
purchasing) is very likely to influence the willingness of
using e-Government services and transactions. All the total
scores of PE items are presented in table 7.

Perceived Simplicity (PS) factor comprised two groups
of items and each group had different measure scale.
The first group (PS p1) involved three items and they
measure to what extent the perceived simplicity would
influence the participants’ adoption and utilisation of e-
Government systems. The results of this part revealed
that the overwhelming majority of the respondents (85%)
believed that e-Government services provided to business
sector are easy to use. However, over half of them (68%)
were feeling that using such e-Services requires high
level of concentration. This is likely because the lack of
instant communication between customers and e-Services
providers. In traditional ways, customers can instantly
interact with the governmental employees who serve or
conduct governmental transactions and thus, governmental
employees can inform the customers if there is any mistakes
or incomplete information and documents that make the
performed transaction unaccepted or rejected. Where in
online environment, such communication is limited especially
when there is no sufficient online communication method such
as online chat with representatives. In this case, customers
need more concentration when performing e-Services to avoid
rejecting them due to lack of or mistakes in the provided
information and documents. Furthermore, the results also
showed that if using e-Government services were difficult
and complex, 79% of the respondents would hesitate to
use them again. The overall score of 1.96 (see Table 8)
indicated that PS factor is likely influence the adoption and
utilisation level. In other word, the difficulty and complexity
of using e-Government services would negatively influence
the willingness of users from business sector to use such
e-Services.

In PS p2, the respondents were asked to determine the
importance degree of proposed important information related
to the simplicity of use. The proposed information involved
detailed steps on how to perform e-Services online (item
PS4), texts or pictures that clarify the required information
and documents (item PS5) and explanation of processing
steps of the intended e-Service (item PS6). The proposed
information is strongly related to the ease of use and thus,
the participants were asked to specify to what extent such
information is important to them. Measuring the importance
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Fig. 2: The result of PS p2

of such information will give an indication on whether the
simplicity would influence the adoption and utilisation of
e-Services. The results of PS p2 are presented in Fig 2.

It is clear from the figure that almost half of the respondents
believed that providing such information is very important to
them and they represented 54% for item PS4, 45% for item
PS5 and 56% for item PS6. Approximately 33% reported
’High importance’ for providing text\image examples of
the requirements whereas 16% reported the same degree
of importance to providing explanation of the processing
steps and 20% also reported the same degree of importance
to providing detailed steps on how to perform e-Services.
Generally, clarifying the required information and documents
with texts and pictures examples was the most important
information as 79% of the respondents indicated ’Very
high’ to ’High’ importance level. Remarkably, none of the
participants believed that such information has very low
importance degree. This indicated that all the proposed
information had relatively high importance degree to the
respondents (see Table 8 for the total score of PS p2) and
therefore, it is very likely that providing such information
would positively influence their adoption and utilisation of
e-Government services.

E-Government services need to be straightforward and
simple to use in order to enable all potential users to benefit
from such e-Services. This simplicity is emphasised when it
comes to providing e-Services to business sector where large
number of e-Services and e-Transactions are needed. Other
studies such as Carter and Belanger [26] and Phang et al.
[27] also found that simplicity and ease of use is a significant
factor that influence the intention to use e-Government.

Technical Quality of Service factor was measured with five
items and they were divided into two parts measured with
5-poits Likert scale (agreement scale and importance degree
scale). The results of the first part revealed that 68% agreed
with that the technical errors such as links not working and
server errors would affect negatively their willingness to use
such e-Services. This high agreement is expected since the
technical aspects in e-Government systems are crucial in
terms of quality of service especially when they are visible

TABLE 9: The result of TQS factor

Factor # of item Mean S.D. result
interpretation

TQS p1 2 2.40 0.96 Influential
TQS p2 3 1.84 0.87 Influential

to the users. Moreover, the majority of the respondents
(70%) agreed with that the interface design and layout of
e-Government websites would influence their willingness to
use e-Government for their business. It has been found from
the results of this part (see Table 9) that the technical aspects
are very important in terms of quality of service perception
and thus, providing e-Services with high technical quality is
fundamental. A high quality of the technical side including
the design, structure and layout of e-Government portals is
needed for the successful adoption and utilization [28].

TQS part 2 was concern with measuring the importance
degree of providing important information that is related to
the technical side of e-Services (see Fig 3). Such information
is important in terms of quality of service perception but from
the technical side. The majority of the respondents reported
that providing the proposed information is very important
to them when using e-Services for their businesses. Half of
the participants (50%) reported ’Very high importance’ for
providing information about the expected time to complete
their businesses’ e-Transactions, 45% reported the same
importance degree for providing the last update time of
e-Services websites and 47% also reported the same level of
importance for providing the last update time of procedures
and requirements that their businesses have to comply with.
The overall score of 1.84 that is presented in Table 9 indicates
that the proposed information had high importance degree
for the users from business sector and thus, providing such
information would likely increase their usage.

Furthermore, the results of TQS (part 1 and 2) indicates
that this factor would influence the adoption and utilisation
of users from business sector. They showed that reducing
technical errors, enhancing interfaces design and providing
information that reflect high technical quality of service
would definitely increase the adoption and usage level of

Fig. 3: The result of TQS p2
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TABLE 10: The result of ACC1 factor

Item Median IQR result
interpretation

ACC1 2 1, 2.5 Influential

e-Government services provided to business sector. Therefore,
paying more attention on technical aspects that appear directly
to the users is important.

In terms of Accessibility (ACC) factor, three quarters of the
respondents (75%) thought that the existence of authorised
offices to help them to access and use e-Government services
is a good idea. The authorised offices meant to be official
agencies that are associated with governmental organisations
to provide help to users with accessing e-Government
systems, performing e-Transactions and corresponding
with governmental organisations on behalf of users. This
high percentage is likely because e-Government is still in
early stages in Saudi Arabia and also the infrastructure of
communications and post mails is in developing phases. Such
help method is also useful for users in rural areas where
there are no governmental agencies. This method can be
introduced at lease in the developing phase of e-Services
where many users are likely need help to access and use
such e-Services. This result is supported by a study that has
been conducted by Alsobhi et al. in Al-Madinah city, which
is a large city in Saudi Arabia, to investigate the influence
of intermediary agencies on the adoption and usage level.
Those agencies were authorised to facilitate communication
and coordination between public services providers and
customers. The findings of Alsobhi’s study showed that
intermediaries are an extremely useful channel for improving
the adoption and utilisation of e-Government [29]. Table 10
shows the overall score of this item (ACC1).

In the second part of Accessibility factor measurement,
the participants were asked to indicate the importance
degree of the existence of several features that are related
to accessibility. These features are shown in Fig 4. It has
been found that having full control of data presence in
e-Government systems was highly important to three quarters
(75%) of the participants. This indicate that users from

Fig. 4: The result of ACC p2

TABLE 11: The result of ACC p2

Factor # of item Mean S.D. result
interpretation

ACC p2 3 1.71 0.85 Very influential

business sector prefer to have a full access to their businesses
data stored in e-Government systems and also to have full
control over it where they can delete it or keep it stored.
Moreover, accessing e-Government services provided to
business sector at any time (24 hour and 7 days) was of high
importance to approximately 77% of the respondents. Since
most of the participating business entities (around 70%) were
large companies, it is likely that they have large number of
governmental transactions that they need to perform and the
participants (just over 80% were employees) prefer to have
flexibility to perform them at any time even out of working
hours.

As another accessibility method that can influence the
adoption and utilisation of e-Government services, providing
e-Services through mobile applications was highly important
to the vast majority of the participants with a percentage
of 87%. This indicates that the flexibility to access e-
Government systems from anywhere is very important to
users from business sector and it is very likely that providing
mobile application for this purpose will increase the adoption
and utilisation level. Table 11 presents the overall score of
ACC part 2 (1.71) which indicates the strong impact of
Accessibility on the adoption and usage.

Perceived Trust (PT) factor was measured with nine items
using 5-points Likert scale ranging from ’Strongly agree’ to
’Strongly disagree’. PT factor concerned with three crucial
aspects, namely, trust, security and privacy. Thus, all these
aspects were measured with different items. The analysis of
this factor revealed that 58% of the participants agreed with
that the Internet is safe to be used to perform governmental
e-Transactions for their businesses whereas 27% disagreed.
This indicates high security perception from the respondents
towards using the online means for performing e-Government
transactions although the proportion of disagreed responses
was slightly high. Thus, the result was investigated further
and it was found that the education level of 54% of the
respondents who reported an agreement on that the Internet
is not safe were secondary school or less. It is likely that
the education level had an impact on the security perception
when using online governmental services.

The results also indicated a relatively high privacy
perception since over half of the respondents (56%) would
not hesitate to provide sensitive information through e-
Government systems. The same percentage of 56% also
disagreed with a statement stated "Dealing with government
agencies electronically online could cause invasion of my
business privacy". Furthermore, 64% of the respondents
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TABLE 12: The result of PT factor

Factor # of item Mean S.D. result
interpretation

PT 9 2.34 0.71 Influential

believed that their business entities’ data that are stored
in e-Government systems cannot be used by other parties
without their permission. Other parties meant to be other
governmental organizations or other companies. Moreover,
approximately 54% of the respondents believed that their
company’s data stored in e-Government systems cannot be
misused. These results showed a relatively high trust, security
and privacy perception.

The overall score of this factor was 2.34 (see Table 12)
and this gives us an indication that Perceived Trust factor is
likely influence the adoption and utilisation of e-Government
from the perspective of users from business sector. Moreover,
the high trust, security and privacy perceptions that have been
shown in all items reflect the importance and the impact of
trust for both the business owners and employees in business
sector.

Regulation and Policies (RP) factor is another factor that
was proposed in the utilised model (EGAUM) and it was
measured with four items. In these items, the participants
were asked to determine the importance degree of providing
important information related to the regulations and policies
of using e-Government. The proposed information can be
seen in Fig 5. It is clear from the figure that all the proposed
information was of high importance degree for the majority of
the respondents. The graph shows that around 83% reported
that providing e-Version of the regulatory procedures and
requirements that their business entities need to comply
with was highly important to them. Such procedures and
requirements are different according to the business field
and activities and they are normally updated regularly by
government.

Moreover, providing information security policies was
also highly important to over 79% of the participants. Such
policies involve security procedures applied in implementing

Fig. 5: The result of RP

TABLE 13: The result of RP factor

Factor # of item Mean S.D. result
interpretation

RP 4 1.71 0.79 Very influential

e-Services, security procedures applied in storing users’
data and security guidelines that the agencies follow when
providing e-Services. Even if the agencies implement high
standard policies of information security, users need to see and
feel about such security matter. Furthermore, approximately
83% of the respondents reported high importance degree to
the existence of information privacy policies with the highest
percentage of ’Very high importance’ answer.

Regulations and laws that are related to reserve users’
and agencies’ rights when using e-Government services were
reported as of high important by more than three quarters of
the respondents (79%). Such regulations and laws will protect
users’ rights when performing and using online e-Services
for their business entities. For example, users need to know
what they should do when conflict happen with e-Services
provider regarding their e-Transactions. Also these regulations
and laws will reserve governmental agencies rights when
providing e-Services to customers and this include the cases
and reasons that give the agency the right to refuse processing
an e-Transaction. Remarkably, very low percentages of
participants who responded low importance degree to each
item.

The results revealed that applying strict, clear and detailed
regulations and policies when implementing e-Government
systems is very important to the users from business sector.
This is likely because users from business sector are cautious
and careful about their businesses’ transactions. They do not
want their business activities to be negatively affected due
to lack of knowledge or understanding of regulations and
policies especially for large business entities (around 70%
of the participating business entities were large). The total
score of 1.71 (see Table 13) indicates that RP is a significant
factor that has a strong impact on the adoption and usage of
e-Government services provided to business sector.

IV. CONCLUSION

The adoption and utilisation of e-Government considered
to be a challenge, and therefore, an interesting research area
is introduced. This paper aimed to identify determinant of
potential users’ adoption and utilisation of e-Government
services from the business sector perspective in Saudi
Arabia. This study was based on a comprehensive framework
(EGAUM) that proposed fundamental factors related to the
adoption and interaction with e-Government services. The
utilised model covered substantially all the aspects that have
direct and indirect impact on such interaction. The results
of the descriptive analysis in this study indicated that all the
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proposed factors have degree of influence. PB, FQS, PE, PS,
ACC and RP were found to be significant factors that are
very likely influence the adoption and usage level of the users
from business sector.

This study is part of an on-going research and thus,
the collected data will be analysed with further analysis
procedures to explore the correlations between the model’s
variables. Although there are some limitations in this study
such as the majority of male participants and the majority
of large participating business firms, this study provides
useful insights into the motivations underlying the intentions
to adopt and use e-Government services from the business
sector perspective in developing countries like Saudi Arabia.
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Abstract— We propose a novel software platform based on 

the notion of context-awareness which allows rapid and easy 

development of context aware applications. One of the 

fundamental goals of the proposed platform is extensibility, 

allowing the platform to react to new requirements without 

making fundamental and substantial changes. The Context 

Aware Application Development Platform- PCAD- has inspired 

from an operating system and modeled as a layered 

architecture. It exhibits a plug-and-play behavior very similar 

to devices and device drivers found on an operating 

system/kernel. The platform offers functions such as data 

management, notification, security and privacy as services. The 

platform provides a public interface to application developers in 

their development of context-aware applications. It covers a 

wide range of disparate application domains such as smart city 

and livestock monitoring applications. 

I. INTRODUCTION 

PPLICATIONS using information and communication 

technologies collect and process a diverse range of data 

using machines connected through communication networks. 

This phenomenon is captured in the term the Internet of 

Things. The Internet of Things is a complex interconnection 

of heterogeneous devices that include sensors, cameras, 

micro chips and RFID based products, and which generate 

large amount of data obtained from various domains. For this 

reason platforms or architectures must be designed in 

anticipation of the increase in the number of devices, and the 

varying demands of users and applications in different 

contexts. In order for a platform to be successful, it is 

imperative that it recognizes the context in which users and 

applications are operating, and enable service customization 

for a particular user. The creation of smart applications and 

environments then becomes a possibility by using context-

aware computing, which acquires, analyzes, and interprets 

relevant context information, and responds to contextual 

changes. 

Temperature, humidity, traffic congestion, road 

conditions, sea pollution, and river level are some examples 
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of context information. Such context information can be used 

alone or in combination within context-aware applications to 

provide custom services in various domains, such as 

transportation, health and medical systems, tracking and 

control of environment, energy, agriculture, industry, sport 

events, and tourism. However, the effective use of this 

context information requires its efficient and effective 

acquisition, storage, processing and reasoning. In this way, 

productivity, economic output and quality of life can be 

increased. 

This paper describes a novel, service-based software 

platform proposal based on the notion of context-awareness. 

The platform basically follows a middleware approach, 

which draws on the techniques taken from operating system 

design. The primary goal of the proposal is to offer a 

platform to simplify the development of context-aware 

applications by relieving the applications from complex 

context data management issues. In an open, dynamic and 

continuously changing environment, context data must be 

acquired, managed and ultimately offered to applications 

which will interpret the data according to the situation. The 

platform separates context acquisition from the application 

code and handles many context data management issues on 

behalf of the applications.  The fundamental design force of 

the proposal is that the platform is agile, robust, and capable 

of reacting to new requirements without the need for 

fundamental and substantial changes. 

The rest of the paper is organized as follows. The 

motivation section explains the rationale and design issues 

that motivated this work. Related works section includes an 

overview of the existing systems based on context-aware 

features. Section 4 presents the technical architecture of the 

platform. Section 5 gives a practical scenario from a smart 

city parking application, and finally, Section 6 draws 

conclusions about the proposed system. 

II.  MOTIVATION 

Dey et al. has listed three characteristics of a context 

aware system as (i) information and services are presented to 

a user, (ii) a service is executed, and (iii) context is linked to 

information for later retrieval [1], [2]. Therefore, a service 

A 
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based software infrastructure support facilitates building 

context aware systems as it simplifies system creation by 

placing common context aware computing features in the 

infrastructure as services. A fundamental advantage of a 

service-based infrastructure approach is that the resources 

(i.e. data, sensors, devices, services) are shared, making 

maintenance and evolution of the infrastructure much easier 

[3]. Such an infrastructure is best realized in the form of a 

middleware, in which the infrastructure acts as a foundation 

on which other systems can be built. It takes responsibility 

for acquisition, storage, processing and interoperability of 

the context data, and provides services such as alarm, 

notification and security to the applications. 

An architecture used in building the service-based 

infrastructure must possess certain attributes in order to be a 

viable option in creating context aware systems. Notable 

among those attributes are extensibility, robustness, 

scalability, and ease of use. Extensible architectures allow 

the addition or removal of components without breaking or 

taking down the system, and facilitate the seamless 

deployment of new sensors, devices and services. The entire 

system can evolve in a step-wise fashion. Robustness 

requires that the infrastructure operates in the case of a 

malfunction and terminates peacefully when breakage is 

unavoidable, while scalability ensures that infrastructure is 

able to serve many users and collect data from a diverse 

range and number of sensors. The amount of administrative 

effort must also be minimized to maintain the efficiency of 

services, devices and sensors. Finally, no matter how well 

the architecture is designed, it must be efficient and simple to 

use. Efficiency is measured in terms of time and space, 

which are influenced by the data storage, response and real 

time requirements of the system. 

An Operating Systems inspired approach is the most 

suitable proposition in designing context aware infrastructure 

architectures. The primary aspect of Operating System 

architectures is the abstraction of inner details through 

layering and providing a high-level interface to allow 

uniform access to the functions of the system contained in its 

layers. Two typical examples from the UNIX world are the 

POSIX and device driver interfaces. POSIX interface allows 

the applications interact with OS services such as file system, 

network stack and devices, and device driver interface allows 

the seamless integration of new devices and drivers to OS 

kernel. 

For the reasons mentioned above, a service based 

middleware architecture inspired by an OS is used in the 

design of PCAD system. The sensors, devices, services and 

more importantly, the applications are separated from each 

other, yet interact with one another. The loose coupling of 

components permits plugability and reduces fragility, the two 

essential characteristics of an extensible and robust system. 

A prototype of the platform is currently under 

implementation together with two sample applications that 

utilize the platform. One of these is a livestock monitoring 

application that monitors livestock physiological data and 

notifies the farmer and the veterinary physician of potential 

livestock health problems.  The second application is an 

implementation of a smart city parking scenario described in 

Section 5. Both applications will allow the evaluation of the 

effectiveness, robustness and performance of the platform 

applied to diverse domains. It will also demonstrate that the 

platform facilitates rapid context-aware application 

development. 

Despite being an important issue in context aware 

systems, we have chosen not to address context modeling. 

Context is defined by [2] as: “any information that can be 
used to characterize the situation of an entity. An entity is a 

person, place, or object that is considered relevant to the 

interaction between a user and an application, including the 

user and applications themselves”. A piece of information is 

considered context data only if it is interpreted, otherwise, it 

is simply information belonging to an environment [4]. For 

applications and services to adapt their behavior based on 

the particular context, they need to be able to do reasoning. 

The method chosen for modeling the context has direct 

influence on the kind of reasoning performed [5], [6]. 

Therefore it is very important to choose a modeling 

technique that will facilitate not only easy reasoning, but also 

sharing of context with others. Since our primary focus is to 

define the platform itself and the interactions among the 

components, we defer the discussion of context modeling for 

our future work. 

III. RELATED WORK 

Many context aware architectures proposed in the past 

have borrowed ideas and features from operating system 

designs. Gaia project [7] describes one such architecture 

which is heavily influenced by operating system design. It 

extends the OS concepts by incorporating context-awareness. 

It has a context file system that organizes data by context and 

a Unix-like signal event mechanism to create channels to 

connect context data suppliers to consumers through a 

handle called ContextType. Another architecture influenced 

by operating system design is Context Toolkit in which a 

widget model is adapted resembling the device driver model 

of an OS. In the widget model, widgets are software 

components that provide an interface to a hardware sensor. 

In other words a widget acts like a device driver to a sensor. 

Context Broker Architecture (CoBrA) [8] employs an 

intelligent context broker to provide a centralized context 

model shared by devices, agents and services. One of the 

responsibilities of the context broker is to ensure that user 

privacy is protected through policies by allowing the user to 

control how contextual information is shared. The issue of 

how to control access to shared information is of key 

importance in operating systems. 

There are other architectures based on layered architecture 

model which have the goal of abstracting sensor data 

management from users. SOCAM, Service Oriented Context 
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Aware Middleware [9], project is a middleware architecture 

that supports the building of context aware services in 

pervasive environments. Context aware services, which may 

also be applications, can obtain context using the context 

middleware layer from context providers. As expected from 

a middleware-based architecture, in SOCAM, context aware 

application code is separated from context acquisition and 

reasoning. Another example of a centralized middleware 

approach is found in CASS project [10], where the 

middleware itself is a server responding to context 

management requests of mobile context aware applications. 

Context acquisition is done by the sensor nodes and context 

data is sent to the server. Storage, modeling and reasoning 

tasks are performed by the middleware server. Consequently 

CASS applications neither need to communicate with the 

context source directly, nor are they affected by context-

based inferences and behaviors. Another layered architecture 

tailored towards mobile devices that addresses the 

shortcomings and special needs of mobile devices is the 

Hydrogen [11] project. One of its three layers, the 

Management layer is responsible for storing context 

information and sharing it using XML protocol. A second 

layer, the Adapter layer, delivers information obtained from 

context sources, i.e. sensors, to the Management layer. The 

Application layer, where the application code resides, can 

access context data synchronously or asynchronously. 

A common benefit of these architectures is their capability 

to prevent coalescing of application code with the context 

management functions by decoupling context sensing and 

acquisition from the application code. 

In addition to architectures and frameworks several 

context aware systems for different domains have been built 

or proposed in the literature. Context aware systems for 

pervasive environments are surveyed in [12] and web 

services based systems are studied in [13] and a 

classification of context aware systems is given in [14]. 

IV. PCAD ARCHITECTURE 

Context-Aware Application Development Platform- 

PCAD- has been inspired by operating systems design and 

modeled as a layered architecture. PCAD’s primary goal is 

to offer extensible, scalable, robust, secure and general 

purpose software architecture for use by developers in 

several industrial processes and sectors. The platform 

particularly addresses the following design issues: 

1) Extensibility 

2) Security and Privacy 

3) Simplicity (be applicable and pragmatic) 

4) Generic (not domain specific) 

5) Service Based  

The platform itself adapts a middleware and blackboard 

[4] model, providing common services to the applications. 

This is similar to the conceptual separation of user and 

kernel services in an OS. Among the services provided by 

PCAD are data storage, alarm, notification, a simple rule 

engine and reporting facilities. One can view the platform as 

a layer providing kernel-like services, while the applications 

provide user level services and the physical sensors and their 

software act like devices and device drivers providing data to 

applications. The applications subscribe themselves to the 

sensors through the platform, after which they are notified by 

the context providers when a context data becomes available. 

The applications and the sensor software are bound to the 

platform using standard protocols (e.g., REST, web sockets, 

and raw socket). The architecture exhibits a plug-and-play 

behavior similar to the devices and their associated drivers 

found in operating system/kernel. The sensors can be added 

and removed, and applications can be registered to the newly 

added sensor without needing to modify the platform. The 

platform provides a public interface to enable the rapid and 

easy development of applications from various domains by 

application developers. It relieves the applications from 

implementing common services and functions, thus fulfilling 

one of the fundamental principles of software engineering – 

reusability. 

A. PCAD Services 

PCAD’s functionality is made available to applications 

through services. The services of PCAD and its architectural 

resemblance to Operating System architecture is shown in 

Figure 1. The list of services available in PCAD is given in 

Table I and explained in detail below. 

Rule Services 

A very simple and generic syntax will be designed in the 

form of if-then rules. The rules will be specified in an XML 

file, and will be verified against the Rule XML Schema using 

XSD. A generic rule will be of the following format: 
 

if <cond> then action 
 

 

TABLE I. 

PCAD SERVICES 

Service name Service description 

Rule Service (RS) Context processing 

Data 

Management 

Service (DMS) 

Stores context data and provides data upon 

request through a uniform interface. Underlying 

storage mechanism is transparent to the users. 

Alarm and 

Notification 

Service (ANS) 

Notifies the registered parties about context data. 

Filters data if necessary. 

Reporting 

Services (RPS) 

Generates detailed reports about context sources 

including data and status of the context source.  

Security and 

Privacy Service 

(SPS) 

Ensures only authorized parties can access to 

context data based on policies.  

Interoperability 

and 

Communication 

Service (ICS) 

Data exchange among similar platforms using 

standard communication protocols and message 

formats. 
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Fig.  1 A Comparison of PCAD architecture and OS architecture 

 

The condition in the rule can be a combination of 

conjuncts and disjuncts. When the condition evaluates to 

true, then the action is performed. This action could be 

further used to trigger other rules. Below, one such example 

is given: 
 

if (raining and  
 location=”main street”)  

then congestion 
 

When this rule is executed, firstly rain sensor data is 

retrieved, followed by location information. If the condition 

evaluates to true, which means that it is raining and the 

location name is main street, then the congestion rule is 

executed. Congestion rule simply retrieves the congestion 

data for the main street using the congestion sensor and 

returns it to the application. 

The applications create a rule file in XML and hand over 

to PCAD for context processing. Alternatively, applications 

may perform their own context processing, thus opting out 

using the Rule service of PCAD. 

 

Data Management Services 

Data Management Services is responsible for storing of 

data received from multiple sources and making the data 

available to those requesting it. It provides a uniform 

interface for the transparent access of data by the 

applications. This interface let users of this service insert, 

update, delete and filter information. It is essential that the 

sensor data, whether collected synchronously or 

asynchronously, is stored without any loss. DMS could store 

data simply in a relational database, or it can use a cloud 

service. The underlying storage mechanism is transparent to 

the applications. 

 

Alarm and Notifications Services 

The Alarm and Notification Services (ANS) follow the 

paradigm of observer design pattern [16]. The applications 

attach themselves to a sensor of interest to acquire context 

information. There are two modes to query the presence of 

sensor data. In the asynchronous mode, ANS periodically 

queries the sensor and then reads and stores that data. It then 

immediately makes the data available to the applications that 

showed interest. In synchronous mode, the sensor software 

interrupts the ANS for a reading. Asynchronous mode 

requires support from the sensor software, which must notify 

ANS for data availability. This is generally not the 

conventional method of interacting with a sensor, and 

therefore is not available in most cases. The ANS provide 

sensor data to applications using either pull or push method. 

In the pull model, the applications receive only a minimal 

notification, and applications or users ask for specific details 

thereafter. In the push model, ANS sends applications 

detailed information about the sensor data. 

A filtering mechanism will be employed to allow 

applications to register themselves to specific conditions so 

that they will be notified when such condition occurs. An 

example filter is shown in Figure 2. An application named 

myApp is only interested in data from the temperature sensor 

temp001 between 9:00 AM and 12:00 PM, and only for 

values 39 and above. 
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Reporting Services 

Detailed reports presenting sensor data and sensor 

availability shall be provided by the Reporting Services 

(RPS). Visualization of the sensor status and data provides a 

useful overview of the system, which is important because it 

is not easy to understand and interpret raw data. The data is 

presented to the user in different formats, such as tables, 

charts and text. It was decided to select open source 

reporting tools with an application programming interface. 

BIRT [17] is one such tool with several APIs to design, 

generate and render reports and charts. 

 

 

 

 

 

 

 

Fig.  2 Example filter 

 

Thread Pool 

The platform will ensure that the context data received 

from the sensors are properly stored and sent to the 

applications in a timely manner. A pool of threads, as shown 

in Figure 3, are to be created and tasks are assigned to 

threads whenever needed. Each thread will have two sub 

threads; one is responsible for real time delivery of raw data 

to applications, and the other responsible for the storage and 

processing of the context data. 

 

Real-time support 

A certain class of applications imposes constraints on the 

sensor data delivery time. Context aware systems using 

direct sensor access approach are better suited for meeting 

the hard real time requirements. Such systems collect 

information directly from the sensor without any intervening 

components, thus, time lapse in reacting to the events 

conforms to the real-time requirements. However, a 

disadvantage of these systems is their inability to re-use 

components due to the tight coupling of sensor device 

drivers with the application [11]. In contrast, systems that are 

built using layered architectures are considered superior 

because they are extensible and allow modifications to the 

architecture without modifying the applications. However, 

meeting the hard real-time requirements is difficult in 

layered architectures, as data flows through several layers 

before it reaches the application. Therefore, layered 

architectures are much more suited to soft real-time 

requirements. Soft real-time systems can tolerate larger time 

latencies and they still operate even when time constraints 

are violated, albeit with degraded performance. 

PCAD addresses the soft real-time requirement by 

establishing a direct pipe or channel between the sensor 

software and the applications, as depicted in Figure 4. A 

dedicated thread is allocated to the channel, allowing raw 

sensor data to be transmitted through this channel, while a 

copy of the data is processed and stored by the platform 

concurrently. 
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Fig.  3 Thread Pool in PCAD 

 

Thread 

Pool

Real-time 

channel

Regular 

processing

Real-Time

Applications

PCAD Services

Non Real-Time

Applications

Sensors

Application Bindings

 

Fig.  4 Real-time support 

 

Security and Privacy Services 

Privacy is an important issue in PCAD as sensors will 

acquire information about the environment, and share it with 

different applications. As the sensor data is owned by the 

platform rather than the applications, it is the platform’s 
responsibility to protect the privacy of the data. 

A very basic Role Based Access Control (RBAC) [18] 

scheme mediates which sensor data is accessible to which 

application. An RBAC-like access control mechanism is 

preferred because it allows more complex policies to be 

accommodated in the future. The idea is to assign 

applications particular roles and assign access rights to roles, 

and then control which application can access sensor data 

based on those roles. Our use of RBAC will be much more 

<?xml version="1.0" encoding="UTF-8"?> 

<Configuration name="MyApp"> 

<Sensor name="TME3m" id="temp001" > 

<TimeFilter start="09:00:00"end="12:00:00" 

      onMatch="ACCEPT" onMismatch="DENY"/> 

<ThresholdFilter value="39"  

      onMatch="ACCEPT" onMismatch="DENY"/> 

</Configuration> 
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closely aligned with Mandatory Access Control mechanism, 

where the sensor data is assigned privacy levels, and the 

applications are given clearance levels. The set of roles will 

be defined by the platform based on policy configurations. 

For instance, a weather application does not need to access 

to the transportation data. 

The three basic elements of access control, Subject, 

Object and Access Right have the following mappings in 

PCAD: the subject is the software processes in which the 

applications run. Object is our context resources. These 

context resources may be physical or virtual sensors. Access 

Right would be the read right of the context data, or querying 

the status of the sensor providing the data. 

Tables II-A, II-B and II-C show an example of role based 

access control. In this example, the subject is the application 

and the object is the sensor. Application1 has been assigned 

roles role1 and role2, which gives application the right to 

read sensor2 and sensor3, and to query the status of sensor1. 

On the other hand application2 can only query the status of 

the three sensors. RBAC makes it easy to put constraints, for 

instance, we could limit the number of applications 

collecting data from a sensor by limiting the number of 

applications assigned to a role. 

Two aspects of equal importance are the authenticity of 

the sensor, and protection of the confidentiality and integrity 

of the information it provides. The field of network and 

information security has sufficiently matured in the provision 

of security features to allow combination of symmetric and 

asymmetric cryptography (digital certificates) to fulfill the 

authentication, confidentiality and integrity requirements of 

the platform. 

 

Interoperability and Communication Services 

According to a recent survey, interoperability is listed as 

the number one quality driver for smart city applications 

[19]. Interoperability is a necessity since data is owned by 

other parties and managed by different platforms, similar to 

PCAD and also for making PCAD data available to other 

requestors. This creates a need for interoperability for 

exchanging context information among different 

applications. Interoperability and Communication Services 

are responsible for context data exchange using standard 

messaging format. As shown in Figure 5, PCAD uses XML 

as the data exchange format.  

Application programs
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App. binding

<XML Data>
OTHER 

PLATFORMS

OTHER 

APPLICATIONS

<XML Data>

endpoint

External applications

 

Fig.  5 Context data exchange 

 

Applications built on top of the PCAD platform use this 

service to send context data to other applications. The 

applications can also ask the platform to receive context data 

from other platforms, including from another instance of the 

PCAD platform. In such a case, the applications must let the 

service know the endpoint information that has the data. 

B. Sensor Layer 

The sensor layer consists of physical and virtual sensors. 

Examples of physical sensors are pH, humidity and 

temperature. Unlike physical sensors, virtual sensors use 

either Application Programming Interfaces or web services 

to obtain data, such as GPS position or real-time camera 

stream [20]. In many situations, data can be made 

meaningful by aggregating individual context data obtained 

from multiple physical and virtual sensors. This process, 

called context aggregation, generates combined data that is 

more accurate and relevant than information obtained from a 

single source. Context aggregation function is implemented 

also as a virtual sensor. 

The sensor software will interact with the platform by 

registering to the platform and sending raw data to the 

platform, which is further formatted and processed by the 

platform. Sensor layer interacts with the platform through 

sensor binding layer. 

C. Binding Layers 

For the purpose of allowing applications and sensor 

software to communicate with the platform, the platform 

contains two binding layers. The first is between the 

application software, and the platform and the second is 

between the sensor software and the platform. These binding 

layers are facades that simplify the application and the sensor 

software’s interaction with the platform. The application 

TABLE II. 

A. AUTHORIZATION EXAMPLE 

Authorization Description 

read Allowed to acquire context data 

query Allowed to query the status of the context 

source 

 

B. APPLICATION ROLE MAPPING 

Subject Roles 

role 1 role 2 role 3 

application 1 * *  

application 2   * 

 

C. ACCESS CONTROL IN PCAD 

Roles Sensors 

sensor 1 sensor 2 sensor 3 

role 1 query read read 

role 2  read  

role 3 query query query 
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binding layer is used by the applications when they require 

the services of the platform, such as receiving context data, 

registering and deregistering for sensor data, creating reports 

and receiving alarms and notifications. The sensor binding 

layer is used by the platform to gather data from a sensor and 

deliver it to the registered applications, possibly multiple 

times. Therefore, it is possible for many applications to 

access the same context data simultaneously, which may not 

be possible with the direct access to sensor alternative. 

The implementation of the binding layer employs widely 

used protocols. Among the protocols supported are web 

services, web sockets and REST. 

V.  A SCENARIO: SMART PARKING 

In this section, we present a scenario to demonstrate the 

interactions between an application PCAD and sensors. The 

scenario involves a context aware smart city application 

running on a mobile device developed for the purpose of 

finding a parking space based on certain constraints. 

One day Mr. Jones went out of the house and boarded his 

car. Just he was about to approach to his workplace in 

downtown, he remembered that he wasted time searching for 

a parking place the previous week. He started the 

application on his mobile phone and received the 

coordinates and the route information about the nearest 

parking location within a 500 meter radius on a map. He 

thought, “I did a good job of using this context-aware [sic] 

application to access to the information provided by the 

smart [sic] city, otherwise I would have been late for my 

appointment again.” 

Following is the sequence of actions that take place in the 

application and PCAD platform: 

 

1) User invokes the smart city context aware application on 

the mobile phone. 

2) Smart city application starts a session with the PCAD 

platform. 

A communication session is opened using WebSockets. 

The application and PCAD now begin to communicate 

via the application binding layer for fulfilling user’s 
specific request about an available parking place. 

3) User requests route information about a parking place 

within the 500 meter radius of his workplace.  

The user’s operational parameters, such as the 500 
meter constraint, are translated into rules and 

registered with the Rule Services (RS) of CAS, using the 

session established before. These rules get executed by 

PCAD later on. 

4) Smart city application sends user requests to PCAD via 

application binding layer. 

5) PCAD periodically requests ground parking data from 

installed sensors, which includes sensor fingerprint (id, 

location, time) and parking availability. 

Since the actual parking status changes often due to 

usage conditions, ground sensors are asked to send 

parking availability information in real-time. The 

frequency of sensor query is a configurable parameter. 

The scenario is an example of soft real time application 

because the latency of getting availability information is 

not critical to the operation of the application. PCAD 

collect these data via the sensor binding layer and 

notifies the application via application binding layer 

using alarm and notification services (ANS). The real 

time channel is used to send the data to the application. 

PCAD enforces data privacy by only providing parking 

data to the application.  

6) Smart city application determines the user’s location.  
7) Smart city application finds optimal parking space for 

the user.  

Smart city application acquires user’s location 
information from mobile device, and parking 

availability and parking location information from 

PCAD. The application then offers an optimal path 

using this information together with other constraints, 

such as shortest path, traffic signs or number of traffic 

lights etc. The application either gets some of this 

constraint information from PCAD or PCAD can 

aggregate this information from other sources, 

including other platforms using the interoperability and 

communicating services (ICS). This part directly points 

all other smart city applications working together. 

8) Smart city application presents the information 

including, coordinates and map to user. 

This scenario shows how PCAD services are utilized by 

the application, and how the actions are performed by the 

actors of the system. Figure 6 shows the steps of interaction 

described above. The figure illustrates how sensor 

acquisition is decoupled from the application code. 

This scenario can easily be adapted to other problems, 

such as finding a charging station for an electric car. A 

context-aware charge management system for electric 

vehicles is described in [21]. A more elaborate problem on 

parking lot management for charging stations is described in 

[22], while a parking reservation system based on 

telecommunication APIs is given in [23]. 
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Fig.  6 Interaction diagram of the scenario 
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VI. CONCLUSIONS

In  this paper  we propose a Platform for  Context-Aware

Application Development -PCAD based on operating system

principles for rapid development and deployment of context

aware applications. The platform has been inspired by Oper-

ating System design, and is based on a layered architecture

that  is  modular, extensible,  and follows the design pattern

guidelines. The major premise of the platform was to provide

a robust environment influenced by the theories of the archi-

tectural design of an operating system, and enable applica-

tion  developers  to  create  context  aware  applications  with

minimum effort.  The platform provides several  services to

both applications and sensor software.  The platform has a

number of benefits:  it  supports  a  diverse range of context

sources, allows applications to access context sources syn-

chronously or asynchronously using filters, decouples appli-

cation code form context acquisition, and provides a simple

rule  engine  for  context  processing.  The  platform supports

soft-real time requirements by opening a direct channel be-

tween the context source and applications.

A prototype of the platform is currently under implementa-

tion along with two very distinct applications: livestock mon-

itoring and smart city parking. These context-aware applica-

tions will verify that applications from a wide range of dis-

parate domains can be built rapidly using the platform.

We purposefully omitted the treatment of context model-

ing, as our focus was to lay out the critical components of the

infrastructure. Context modeling work is deferred to our fu-

ture iterations of the platform. For this reason, our rule ser-

vice currently provides very rudimentary services.
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Abstract—Nowadays,  more  and  more  people  are  using
Information and Communication Technologies (ICTs) in order
to  accommodate  their  daily  needs.  E-Government  (e-Gov)
adopts these technologies in an effort  to provide prompt and
secure  services  to  citizens.  However,  the  intention  to  use  e-
Government services  has not yet been fully examined by the
international  literature.  The  present  research  attempts  to
bridge  this  gap,  by  examining  the  factors  affecting  citizens’
intention  to  use  e-Government  services.  In  that  direction,  a
conceptual framework (research model), based on an extensive
review  of  the  relevant  literature,  has  been  developed.  The
proposed  conceptual  framework  has  been  empirically  tested
using a newly-developed structured questionnaire.  Data were
collected from a sample of 547 Greek citizens. The reliability
and  the  validity  of  the  questionnaire  have  been  thoroughly
examined,  while  the  Structural  Equation  Modeling  (SEM)
technique has been used to analyze the data. Results indicate
that perceived usefulness is the most important determinant of
the intention to use e-Government  services.  Other important
factors are perceived trust, internet experience, peer influence,
computer self-efficacy and perceived risk.

I. INTRODUCTION

URING the last 15 years, information and communica-

tion  technologies  (ICTs)  play  a  central  role  in  the

global  digital  economy  and  are  considered  key  tools  of

worldwide  administrative  reforms  [1].  e-Government  (e-

Governance  and  /  or  e-Gov)  is  defined  as  “an  initiative

aimed  at  reinventing  how the  government  works  and  im-

proving the quality  of  interactions  with citizens and busi-

nesses  through  improved  connectivity,  better  access,  fur-

nishes  high quality  services  and better  processes  and sys-

tems”  [2].  Moreover,  according  to  Ziemba,  Papaj  and

Jadamus-Hacura [3], e-Government “suggests the use of in-

formation and communication technology (ICT) to provide

efficient and quality government services to employees, gov-

ernment units at the state and local levels, and to citizens

and businesses”.

D

At the same time, official states (governments) are using

e-Government  in  order  to  improve  public  services  and

strengthen political processes.

The  intention  of  citizens  to  use  e-Government  services

has been investigated by several previous studies [1] [2] [3].

Despite  that,  these  studies  have  not  reached  consensus,

while most of their empirical results are quite obvious (in-

vestigating already established concepts and validating ideas

that have already been proven valid). Simultaneously, in the

practical level, there have been many failed and costly at-

tempts in developing citizen acceptance concerning e-Gov-

ernment services [1] [2].

The main objective of the present paper is to investigate

the factors that have an impact on citizens’ intention to use

e-Government services.  The proposed conceptual  framework

takes under consideration a bundle of factors that have never

been  collectively examined before.  Its  significance  lies  in

the depth of its results, conclusions and empirical implica-

tions.

The following section attempts a brief literature review,

while sections three and four include the presentation of the

proposed conceptual framework and the research hypothe-

sis. In the fifth section, the research methodology is being

presented, while the paper is concluded with its main results

and conclusions (sections six and seven respectively).

II.LITERATURE REVIEW

Many different definitions of e-Government can be found

in the relevant literature.  According to Sang, Lee and Lee

[4], e-Government is based on ICTs and aims to achieve bet-

ter governance. Carter and Bélanger [5] and Bekkers [6] ar-

gued  that  e-Government  includes  initiatives  transforming

government services and increasing their quality. Moreover,

Doong,  Wang and  Foxall  [7]  underline  the importance  of

technology in altering citizen behavior, while arguing that e-

Government is a competitive tool for achieving higher effi-

ciency of state affairs. However, these advantages can only

be achieved if the technology is widely accepted [7]. There-

fore, it is important to examine the determinants of  accep-

tance and, hence, present the relevant theoretical models.
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A. Theoretical background 

Diffusion of Innovation (DOI): According to DOI theory, 
the use of technology is a decision based on compatibility, 
relative advantage, social pressure and communication [8]. 
Phang, Li, Sutanto and Kankanhalliet [9] observed that the 
elderly are willing to learn and use new technologies that are 
accompanied by changes in the structure of the society. This 
is because the adoption of the technology can enhance the 
social status of the individual and play a positive role in 
assisting others to adopt the innovation themselves [2] [8]. 

Theory of Reasoned Action (TRA): The TRA is one of 
the first theories explaining the behavior, use and acceptance of 
computer technology. Three constructs are the main 
components of TRA: behavioral intention (BI), attitude (A), 
and subjective norm (SN). According to TRA, a person's 
behavioral intention depends on his attitude about the 
behavior, and his subjective norms (BI = A + SN) [11] [12]. 

Theory of planned behavior (TPB): The TPB has been 
proposed as an extension of TRA [13]. The elements of 
behavior and subjective norm are the same in TPB, as in 
TRA. The difference is that the TPB includes additional 
determinants of intention (more specifically, perceived 
behavioral control and self-efficacy). These modifications 
have increased the explanatory power of TPB. 

Technology Acceptance Model (TAM) and TAM2: TAM 
builds upon the causal relationships of TRA in order to 
explain the technology acceptance behavior [10]. It suggests 
that perceived usefulness (PU) and perceived ease of use 
(PEOU) are the main determinants of technology adoption. 
TAM2, an extension of the initial model, incorporated 
additional constructs, such as social influence, subjective 
norms, voluntarism, social status, as well as cognitive 
processes, such as labor relevance, quality production and 
perceived ease of use [2]. 

Motivational model: Deci [13] focused on intrinsic 
motivation and argued that external motives do not have a 
significant persuasive power, in case the individual does not 
receive pleasure by the use of said technology [14]. 

Model of PC utilization: Thompson, Higgins and 
Howellet [16] argued that complexity, long-term benefits, 
social factors and facilitating conditions are determinants of 
computer use [15]. 

Social cognitive theory: Social cognitive theory argues 
that acquiring individual knowledge is directly related to 
observing others within the context of social interactions 
and experiences [4] [17] [18]. 

Unified Theory of Acceptance and Use of Technology 
(UTAUT): The UTAUT model was based on all previous 
theories. In comparison with previous models, UTAUT 
explains 70% of the variance in technology acceptance, a 
significant improvement from previous models (that only 
explained 40% of the same variance) [2]. Hence, UTAUT is 
considered as an enhanced model with robust features. 

B. Diffusion of innovation and e-Government adoption 

The innovation diffusion theory was first systematically 
tested in the 1940s and has evolved exponentially since then 
[20]. According to Rogers [8], “innovation is an idea, 

practice, or object that is considered new by an individual 

or another unit of acceptance”. Based on this definition, the 
use of e-Government services is a new practice and can be 
considered as an innovation for each individual user. 

The diffusion of innovation theory suggests a general 
model including five groups of recipients, based on how 
early they start to use a specific innovation [21]. The five 
categories of recipients are: innovators, early recipients, 
early majority, slow majority, and laggards [21]. Each group 
has different characteristics. 

Following the categories proposed by the diffusion of 
innovation theory, people who already use e-Government 
services can be perceived as early recipients. The diffusion 
of innovation theory presumes that early recipients share 
certain characteristics (young age, higher education and 
income) [21]. Previous studies conducted in the field of 
public administration have shown that people who use 
electronic public services fit this description [20] [22]. 

Atkin, Jeffres and Neuendorfet [23] compared internet 
adopters and non-adopters, using the following criteria: 
social status, communication needs, media use, and relation 
with technology. It was hypothesized that internet adopters 
will differ from non-adopters in specific demographics (age, 
education, income). Furthermore, internet adopters would be 
more cosmopolitan, would have increasing communication 
needs, and would be more interested in experimenting with 
new technologies. Indeed, the profile of early adopters 
showed that they followed the theory of diffusion of 
innovation, confirming all differences on demographic 
levels and use of technology [23]. 

C. Previous studies 

Lean, Zailani, Ramayah and Fernando [2] investigated the 
factors that influence the intention of Malaysian citizens to 
use e-government services. They developed a model 
incorporating factors from both DOI and TAM, while also 
taking under consideration various cultural factors, as well 
as trust. Their study included 150 participants. Empirical 
results revealed that trust, perceived usefulness, perceived 
relative advantage and perceived image have a direct 
positive effect on the intention to use e-Government 
services. On the other hand, perceived complexity was 
found to have a negative effect on intention. Lean, Zailani, 
Ramayah and Fernando [2] finally argued that, while online 
privacy has a positive impact on e-government usage, no 
significant effect exists between innovation factors 
(complexity, comparative advantage and image) and 
intention. Finally, they underlined that DOI has a better 
explanatory power than all the other employed models [2]. 
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In another similar study, Wangpipatwong, Chutimaskuland 
and Papasrator [1] explored the factors affecting the 
intention of citizens to use e-Government websites. They 
used TAM as the basis of their research model, while the 
ability to use computers was incorporated as an additional 
factor affecting intention. A web-based survey was used to 
empirically test the proposed research model. The 
participants of the survey were 614, while each of them had 
(at least) a university degree and experience in visiting e-
Government websites. Results revealed that perceived 
usefulness, perceived ease of use, privacy and the ability to 
use computers, directly enhance the intention to use e-
Government websites [1]. However, it was concluded that 
different factors have different effect on intention. More 
specifically, perceived usefulness and ease of use seemed to 
be more important than the ability to use computers [1]. 

The effect of perceived risk and perceived trust on the 
willingness to use e-Government services was examined by 
Bélanger and Carter [24]. They proposed a model consisting 
of trust propensity, trust on the internet (TOI), trust on the 
government (TOG) and perceived risk. Empirical results 
revealed that trust propensity has a positive impact on both 
TOI and TOG, which in turn have a positive effect on 
intention to use e-Government services. Moreover, TOG 
negatively affects perceived risk, which in turn has a 
negative impact on intention. The proposed model of 
Bélanger and Carter [24] is a step towards identifying the 
unique elements of trust and risk in the e-Government 
literature [24]. 

Colesca [25] tried to identify the factors affecting public 
confidence towards e-government services. The study was 
conducted in Romania and the sample was 793 citizens. 
Empirical findings revealed that technical and organizational 
reliability, perceived quality, perceived usefulness, internet 
experience and trust propensity directly enhance e-
Government usage. On the other hand, age and privacy 
concerns had a negative impact [25]. 

In another similar empirical study, Hung, Chang and Yu 
[26] examined the factors that determined the acceptance of 
the online submission system of tax declarations and 
payments (OTFPS) in Taiwan. The authors [26] developed a 
research model based on the theory of planned behavior. 
The study was conducted using a survey of 1099 citizens. 
Results showed that the proposed model explained 72% of 
the variance in usage behavior. More specifically, user 
acceptance of OTFPS was influenced by perceived 
usefulness, perceived ease of use, risk perception, trust, 
compatibility and peer pressure [26]. 

Sang, Lee and Lee [4] found that perceived usefulness, 
relative advantage and trust are significant predictors of e-
Government adoption in Cambodia. Moreover, it was 
discovered that the determinants of perceived usefulness 
include image and output quality. 

Finally, the empirical results provided by Dashti, 
Benbasat and Burton-Jones [27] demonstrate the significant 
role of trust on e-Government usage. More specifically, their 
study provided evidence supporting the relationships 
between ‘felt trust’ by e-Government, trust in e-Government, 
and intention to use e-Government websites [27]. 

III. CONCEPTUAL FRAMEWORK 
The proposed conceptual framework was developed after 

an extensive review of the existing relevant literature. 
Previous studies have been thoroughly examined and the 
most significant factors have been utilized in the proposed 
framework. Therefore, the present study offers a critical 
synthesis of existing empirical work on e-Government 
adoption. It adopts a holistic approach, unifying previous 
findings into an extensive conceptual framework. 

The factors that have been used in the present study are 
briefly described in the following paragraphs. 

A. Perceived risk 

For the past five decades, the theory of perceived risk is 
an important research agenda of consumer behavior. 
Perceived risk is defined as a concept of expected subjective 
injury [30] as well as desirable effect [31]. The literature 
[32] suggests that six types of perceived risk really exist. 
These types may vary, depending on the service or product. 
In the present study five types of risks are being 
incorporated in the proposed framework: 

Performance risk: It concerns the risk of e-Government 
services not performing as they should be. For example, an 
electronic failure may result in unexpected losses [33]. 

Financial risk: According to Kuisma, Laukkanen and 
Hiltunenet [33] a transaction error or a misuse of the user's 
private information may bring economic consequences, thus, 
resulting in fear of conducting any transactions. 

Social risk: It is regarded as the possibility of the 
purchase or use to provoke negative judgment by other 
members of the society (external psychological risk) [30]. 

Time risk: It is the risk relating to the user’s loss of time 
during a transaction. The delay in loading the website and a 
disorganized site may be considered time delay causes [34]. 

Security risk: It is the risk of losing sensitive personal 
data during a transaction [35]. A breach of confidentiality is 
a usual fear during on-line transactions [36]. 

B. Trust in e-Government 

Trust is a factor that has been extensively investigated and 
defined in various differently ways. According to Rotter 
[42], trust is considered as “the expectancy that the promise 

of a person or group can be relied upon”. Trust in the 
context of e-Government is measured through two 
dimensions: trust in the particular entity (which, in this case, is 
the government), and trust in the reliability of the enabling 
technology (which, in this case, is the internet) [24]. 
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C. Perceived usefulness  

Perceived usefulness is the degree in which someone 
believes that using a particular system would enhance his or 
her job performance [11]. 

D. Perceived ease of use  

According to Davis [11], perceived ease of use can be 
defined as the degree in which someone believes that using a 
particular system would be free from effort [40]. 

E. Perceived quality 

Aaker [46] defined perceived quality as the consumer 
perception of the overall quality or superiority of a product 
(or a service) in relation to other alternatives. Perceived 
quality is different from tangible (real) quality, which is 
embedded in the manufacturing process [46]. No matter how 
high the level of every product’s manufacturing quality, 
consumers are the ones that will determine its (perceived) 
quality in the marketplace. 

F. Quality of internet connection 

Sathye [41] considered quality of the internet connection 
as one of the significant factors affecting the adoption of 
various electronic transactions. 

G. Internet experience 

According to Eastlick and Lotz [37], the history of a 
user’s behavior can positively affect the likelihood of 
adopting the same behavior in the future. Internet use is 
positively affected by internet experience [38]. 

H. Computer self - efficacy 

Computer self-efficacy is defined as the perception of an 
individual concerning his ability to use computers in order 
to conduct a certain task [45]. People with a high level of 
computer self-efficacy are able to efficiently use different 
software packages and computer systems, while those with a 
low level of computer self-efficacy perceive their potential 
as quite limited [45]. 

I. Self-image 

Venkatesh and Davis [10] defined ‘image’ as the degree 
to which the use of an innovation enhances the social status 
of an individual. A person is more likely to engage in an 
activity, if the activity is approved by others [5]. 

J. Peer influence 

Peer influence is the effect of the immediate environment 
on the behavior of the individual [14]. Peer influence (or 
peer pressure) encourages others to change their attitudes in 
order to conform to group norms. 

K. Intention to use  

‘Intention to use’ is the main dependent factor of the 
present study, measuring the intention of citizens to use e-
Government services [10]. 

IV. RESEARCH HYPOTHESES 
The present study includes ten independent and one 

dependent factor. The relationships between these factors 
are analytically presented in the following paragraphs. 

A. Perceived risk and intention to use 

Lee [49] has found that security risk (privacy risk) and 
financial risk have a negative effect on the intention to use 
online banking. In the same direction, Pires, Stanton and 
Eckford [50] argued that there is a negative correlation 
between perceived risk and intention to use web 
applications. Hence, it is hypothesized: 

H1: Perceived risk has a negative effect on the intention 
to use e-Government services. 

B. Trust in e-Government and intention to use 

According to the empirical results of a study conducted 
by Carter and Bélanger [5], trust is a significant predictor of 
the intention to use e-government services. In another 
similar study, the same authors [24] found out that 
disposition to trust positively affects trust towards the 
internet and trust towards the government, which in turn 
affect the intentions to use e-Government services. Dashti, 
Benbasat and Burton-Jones [27] also showed that trust for e-
Government is an important factor that increases its use. 

H2: Trust in e-Government has a positive effect on the 
intention to use e-Government services. 

C. Perceived usefulness and intention to use 

The relationship between perceived usefulness and 
intention to use has been widely acknowledged by the 
empirical literature [20, 23, 47]. Davis [11] revealed that 
perceived usefulness is a key factor in the intention to use 
web system applications. It is only logical to assume that: 

H3: Perceived usefulness has a positive effect on the 
intention to use e-Government services. 

D. Perceived ease of use and intention to use 

As in the case of perceived usefulness, perceived ease of 
use has been found to have a positive effect on intention to 
use [2, 4, 10]. For example, Gefen and Straub [40] and 
Davis [11] argued that perceived ease of use is positively 
related to the use of present and future technology. Based on 
the above, it is hypothesized that: 

H4: Perceived ease of use has a positive effect on the 
intention to use e-Government services. 

E. Perceived quality and intention to use 

Colesca [25] suggests that the higher the perception of 
quality of an electronic service, the higher the level of trust 
towards that service and, consequently, the intention to use 
it. Moreover, Gronier and Lambert [48] argue that e-
Government quality enables citizens to directly locate the 
services they need, thus, achieving higher levels of 
satisfaction and effectiveness. Therefore, it is hypothesized: 
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H5: Perceived quality has a positive effect on the 
intention to use e-Government services. 

F. Quality of internet connection and intention to use 

Sathye [41] argued that internet access is one of the most 
important factors for the acceptance of electronic banking. 
Without a proper internet connection it is impossible to use 
electronic services [41]. Moreover, Pikkarainen, 
Pikkarainen, Karjaluoto and Pahnilaet [51] found out that a 
decent internet connection has significant influence on the 
intention to use e-Government services. 

H6: Quality of the internet connection has a positive 
effect on the intention to use e-Government services. 

G. Internet experience and intention to use 

Based on their empirical results, Corbitt, Thanasankit and 
Yi [52] argued that prior internet experience has a positive 
influence on the intention to shop online. Cho [53] reached 
the same conclusion, stating that experienced internet users 
are more likely to conduct an online transaction when they 
feel the urge to do so. It would be interesting to examine 
whether that is also the case with e-Government services. 

H7: Internet experience has a positive effect on the 
intention to use e-Government services. 

H. Computer self-efficacy and intention to use 

Wangpipatwong, Chutimaskul and Papasrator [1] 
empirically confirmed that the adoption of e-government 
depends upon the ability to use a computer. 

H8: Computer self-efficacy has a positive effect on the 
intention to use e-Government services. 

I. Self-image and intention to use 

Sang, Lee and Lee [4] have found out that individuals 
adopt an innovation in order to impress others that have not 
adopted it. On the other hand, Carter and Bélanger [5] failed 
to establish such a relationship, reporting that high levels of 
self-image do not directly affect the intention to use e-
Government services. Therefore, it would be interesting to 
examine which is the case, adopting the hypothesis that: 

H9: Self-image has a positive effect on the intention to 
use e-Government services. 

J. Peer influence and intention to use 

According to Hung, Chang and Yu [26], peer influence is 
a key factor in using online tax applications. Moreover, 
Taylor and Todd [54] support that peer influence is an 
important determinant of Information System (IS) adoption. 
Since e-Government has the characteristics of these systems, 
it is only logical to hypothesize that: 

H10: Peer Influence has a positive effect on the intention 
to use e-Government services. 

Fig. 1 summarizes the above hypotheses, thus, presenting 
the proposed Conceptual Framework of the study. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  1 The proposed conceptual framework of the study 
 

V. RESEARCH METHODOLOGY 

A. The population of the study 

The proposed conceptual framework was tested with the 
use of a newly-developed structured questionnaire on a 
sample of Greek internet users. Hence, internet users living 
in Greece are the population of the present study. According 
to reliable data [58], internet users in Greece have reached 
6.451.326 in December of 2013 (55,9% of the population). 

Since the main dependent factor of the study is “intention 
to use e-Government services”, respondents could be: (a) 
inexperienced e-Government users (non-users), (b) one-time 
e-Government users (not continual users), or (c) continual 
users. The sample of the study included individuals from the 
last two categories. 

B. Measurement 

The measurement of each of the eleven factors of the 
proposed conceptual framework was conducted with the use 
of multiple questions (items) that were adopted from the 
international literature. The five point Likert scale was used 
for the measurement of all factors. Table I demonstrates the 
eleven factors of the study, the number of items used in each 
case and the studies from which they where adopted. 

C. Data collection 

Primary data were collected from a random sample of 
internet users. The only criterion for citizens to participate in 
the survey was the use of internet. Personal interviews were 
conducted in order to collect the appropriate data. Citizens 
were selected in random (using the systematic sampling 
approach). The research period lasted two months (May to 
July 2013). Totally, 566 questionnaires were returned and 
547 were used for data analysis. 
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Trust in e-Government 

Perceived usefulness 

Perceived ease of use 
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Quality of internet connection 

Internet experience 

Computer self-efficacy 
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TABLE I. FACTOR MEASUREMENT 

Factors Items Source 

Perceived risk 11 48, 49 

Trust in e-Government 15 4, 23, 26 

Perceived usefulness 4 10, 46, 55 

Perceived ease of use 4 10, 39, 46 

Perceived quality 4 24 

Quality of internet connection 4 40, 50 

Internet experience 3 51, 52 

Computer self-efficacy 3 1 

Self-image 4 3, 4 

Peer influence 4 25 

Intention to use 4 46, 54 

Total 60  

 

D. Reliability and validity 

The instrument (questionnaire) that was used in the 
present study was tested for both its content and construct 
validity. The test for the content validity was conducted 
using a pilot study approach. Twenty (20) citizens were 
asked to fill in the final draft of the questionnaire and make 
comments concerning their level of understanding. Citizens’ 
comments improved various aspects of the questionnaire 
(e.g. use of language). 

For the control of the construct validity, each of the 
eleven research factors was evaluated: (a) for its 
unidimensionality and reliability (Table II), (b) for its 
goodness of fit to the proposed research framework (Table 
III). 

The examination of the unidimensionality of each of the 
research factors was conducted using Explanatory Factor 
Analysis (EFA). Moreover, for the estimation of the 
reliability of these factors, Cronbach Alpha was used. All 
tests concluded that the scales used are valid and reliable 
(see Table II above for the main results). 

The evaluation of the goodness of fit of each research 
factor to the proposed model was conducted using 
Confirmatory Factor Analysis (CFA). All tests produced 
satisfactory results (see Table III above for the main results). 

It should be noted that Second Order CFA was conducted 
for the five dimensions of risk (performance risk, financial 
risk, social risk, time risk, security risk). All statistical 
measures extracted from this analysis where within 
satisfactory levels. 

TABLE II. ESTIMATION OF UNIDIMENSIONALITY AND RELIABILITY 

Factors KMO Bartlett’s 
Test 

Eigen-
value TVE Cronbach 

Alpha 

Perceived risk 0,82 1843,2a 1,201 59,1% 0,785 

Trust in e-
Government 0,70 595,9a 2,195 73,1% 0,817 

Perceived 
usefulness 0,81 1624,9a 3,174 79,3% 0,913 

Perceived ease of 
use 0,81 1680,9a 3,181 79,5% 0,914 

Perceived quality 0,79 935,6a 2,701 67,5% 0,839 

Quality of internet 
connection 0,80 1102,9a 2,884 72,0% 0,871 

Internet 
experience 0,69 466,5a 2,076 69,2% 0,773 

Computer self-
efficacy 0,71 751,6a 2,309 76,9% 0,850 

Self-image 0,73 1191,6a 2,548 84,9% 0,911 

Peer influence 0,70 511,7a 2,128 70,9% 0,791 

Intention to use 0,72 674,1a 2,265 75,4% 0,837 
a. p<0,01 

TABLE III. ESTIMATION OF THE GOODNESS OF FIT  

Factors Normed 
Χ2 C.R. V.E. RMSE

A 
CFI /
GFI 

Perceived risk 2,49 0,84 78,8% 0,091 
0,99 / 
0,97 

Trust in e-Government 3,67 0,73 67,3% 0,093 
0,93 / 
0,95 

Perceived usefulness 3,34 0,61 55,6% 0,089 
0,94 / 
0,96 

Perceived ease of use 2,32 0,77 71,7% 0,077 
0,97 / 
0,97 

Perceived quality 2,53 0,64 75,1% 0,094 
0,99 / 
0,99 

Quality of internet 
connection 4,11 0,82 69,4% 0,091 

0,91 / 
0,93 

Internet experience 2,43 0,83 78,7% 0,079 
0,93 / 
0,99 

Computer self-efficacy 3,43 0,77 69,5% 0,082 
0,99 / 
0,99 

Self-image 2,93 0,68 73,7% 0,099 
0,91 / 
0,94 

Peer influence 1,97 0,84 69,3% 0,095 
0,97 / 
0,99 

Intention to use 3,43 0,88 89,2% 0,084 
0,93 / 
0,97 

VI. RESULTS 
A. Basic measures 

The examination of the proposed conceptual framework 
was conducted with the use of the “Structural Equation 
Modeling” (SEM) technique [59] [60]. 
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To evaluate the fit of the (modified) overall model the 
chi-square value (X2 = 99,9 with 26 degrees of freedom) and 
the p-value (p = 0,0356) were estimated. These values 
indicate a satisfactory fit of the data to the overall model. 
However, the sensitivity of the X2 statistic to the sample size 
requires the use of other supplementary measures of 
evaluating the overall model, such as the “Normed-X2” 
index (3,84), the RSMEA index (0,071) the CFI (0,94) and 
the GFI (0,96), that all indicate a very good fit. Additionally, 
the Construct Reliability (C.R.) and the Variance Extracted 
(V.E.) for all factors (constructs) are satisfactory. 

B. Hypothesis testing 

As it can be seen on Table IV, six of the originally 
hypothesised paths were found significant (H1, H2, H3, H7, 
H8, H10), while thirteen new paths (presented on Figure II 
with dashed lines) were added to the model, based on the 
modification indexes function of AMOS. Moreover, two 
factors (quality of internet connection and self-image) were 
completely discarded from the model, while for four 
hypotheses (H4, H5, H6, H9) no statistical support was 
provided (although H4 is supported when indirect effects are 
considered). 

The above modifications resulted in a modified structural 
model with improved fit (as already explained above). In 
more detail, the factors that are included in the final model 
can explain 52% of the variance in the dependent variable, 
i.e. intention to use e-Government services. 

The modified conceptual framework presents an 
interesting view of the subject under consideration, arguing 
that every factor is significant in enhancing e-Government 
usage, either directly or indirectly. For example, perceived 
ease of use does not have a direct impact on intention, but it 
has an indirect effect, through perceived risk and perceived 
usefulness. On the other hand, perceived usefulness has both 
a direct and indirect effect on intention. Moreover, perceived 
quality does not seem to have any effect on intention 
whatsoever. 

C. Further analysis 

The following observations can be made after reviewing 
the empirical results of the study (see Table IV and Fig. 2): 
• Perceived usefulness directly affects intention. This is 
also confirmed by the Technology Acceptance Model 
(TAM) of Davis [11]. Moreover, this impact is not only 
statistical significant, but is also quite strong (r=0,51). 

• Additionally, trust in e-Government has a significant 
direct effect on intention. The same conclusion has been 
drawn by Bélanger and Carter [24] and Colesca [25]. 
According to these authors [24] [25], when the user actually 
believes that the transaction and his personal data are secure, 
it is more likely to experience a higher level of intention to 
use the online services. 

TABLE IV. RESULTS OF THE MODIFIED STRUCTURAL MODEL 

Causal Paths (hypotheses) Estimate p Result 

H1 Perceived risk → 
Intention to use -0,10 0,000 Accepted 

H2 Trust in e-Government → 
Intention to use 0,25 0,000 Accepted 

H3 Perceived usefulness → 
Intention to use 0,51 0,000 Accepted 

H7 Internet experience → Intention 
to use 0,13 0,000 Accepted 

H8 Computer self-efficacy → 
Intention to use 0,10 0,000 Accepted 

H10 Peer influence → 
Intention to use 0,12 0,000 Accepted 

New causal paths  

Perceived ease of use → 
Perceived risk -0,22 0,000 

Perceived ease of use → 
Perceived usefulness 0,42 0,000 

Perceived ease of use → 
Perceived quality 0,13 0,000 

Computer self-efficacy → 
Perceived ease of use 0,26 0,000 

Trust in e-Government → 
Perceived risk -0,20 0,000 

Trust in e-Government → 
Perceived quality 0,42 0,000 

Perceived usefulness → 
Trust in e-Government 0,25 0,000 

Perceived usefulness → 
Perceived quality 0,22 0,000 

Internet experience → 
Perceived ease of use 0,61 0,000 

Internet experience → 
Computer self-efficacy 0,76 0,000 

Internet experience → 
Perceived risk -0,10 0,000 

Peer influence → 
Perceived usefulness 0,16 0,000 

New 
paths 

 
• Internet experience directly affects intention to use e-
Government services. Cho [53] reached the same conclusion, 
arguing that repeated internet use for extended periods of 
time positively affects user behavior and system usage. 
• Perceived risk has a negative effect on intention. This 
conclusion is in line with the studies of Lee [49] and 
Featherman and Pavlou [31]. For example, a loss of 
communication between user and server may have a 
negative impact on user trust and, therefore, in the intention 
to further use the online services. 
• Peer influence positively affects intention. The same 
conclusion was reached by Hung, Chang and Yu [26]. A 
possible ‘reward’ from the immediate social environment 
predisposes the user towards using e-Government services. 
• Moreover, computer self-efficacy has a direct positive 
effect on intention. Wangpipatwong, Chutimaskul and 
Papasrator [1] argue that people with increased computer 
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self-efficacy easily understand the functions of online 
services, thus increasing their confidence and their general 
intention to use such systems. 
• In the same line as above, internet experience was found 
to have a quite strong impact on computer self-efficacy 
(r=0,76). It seems that experienced internet users believe 
that they are more capable of using their computer. Hence, 
internet experience affects intention both directly (r=0,13) 
and indirectly (through computer self-efficacy and perceived 
risk). 
• Additionally, internet experience has both a direct and 
indirect effect on perceived ease of use. The same 
conclusion was reached by Cheong and Park [55]: the more 
time a user spends on the internet, the better his perception 
about the usability of the online platform. 
• Perceived ease of use was found to have a direct positive 
effect on perceived usefulness, something that has been 
supported by, almost, every TAM study [9] [11] [49]. 
• The present study found that perceived usefulness has a 
positive impact on trust. In the same direction, Suh and Han 
[56] argued that when the user fully understands the 
usefulness of the online service, his confidence is being 
significantly increased. 
• Furthermore, perceived ease of use was found to have a 
direct negative effect on perceived risk. This relationship 
was also identified by Hung, Chang and Yu [26], who 
concluded that users finding an online system easy to 
operate, believe that the overall risk of the transaction is quite 
small. 

• On the same vein, perceived usefulness was found to have 
a negative effect on perceived risk. According to Bélanger 
and Carter [24], when a system is considered to be useful, it 
is also usually considered to be free of various risks. 

VII. CONCLUSIONS 

A. General conclusions 

The present study developed a novel research framework 
in order to identify the main factors affecting the intention to 
use e-Government services. This framework (research 
model) was tested on a sample of 547 internet users. 

The main conclusion of the present study does not 
concern a certain research factor. On the contrary, the 
empirical results support that both research and empirical 
focus should be drawn towards managing a bundle of factors 
(dimensions), which seem to be highly interrelated. The 
statistical analysis that was conducted highlighted various 
new causal relationships between the independent factors of 
the study. Therefore, one should not only pay attention to 
enhancing a limited number of factors, since the existence of 
various indirect effects underlined the need for a more 
integrated approach. 

B. e-Government user profile 

The average user has the following characteristics: (a) is 
under the age of 40, (b) is quite educated, (c) his monthly 
income is satisfactory, (d) uses e-Government services for 
more than a year, (e) uses e-Government services in order to 
gather information and conduct transactions, (f) makes about 
five transactions each month. 
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Fig 1. The modified conceptual framework of the study. 
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C. Managerial implications 

The empirical results showed that computer self-efficacy 
is positively related with the intention to use e-Government 
services. That finding is in line with Compeau and Higgins 
[45] and Wangpipatwong, Chutimaskul and Papasrator [1]. 
State officials should make efforts to fight computer 
illiteracy (seminars, incentives, etc), since only self efficient 
citizens will adopt e-Government. 

Moreover, since trust is an essential element for the 
adoption of e-government, citizens should be convinced that 
state mechanisms are in place in order to protect their 
privacy and transactions in an impersonal medium, such as 
the internet. According to Dashti, Benbasat and Burton-
Joneset [27] those responsible for public electronic services, 
should implement mechanisms for increasing public trust 
(receiving and answering to questions / comments, offer 
support via the phone, implement safety protocols, etc). 

Additionally, according to Hung, Chang and Yu [26], 
external resources, such as television / news, significantly 
influence early-adopters and non-adopters of e-Government. 
By providing proper information to citizens (through the 
internet or in the form of leaflets), the state can bend the bias 
that exists towards online services [61] [62]. 

Finally, special focus should be given in enhancing the 
level of perceived usefulness [57]. Citizens are more 
interested in usefulness, as the effect of perceived ease of 
use is often reduced after a short period of time. In that 
direction, e-Government services should add value to 
citizens, offering access to useful information. There is no 
meaning in developing services that offer very little 
information and utility, while at the same time discourage 
citizens from future use. A useful application will attract the 
attention of the public and create more users in the near future. 

D. Limitations and future research 

The present research used self-reported scales in order to 
measure the constructs of the proposed framework. This is a 
limitation inherent to all explanatory studies. Moreover, the 
sample of the study is national (Greece), while, on the other 
hand, an international sample would provide results that 
could be generalized to the international context. Finally, 
future studies could take the empirical results of the present 
study into consideration and further enhance its proposed 
conceptual framework. 
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Abstract—The main objective of this article is to identify the
best e-banking websites in Poland from the point of view of an
individual customer. Using modern IT tools for communications
with customers of banking services, banks create competitive
advantages, as well as, opportunities for providing banking
services in a convenient way for consumers. After a short intro-
duction the authors defines the assumptions for the study. The
methodological approach—based on theoretical and empirical
study in the field of e-banking, allows them to build the evaluation
model for the construction of high quality e-banking website.
Subsequently, the authors carried out multilateral analyses and
presented the conclusions of the study. The identified categories
are classified into three groups: economic, technological and anti-
crisis. The originality of the work comes down to knowledge of
the determinants of customer’s quality perception of websites
and a starting point for an effective quality management of their
e-services system.

I. INTRODUCTION

IT APPEARS that the consequences of the worldwide crisis
in electronic banking in Poland strengthen the tendencies

which show that the crisis, which started in the second half
of 2008, does not concern this area. Compared to 2013,
the number of individual clients with potential access to
account increased almost by 15% (9% more than in 2012)
reaching over 25 million users; the number of active individual
clients went up by over 5% reaching 13.060 million [12].
Undoubtedly it is the fastest growing banking sector and—
as indicated in earlier articles—nothing points to the fact that
something may undermine these positive trends. The increase
in absolute numbers of clients is shown in Fig. 1. The increase
in the number of clients with potential access to account via
the Internet is accompanied by a continuous increase of active
customers (at least one transaction a month). Since the end of
2008 till the end of 2014 the number increased by over 13
million users, which is an increase by 123%. Every year the
population of new customers using the possibilities offered by
the Internet to handle banking transactions is growing. In 2008
more than 890,000 people started to use e-banking services,
and in 2014 the number was more than 3 million. There are
nearly 53% of active users, out of all clients having electronic
access to account.

Poland in the European statistics—with regard
to penetration—compares quite well—according to
ComScore [7] report—it takes the sixth place (52.3%),
while the European average is 40%. The largest e-banking

Fig. 1. The evolution of the number of clients with electronic access to
account in 2001-2014 in millions [12]

penetration is in the Netherlands—66%, the lowest in
Switzerland (18.8%). France (60%), Finland (56.4%),
Sweden (54.2%) are ahead of us, behind are among others:
Germany, Spain, Denmark and Norway. The dynamics of the
increase of the number of e-banking clients in Poland is still
one of the highest on our continent—in recent years we note
the increase of over one million every year. So, this is very
important area of e-services, worth to conduct research.

There are many publications concerning the issue of eval-
uation of websites [3], [9], [13], [14], [15] and access to e-
banking services [1], [10], [11] but there is no easy solution
to the problems encountered [12], [6], [16]. The review of
the literature shows that e-banking websites (as well as e-
commerce websites) may be analysed from the point of view
of:

• usability (site map, directory),
• interactivity (availability and responsiveness),
• functionality (search, navigation, relevance of content),
• visualisation (colour scheme, background, graphics, text),
• efficiency (cost of purchase, transport, the difference in

prices offered by traditional and online shops),
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• reliability and availability.
Most of evaluation methods are traditional scoring methods
based on specific criteria sets, evaluated by means of an
applied scale. Technical and functional criteria are the most
commonly applied. Most of them contain factors which may
be evaluated in a very subjective way: text clarity, attractive
colours, images and pictures, the speed and intuitiveness of
navigation, etc. Moreover, some users do not treat particular
criteria sets in an equivalent way. However, on the other hand,
there occur frequent problems with determining preferences
for particular criteria and the evaluation of relations between
them. This part of the work concerns the application of the
authors own, though based on the literature, set of criteria for
a scoring evaluation and a selection of electronic services of
selected banks.

We are making an comparative analysis mainly in three
cases, enabling:

• specification and accurate research into the area in which
the software works,

• creating a ranking of IT solutions existing on the market,
• identification of the features which make particular solu-

tions better than others.
Here we are concentrating on the third case.

II. ASSUMPTIONS OF THE STUDY

At the first half of 2014 (March-June), the authors carried
out research on the quality of websites offering electronic
access to services of the most popular banks among Polish
individual clients on a sample of 361 people, where 311
respondents completed surveys correctly. The participants of
the survey were students, aged 19-45, Faculty of Management
University of Warsaw and Vistula University in Warsaw.
Among the respondents, 69% were women and 31% men,
mainly from Warsaw and surrounding areas. Each of the
respondents declared to have at least one electronic access
account with one of the banks operating in Poland (fifteen—
used e-banking services provided by two banks, two people—
of three banks), thus, in total, the authors examined access to
339 active electronic accounts (see Fig. 2).

In the surveyed population majority of people held ac-
counts in the banks which are considered to be internet
banks (mBank, Inteligo PKO BP), or regarded as modern
(AliorBank, Millenium), or the largest ones (PKO BP, BZ
WBK, CityBank). This does not correspond to the numbers
of electronic access accounts declared by particular banks,
however, considering the facts that only the active accounts
were described and the fact that the surveyed population
is relatively young and specific, the structure of the use of
accounts is probably closer to reality than the one presented
on the basis of official statistics.

This study belongs to a series of cyclical, yearly analyses
concerning the factors influencing the usability of websites
with online access to individual accounts in the banks [4], [5].
The same set of criteria has been applied in the evaluation
of e-banking condition at 2013, 2011 and earlier, before the

Fig. 2. The percentages of holders of accounts with electronic access in ten
the most popular banks

crisis began in 2008. They were created on the base of
internet discussion among leading researchers in this field
from some universities in Poland (Wrocław University of
Economics, University of Economics in Katowice, Poznań
University of Economics, University of Szczecin, Faculty of
Economic Sciences and Faculty of Management University of
Warsaw).

The respondents filled in the tables evaluating e-banking
websites of the banks where they had their accounts, per-
forming the analysis and assessment of the obtained results.
The tables which they completed were sent by electronic
mail. In the second stage, they imposed preference coefficients
on particular criteria and performed further calculations. The
obtained findings were supplemented with comments. All
calculations in the present study are carried out with the
application of the authors own, though based on the literature
and consultations with experts, set of criteria for a scoring
evaluation and a selection of electronic access to services of
selected banks.

Criteria applied in this study can be divided into two main
groups:

• economic—annual nominal interest rate of personal ac-
counts, account maintenance PLN/month, fee for a trans-
fer to a parent bank, fee for a transfer to another bank,
payment order, fee for issuing a debit card, fee for a card
PLN/month, interest on savings accounts, interest rate on
deposits of 10,000, interest rate on loans 10,000;

• technological—additional services (such as: insurance,
investment funds, cross-border transfer or foreign cur-
rency account), functionality (set of function available
for user), access channels to an account (branches, the
Internet, Call Centre, mobile phone), security (ID and
password, token, SSL protocol, a list of single-use pass-
words, a list of single-use codes), visualization (colours,
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fonts, background, photos etc.), navigation, clarity and
ease of use.

Considering the situation of the signs of economic crisis
spreading, the authors applied a set of psychological criteria
in addition to the criteria used previously in the evaluation of
e-banking websites which were discussed above. The psycho-
logical criteria included the so-called anti-crisis criteria related
to—according to the experts cooperating with the authors—all
those activities, which were to counteract potential impact of
the crisis on the banking sphere [6]. This additional group
of criteria was also included in the previous evaluation of
e-banking websites. The group of the considered anti-crisis
measures includes:

• dynamics of interest rates on deposits (reduction, in-
crease, differences in rates, tendencies),

• dynamics of interest rates on credits (reduction, increase,
differences in rates, tendencies),

• stability of the policy related to basic fees (the number
and the nature of changes),

• degree of customer confidence (the number of individ-
ual clients, its dynamics, how long the bank has been
operating in the Polish market),

• the average places occupied in the rankings in the Internet
and trade magazines last year.

In the scoring method the authors collected information
on selected criteria; they were assigned values according to
the assumed scoring scale and the results were analysed in
a combined table. For the purposes of the evaluation the
authors applied—as in previous studies—a typical R. Likert
scale [8]. A scoring method was used in two variations:
simple—where criteria were treated equivalently; and one
with a preference scale—where sets of criteria were assigned
indicator values differentiating their treatment by clients (the
total of coefficients = 1).

In a simple scoring method you need to measure the distance
from the maximum value to be obtained (according to the
assumed scoring scale). It concerns the value of criterion
measure and in the sense of a distance it is the same when we
measure the distance from one criterion to another as the other
way round. However, we do not define the relations between
particular criteria. Assigning a preference scale to particular
criteria (or sets of criteria) can be regarded as such a measure.
A linear preference scale in a normalized form defines in
turn the participation of particular criteria in the final score.
It establishes a one-time relation between criteria in relation
to the final score, it is also a specific "averaged" measure of
criteria in particular cases, without the individualization of the
evaluation for any of them. However, it does not specify to
what degree one criterion is better/ worse than the other. It is
merely a derivative of the normalized distance.

III. COMPARATIVE ANALYSIS OF INTERNET ACCESS TO
E-BANKING ACCOUNTS USING A SCORING METHOD

To evaluate cost, functional, technological and anti-crisis
criteria the authors used a preliminary table presenting bank

Fig. 3. Ranking of banks for assessing electronic access to individual accounts
in selected banks in Poland

offers related to internet banking services used by respondents
and fees connected with using bank accounts operated via the
Internet. This table has been generated on the basis of data
obtained from websites of selected banks. On the basis of the
surveys the authors created an averaged combined table for
the criteria generated by users.

The spread in the respondents’ evaluations of the analysed
banks amounts to 16.4 percentage points (compared to 5.1
percentage points in 2011, and 2.3 points in 2008), which
reflects the growing diversity of evaluations; which confirms
the thesis that the period of crisis increased the radicalism of
evaluations and heightened expectations concerning the tools
used to access an account.

This time the best in the ranking were: ING Bank S̨ląski
(81.77%) and BPH (79.51%). Directly behind are: BZ WBK
and Inteligo. The low position of mBank (fifth position in the
reverse order), came as a surprise because this bank so far
occupied leading positions and it was very popular with the
analysed group of people (22% of respondents). It is worth
mentioning that in the rankings [17] till May 2011 it held the
first position. There occurred a reversal of the situation from
three years ago—the banks which two years ago fell in the
rankings, at present, are trying to make up for the previous
losses. Another issue which seems to be characteristic of this
study—general scores for the quality of the websites increased
(see Fig. 3.).

In the majority of analysed cases there are no obligatory
payments for issuing a debit card; transfers to the parent bank
are usually free of charge. The level of security can be regarded
as satisfactory for clients. Actually, it has not changed from
2008. Based on the compilation, we can conclude that a fee
for issuing a card (usually there is no fee for such a service)
reached a level which, at present, may satisfy clients’ needs
almost in 100% (96%). Undoubtedly, the worst indicator is
interest rate on savings accounts functionality (evaluated by
the majority of users as too low—37.92% of the maximum
scores). The interest rates on deposits reached over 57% of
maximum score (Fig. 4). From the factors not listed within
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Fig. 4. Ranking of criteria for assessing electronic access to individual
accounts in selected banks in Poland in the beginning of 2014

the criteria clients paid attention to the lack of possibility
to make a cross-border transfer (e.g. SWIFT in Inteligo) or
no possibility of fully automatic obtaining a credit—via the
Internet. In 2008 there were no anti-crisis measures among the
criteria; however, if we compare this study with the research
carried out in 2011, we have to admit that during the crisis e-
banking clients neither noticed any signs of the crisis nor were
able to define anti-crisis measures undertaken by the banks,
and at present they sometimes suggest criteria to be applied
for their evaluation.

IV. COMPARATIVE ANALYSIS OF INTERNET ACCESS TO
E-BANKING ACCOUNTS BY MEANS OF A SCORING

METHOD WITH PREFERENCES

One of the methods limiting a specific subjectivity in the
experts’ or users’ evaluations (apart from the previously used
averaging of scores) is applying unitary preferences with
regard to particular criteria or sets of criteria. For each group
the authors applied one dominant variant:

• economic (70% for economic criteria and 15% for the
remaining ones),

• technological (70% for technological criteria and 15% for
the remaining ones),

• anti-crisis (70% for anti-crisis criteria and 15% for the
remaining ones).

In the first case the three leading positions are taken by ING
Bank Śląski, Inteligo and BZ WBK. Next, BPH and mBank
are among the best banks with regard to economic factors.
iPKO, CitiBank, Alior Bank occupy the last positions of the
ten analysed banks. In the leading positions (in the relation to
research without preferences) Inteligo moves by two places,
Millenium by one place. iPKO BP records the greatest fall.

In the second case the leaders are as follows: BPH, ING
Bank Śląski and BZ WBK—further positions are taken by:
Inteligo and mBank. The last positions were occupied by:
Getin Online, iPKO and Citi Bank.

Fig. 5. Ranking of the scores according to various types of preferences for
ten selected banks in Poland in the beginning of 2014, according to the order
of economic criteria

In the third case the order is very similar to the other
evaluations. The first is ING Bank Śląski, next—Millenium
and Inteligo. The last positions are occupied by Alior Bank,
iPKO and Getin Online.

All in all, multiplaying the values by preference coefficients
did not bring about any significant changes in the analysed
cases, because the order of the examined websites offering
access to e-banking services remained basically the same. The
results for the groups are presented in Fig. 5.

V. SUMMARY AND SOME CONCLUSIONS

The present analysis has shown that the crisis situation,
whose signs are visible in various industries, does not apply
to electronic banking. While in 2011 it could be a one-off
phenomenon, after five years we may conclude that it starts
to be seen as a clear trend. Also, it confirms the changes
concerning the banking customers’ awareness. The choice of
the access to an account starts to be a matter of an informed
choice, not a chance or habit. The decision is determined both
economic and technical conditions. The result is the choices
made by clients reflected in the presented study and com-
mented on in the surveys. It is true that some of the opinions
indicate—despite the awareness of certain shortcoming of the
bank where they hold an account—resistance to changes, but
it is the first step to move their account to another bank.

The selection of the research sample and its limitations
affected the obtained findings. Students are a group which
have relatively the greatest number of access to e-banking and
use it most frequently. And know e-banking websites very
well. Taking the above factors into consideration, it appears
to be the best sample for carrying out the research. This
group in the population also has a wide, and perhaps the
greatest, knowledge concerning the newest technologies and
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their use. The selection of the student groups was random,
the dominance of women and students of early years of study
are accidental. However, it is a group which does not have
considerable financial resources, and this may be the reason
why the representatives of this group have relatively the cheap-
est access to the internet banking websites. Simultaneously,
the awareness of the high usability of information technology
means that this particular group is able to appreciate the
practical (or entertainment) value of the offered e-banking
services. In addition, the representatives of this group, after
a few years of using e-banking websites designed for them,
are less likely to be satisfied with a product or service—in the
form of e-banking website for example—of lower quality.

Taking into consideration the conducted analyses, we may
draw the following conclusions:

• in the minds of users of electronic banking a clear
distinction between the virtual banks (electronic access
only) and electronic access services of traditional banks
lost its importance, and it appears to be a continued
trend. It is caused by the following phenomena (quotation
from a student’s survey: . . . as we can see the results
are comparable. This is due to the large similarity of
services offered by banks with regard to visualisation and
“starting package”, that is all for 0zł . . . ): virtual and
traditional banks try to maximally increase the number
of communication channels, it is difficult to separate a
virtual bank from a traditional one, e-banking websites of
traditional banks are just as technologically advanced and
modern as those of virtual banks, we observe lowering
of that prices of basic e-banking services in traditional
banks, sometimes below the prices of virtual banks,
we have a more possibility of access—phenomenon of
mobile banking via mobile applications (smartphones,
tablets),

• users have higher expectations with regard to the qual-
ity of e-services. The averages from the rankings—
previously relatively constant—have become dynamic
and fluctuate,

• entering the market (for example—the case of Alior
Bank) and allocating significant resources to a clever ad-
vertising campaign does not guarantee an automatic pro-
motion to the top position in the rankings (for example—
Credit Agricole),

• having two or more accounts in two or more banks
to perform various financial transactions is still a rare
phenomenon,

• too few clients dynamically respond to changes in bank-
ing services market,

• vast majority of active bank customers consider economic
criteria to be the most important criteria in the evalu-
ation of electronic access to banking services—usually
the prices of the most frequently used services. More
and more people admit, however, that when selecting
a website, to a certain degree, they tend to focus on
user-friendliness and intuitiveness as well as the visual

attractiveness of the website (quotation from a student’s
survey (original phrasing): ... personally, when selecting
banking services, I am more influenced by economic fac-
tors than the visualisation or the simplicity or complexity
of navigation. Visual qualities depend on a personal
taste, and I think they should not be a decisive factor
in the selection of a financial institution, to which we
entrust our own money. With regard to the technical and
functional level of the service, it does not determine my
choice—especially since the current market seems to have
developed a certain standard, below which banks can no
longer operate because customers are bound to verify it
quickly and leave ...),

• users of electronic banking services more frequently
notice anti-crisis measures of banks and even though they
do not influence their choices in any considerable degree,
they can note and identify them.

This confirms the authors thesis about the inadequacy
and a specific superficiality of standard, unified, quantitative
methodologies used for evaluation and selection of e-banking
websites. It also points to the need of further studies into
constructing multi-dimensional, multi-criteria, hierarchical and
multi-faceted system for websites’ evaluation, with the consid-
eration of additional, more specific information, e.g. customer
profile [3].

Nevertheless, despite the problems related to using e-
banking services, which the article presents, from year to year
we observe that the Internet tends to assume the role of the
main (also for an individual client) channel of communication
with the bank. Undoubtedly, this development irrevocably
changes the expectations, perceptions and habits related to
using banking services which users have had so far, and
also, simultaneously, it urges the banks to introduce quick
changes of the medium which would take into account holders’
requirements.
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Abstract—The  article  presents  the  approach  to  the
conceptualization  of  the  financial  knowledge  used  for  an
Intelligent  Dashboard  for  Managers.  The  content  of  the
knowledge  is  focused  on  essential  financial  concepts  and
relationships related to the management of small and medium
enterprises  (SME).  That  includes  the  illustration  of  the
conceptualization of the ontology. The designed ontology was
split into six ontologies describing areas of Cash Flow at Risk,
Comprehensive  Risk  Measurement,  Early  Warning  Models,
Credit  Scoring,  Financial  Market,  and  General  Financial
Knowledge.  The  examples  of  the  topic  map of  key  financial
indicators and their interpretation are given. The results of this
research have been implemented in  the  Business  Intelligence
system.

I. INTRODUCTION

O make optimal decisions, managers need very useful,

adequate and easy to interpret information.  They must

analyse various economic  indicators assessing the financial

situation  of  an  enterprise.  Data  for  analyses  are  usually

extracted  from different  information  systems.  To interpret

a financial  indicator,  a  manager  should  analyze  relations

between indicators and economic data which have influence

on  its  value.  However,  available  information  systems

concentrate  mainly  on  providing  information  reflecting

hierarchic  relationships  between  examined  indicators.

Decision-makers  evaluate  semantic  associations existing

between them. Such an analysis of indicators can potentially

ease  and  shorten  the  time  needed,  inter  alia,  to  identify

chances of advancement and threats of breakdown related to

carrying out an activity. In order to facilitate the process of

data  analysis,  the  usage  of  the  ontology  is  proposed  as

a model  of  financial  knowledge  about  the  analysis  of

indicators.

T

The  decision-makers  of  small  and  medium  enterprises

(SMEs), in comparison to managers of big companies, may

not  have   access  to  all  essential  strategic  information.

Usually  financial  expertise  is  either  not  available  or  too

expensive.  Big  companies  have  at  their  disposal  strategic

consultation  and  possess  standard  procedures  to  solve

problems  in  the  case  of  essential  changes  in  business

environment.  For  financial  and  personnel  reasons  most

SMEs cannot  afford  these types of  facilities.  It  should be

noted that SMEs operate in a definitely more uncertain and

risky  environment  than  big  enterprises,  because  of

a complex  and  dynamic  market  that  has  much  more

important impact on SMEs’ financial situation than on big

companies [1]. 

In  general,  most existing Business Intelligence (BI)  and

Executive  Information  Systems  (EIS)  provide  the

functionality  of  data  aggregation  and  visualization.  Many

reports  and  papers  in  this  domain  underline  that  decision

makers  expect  new ICT solutions  to  interactively  provide

not only relevant and up-to-date information on the financial

situation  of  their  companies,  but  also  explanations  taking

into account the contextual relationships.

Our  research  concentrates  on  two  essential  issues:

supporting  decision  makers  in  the  area  of  analysis  of

economic  and  financial  information using  solutions  for

representing the ontology of  economic and financial  data

(for example: topic map)1, and using tools for visualization

of  the  semantic  network,  which  is  based  on  an ontology

model of the economic knowledge and data from all relevant

information systems2.

The aim of this article is to present the conceptual design

of  financial  ontology.  The  structure  of  the  paper  is  as

follows.  In  the next  section,  the functional  schema of  the

system is  discussed.  The  main  domain  areas  of  financial

knowledge are presented and detailed by the topic map of

the main financial indicators. Section 3 describes the process

of ontology development, in particular the actual design of

the ontology. A case study in section 4 illustrates an example

of  financial  ontology  conceptualisation.  To  show  the

reasoning  a  case  for  explanation  of  financial  data  is

specified.  In  the conclusion,  the future research  directions

are indicated.

1 This  research  was  supported  by  the  National  Research  and
Development  Centre  within  the  Innotech  program (track  In-Tech),  grant
agreement no. INNOTECH-K1/IN1/34/153437/NCBR/12. The name of this
project was the  Intelligent Dashboard for Managers, which was conducted
by a consortium led by the Wrocław University of Economics, Poland (the
leader:  Jerzy Korczak),  and  the  other  principal  member  is  the  company
UNIT4 TETA BI Center. Credit  Agricole  Polska  also  participated in  the
project. The project was realized during the period 2012-2014.

2 This research was supported by the Polish Ministry of Science and
Higher  Education  (grant  N N111 284038  ).  This  grant  was  realised  by
Helena Dudycz during the period 2010-2012.
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II.PROPOSAL WIDEN BUSINESS INTELLIGENCE SYSTEM

FUNCTIONALITIES 

The  Business  Intelligence  (BI)  system  is  used  for  the

analysis of all basic areas of an enterprise’s activities, such

as,  e.g.,  finance  and  accounting,  manufacturing,  logistics,

marketing,  sales,  and  customer  relationships.  These

applications  provide  many  reports  containing  valuable

information  in  each  statement.  Retrieval  information from

these reports is eased by the use of appropriate forms of its

presentation,  and  of  a  friendly  and  easy  user  interface.

Nowadays decision-makers want not only to look at static

reports or even ad hoc reports, but also easy-to-use tools to

assess goals and key performance indicators to identify any

chances  of  advancement  and  threats  of  breakdown.  The

usefulness of the BI system is not related to the amount of

generated  information,  but  to  the  information  which  is

required at the right moment. These were basic motives for

developing and applying a new technology and knowledge

representation  in  the  BI  system.  In  the  literature,  the

development of BI systems towards BI 2.0 (using semantic

search)  is  described  (see  [2]-[4]).  This system is focused

on the semantic analysis of data, using data and information

from multiple sources (including external sources). One of

the main artifacts to create a semantic network is the

ontology, because the architecture of BI 2.0 has new

components, such as ontologies and service ontologies (see

[2]).  The  ontologies are used to create the necessary

knowledge models for defining and  explaining

functionalities in analytical tools.  Using  ontologies  and

semantic  networks  for  a  visual  interface  supporting  an

information search in the BI system may help to reduce the

following weaknesses of management information systems

(see [4], [5]):

• lack  of  support  in  defining  business  rules  for  getting

proactive  information  and  support  in  consulting  in  the

process of decision making;

• lack of a semantic layer describing relations between dif-

ferent economic topics;

• lack of support in presenting the information of different

users (employees) and their individual needs;

• difficulty  in  rapidly  modifying  existing  databases  and

data warehouses in the case of new analytic requirements.
In  Figure  1 a functional  architecture  of  the information

system  is  presented,  with  ontology  applications.  Various

mechanisms  can  be  seen  for  extracting  source  data  from

transactional systems (ETL), its data warehouse, and exter-

nal sources. However, the available solutions – in particular

the standard analyses, reports and analytical statements gen-

erated by the system – are complemented by economic and

financial knowledge (most importantly ontologies). This en-

ables a dynamic, interactive analysis of key economic and

financial indicators.  Such architecture concept was used in

the project InKoM (a wide review of the issue is presented

in: [6], [7]).  This solution will significantly extend existing

BI and EIS functionalities.
To support the analysis, SMEs decision makers need eco-

nomic  and  financial  knowledge.  The  scope  of  required

knowledge  was  divided  arbitrarily  by experts  into  six  se-

lected  areas,  namely:  Cash  Flow  at  Risk,  Comprehensive

Risk Measurement, Early Warning Models, Credit Scoring,

Financial  Market,  and  General  Financial  Knowledge

(Fig. 2).  They  are  described  in  [6].  Between  these  fields

there  are  intersections,  and  some topics  belong to two or

three areas.

Fig. 1. Functional architecture of information system with ontology applications  

Source: based on [1, p. 57].
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The  system  that  enables  semantic  information  retrieval

should  be  intuitive  to  use  or  easy  to  understand.  For

managers, the presentation layer is the most critical aspect of

a BI system, since it broadly shapes their core understanding

of  the  data  displayed  [8].  The  basic  assumption  of

navigation is that managers should be able to view focus and

context areas at the same time to present an overview of the

whole knowledge structure [9].

Ontology  of  financial  knowledge  is  the  foundation  of
creating  a  semantic  network.  In  our  project,   special
attention  was  paid  to  the  role  of  the  visualization  of  a
semantic network,  which is not only a tool for  presenting
data,  but  also  provides  an  interface  allowing  interactive
visual  information  retrieval  (see  inter  alia  [10],  [11]).
Working from the displayed semantic structure of a built-in
ontology of financial and economic knowledge, it is possible
to  interactively  choose  analyzed  topics  or  relations,  to
change the area of presented details, and to obtain relevant
source data.

Fig 2. Six selected areas of ontology in the Intelligent Dashboard for
Managers  

Source: [1, p. 61].

In the years 2011-2013 we carried out four experiments

with a created prototype and users participation. The results

of  these  experiments  are  optimistic  (discussed  inter  alia

[12]).  However,  the usefulness  of  these solutions depends

mainly on substantive content, that is, correctly building the

ontology of financial or economic knowledge.

III. DESIGN PROCESS OF FINANCIAL ONTOLOGY 

In the literature many different approaches to design of an

ontology  can  be  found  (a wide  review  of  the  issue is

presented in: [13]). There are many methods describing the

methods  of  creating  ontology  for  information  systems.

These  are  inter  alia:  Cyc,  KBSI,  TOVE,  EMA,

HOLSAPPLE,  HCONE,  System  KACTUS,  SENSUS,

UPON, METHAONTOLOGIA, On-To-Knowledge method

(a wide review of the issue is presented in: [14], [15]). But

so far there is no single approach accepted by all. 

Based on the analysis of existing methodologies and our

research,  a  method  of  creating  an  ontology  of  financial

indicators has been proposed. In this method, the following

stages are distinguished (see also: [1], [6], [16], [17]): 

1. Definition  of  the  goals,  scope,  and  constraints  of  the

created ontology. While creating an ontology, assump-

tions about the created model of knowledge that will ap-

ply during  its  building have  to  be  provided.  That  re-

quires an answer to the question: what will the created

ontology be used for?
2. Conceptualization of the ontology. Independently of the

field that is to be modeled by using an ontological ap-

proach,  it  is  the  most  important  stage  in  creating

a model based on ontology (see inter alia [18, p. 2036]).

It includes the identification of all concepts, definition

of classes and their hierarchic structures, modeling rela-

tions,  identification  of  instances,  specification  of  ax-

ioms, and rules of reasoning.
3. Verification of the ontology’s correctness by experts. In

this stage,  the constructed ontology is verified by ex-

perts who did not participate in the process of conceptu-

alization. Verification is carried  out in two steps.  The

first concerns a formal verification of the specified on-

tology (e.g.  incorrect  relations are  indicated) with the

use of a given editor. The second step is carried out by

experts from the given field and concerns  content veri-

fication  which includes verification of the correctness

of topics’ definitions,  correctness of taxonomic topics,

and correctness of relational dependences between top-

ics. In the proposed method of building an ontology of

financial  knowledge  verification  and  validation  were

isolated in accordance with approach used in software

engineering (see [19]).
4. Encoding the ontology is described in the formal lan-

guage or editor of ontology. The result of this stage is

the encoded ontology. Two basic stages of encoding of

ontology are: (1)  entering all topics and creating a tax-

onomy of these topics, and (2)  entering all other types

of relations between topics.  
5. Validation and evaluation of the built ontology. In this

stage,  the  encoded  ontology  is  checked  to  ensure   it

meets the needs of the managers. Validation is carried

out in three areas. Firstly, validation of usefulness and

correctness  of  the  created  ontology  by  experts  (man-

agers) who will potentially use it. Secondly, evaluation

of the application with a created ontology is carried out

by managers.  Finally, the validation of predefined use

cases is carried out. That requires an answer to the ques-

tions:  will the created ontology be useful for the man-

agers who will use it? 

Figure  3  shows  the  design  process  of  an  ontology  of

financial knowledge.
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Fig. 3. Design process for an ontology of financial knowledge

Source: own elaboration.

The important stage in the described method is the con-

ceptualization of  financial  indicators.  The process  of  con-

ceptualization of an ontology is an intellectual activity of or-

ganizing knowledge acquired from a given domain knowl-

edge. This is carried out by the person, either an expert or in

collaboration  with  an  expert,  responsible  for  creating  the

model of knowledge without the support of automated tools

(see inter alia [18, p. 2036]).  In the literature [14], [15]) the

following phases in the conceptualization of the ontology of

financial knowledge are shown (see also: [6]):

(a) Identification and definition of all topics. A topic, repre-

senting any concept, is “a syntactic construct that corre-

sponds to the expression of a real-world in a computer

system” [10, p. 60]. A topics' list is determined by ex-

perts in a given domain of economic knowledge. These

topics include, beside their names, also their synonyms

and descriptions.
(b) Creating  a  taxonomy of  topics.  Specification  of  taxo-

nomic relations between distinguished topics and defin-

ing classes and subclasses. In general, these relationships

describe the topics generalization. The description of a

taxonomy can be presented in graphic or tabular form.

An interesting approach to creating a taxonomy is pro-

posed in METHONTOLOGIA (see i.e. [14]).
(c) Definition of all other types of relations between topics,

notably the basic relationships aggregate of (Aggregate –

Member) was defined. Moreover, within each ontology,

additional relations were defined.

(d) The list of all the individual relationships existing in the

ontology. The list includes: the name of the relationship,

source topic, and target topic.
(e) Description of functions and rules. This description con-

tains:  name,  input,  output,  initial  and  final  conditions,

and definition of operations.
(f) Description  of  usage  scenarios.  Usage  scenarios,  also

called use case views, describe demonstration analyses

of economic topics occurring in this ontology.

Building  an  ontology  always  denotes  analysis  and

organizing of knowledge.  That work has required multi-do-

main expertise, both theoretical and practical, in economics,

finance, and informatics. 

IV. CASE STUDY - CONCEPTUALIZATION OF FINANCIAL

ONTOLOGY

The important stage in the described method of creating

an ontology is the conceptualization of  ontology. We will

illustrate it in the example of the analysis of Return on Sales

(ROS) indicator.  ROS is one of indicators that managerial

staff analyses to evaluate a company’s efficiency. This mea-

sure is helpful to management by providing insight into the

profit  structure of sales.  An increasing ROS indicates that

the company is growing more efficiently, while a decreasing

ROS  signals   financial  troubles.  Managers  often  use  the

ROS indicator and sales analysis reports to identify market

opportunities and areas where they could increase the vol-

ume of sales.  
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The conceptualization of the ontology of the ROS indica-

tor was as follows:

1. Identification  and  definition  of  all  topics.  Table  I

presents the example of the topics list.

TABLE I.
THE EXAMPLE OF TOPICS LIST

Name Synonym Description

Return
on sales 

ROS

A ratio widely used to evaluate a company's
operational efficiency. ROS is also known as
a firm's "operating profit margin". It is calcu-
lated using this formula:

Net_profit / Revenues_from_sales

Recommendation:  Compare  a  company's
ROS over time to look for trends, and com-
pare it to other companies in the industry.

Net profit NP

Net profit is calculated by subtracting a com-
pany's  total  cost  from  total  income,  thus
showing  what  the  company has  earned  (or
lost) in a given period of time (usually one
year). Also called net income.

Source: own elaboration.

2. Creating a taxonomy of topics. Figure 4 shows the tax-

onomy for topic Indicators and topic Profitability eval-

uation indicators.

Fig. 4. Example of the taxonomy for topic Indicators and topic Profitability

evaluation indicator

Source: [1, p. 64].

3. Definition of all other types of relations between topics.

In  this  ontology,  the  basic  relationship  aggregate  of

(Aggregate – Member) is defined. Moreover, additional

relations  are  defined,  for  example:  potential  growth,

proportional positive/negative change, is the sum, is the

quotient.

4. The list of all the user defined relationships existing in
the  ontology.  The  description  of  a  taxonomy can  be
presented in graphic or tabular form. Figure 5 shows the
relations existing between topic Return on Sales (in the
class Profitability evaluation indicators) and topics: Net
profit,  and  Revenues  from  sales  ((in  the  class  Total

income).  Solid  lines  denote  taxonomic  relations
(relation  Subclass  –  of),  whereas  broken  lines  denote
domain-specific relations (e.g. relation is the quotient). 

5. Description of functions and rules. The definition de-

scribes how to compute and interpret their values. This

description can contain: name, input, output, initial and

final  pre-conditions,  and  definition  of  formula  (see

also: [9]). The following description specifies the ex-

ample of the indicator Return on Sales:

Name:
 Indicator Return on Sales (ROS)

Input:
 Result of Net profit (NP) 
 type: value extracted from Balance Sheet
Revenues from sales (RS)
type: number, value extracted from Balance Sheet  

Output:
Return on Sales
Description/formula:

ROS = NP/ RS

Final conditions:
if (ROS < value_1)

Interpretation_1
else if (value_1  > ROS  < value_2)

Interpretation_2

else if  ….
….

else if ( ROS > value_n)
Interpretation_n

6. Description of usage scenarios.  Usage scenarios,  also

called use case views, describe demonstration analyses

of economic topics occurring in this ontology. For ex-

ample,  a  manager  analyzes  the  ROS  indicator  and

would  like  to  identify  causes  of  a  decreasing  value

ROS:
a. The  manager  analyzes  the  semantic  network,  from

which it  follows that  the  Return  on Sales indicator

depends on two values: Net profit and Revenues from

sales.  
b. From the BI system the manager receives the values

of the Net profit and  Revenues from sales. It notices

that the company’s value of net profit is worse than

for the previous period (Fig. 6). 
c. The manager  analyzes  the semantic network of  the

Net profit to identify two parameters:  Total  income

and General costs. 
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Fig. 5. The example of illustrated relationships is the quotient 

Source: own elaboration.

d. From the BI system the manager receives the values

of the Total income and General costs. It notices that

the company’s value for General costs is worse than

the previous period.
e. The manager  analyzes  the semantic network of  the

General costs to identify causes of unfavorable val-

ues from the ROS indicator.

f. Based on the analysis conducted of economic indica-

tors,  the  manager  can  undertake  corrective  actions

which may potentially result in improving the com-

pany’s Return on Sales. 

 

Fig. 6. . Example of visualization of entered ontology of ROS indicator and of Balance Sheet extracted from the TETA BI system

Source: own elaboration

.
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The  scenario  is  presented  in  Figure  6.  The  screenshot

shows the expansion  of  the selected topic:  General  costs,

Total income and Profitability evaluation indicators. On the

diagram, it is the area encircled by a dashed line, with new

topics being a subclass of the topic Total income. A semantic

search is provided to avoid  difficulties  related  to decision

makers’ interpretation  of  financial  information.  This  gives

the user the opportunity to search data sources taking into

account  not  only  structural  dependences,  but  also  the

semantic context. In this figure there are two types of lines

between  topics:  (1)  the  solid  line represents a relation

Subclass – of and (2) the dashed line represents the experts’

defined  relations.  Business  data  contains  a  lot  of  hidden

relationships  and  dependencies  that  make  their  usage

difficult.  To  interpret  the  values  of  financial  indicators

correctly, many measures  and ratios  need  to  be examined

that  either  directly  or  indirectly  influence  the  final  result.

Explicit  visualization  not  only makes the interpretation  of

indicators  easier,  but  it  also  contributes  to  finding

explanations of current values of indicators.

V.CONCLUSION

The use of a financial ontology seems to be a promising

extension for Business Intelligence systems. It not only im-

proves the efficiency of analysis, but also increases the ca-

pacity of understanding of financial data.

In this paper, the approach to the ontology of the financial

knowledge design process was presented. The stages of on-

tology design were described and illustrated using the Busi-

ness Intelligence system. In the case study, the topic map of

key  performance  indicators  is  presented,  with  their  struc-

tures and relationships.  The financial  ontology was imple-

mented in the extended Business Intelligence system, which

will be soon commercialized by TETA BI Center. 

Many extensions and applications of this work are possi-

ble.  Current  work  is  directed  toward  the  development  of

smart navigation throughout the very large field of ontologi-

cal concepts, and the method of financial ontology updating

by adding new concepts either through a SME manager or

data mining modules. Suggested approach could be used in

bigger enterprises too.
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Abstract - Performance Measurement Systems (PMS) have 

long captured the attention of organizational behavior and 

information systems (IS) research. The PMS in the study was 

implemented by public police forces, using advanced Business 

Intelligence (BI) technologies. The study examines the impact 

of enhancing that PMS, through analysis of the metric results 

over an 8-year time period that covered a transition between 

two major system versions. The analysis results indeed show a 

significant impact of transitioning to the new PMS in most 

(75%) performance metrics. A noticeable impact of the transi-

tion is the temporary performance decline, followed by some 

improvement that can be attributed in part to the redefinition 

of some metrics. Further, the results confirmed the preliminary 

assumptions that the improvement in the measured perfor-

mance is positively and significantly associated with human-

resource allocation; however, with some mediation effects of 
the crime category and the organization unit. 
 

I. INTRODUCTION AND BACKGROUND 

Today, PMS are broadly adopted across all industries and 
business domains, and their implementation is often sup-
ported by Business Intelligence (BI) technologies [1], [2]. 
PMS implementation is driven by the notion that consistent 
and well-organized measurement, reflecting past behavior 
and current state of organizational units, can serve as an im-
portant tool for supporting decision-support and driving con-
tinuous performance improvement [3]. PMS may back these 
goals by providing solutions for gathering, analyzing, and 
distributing relevant information [4]. Much of the PMS re-
search so far is non-empirical, and not supported by rigorous 
evidence [5]. Further, PMS studies mostly focus on for-
profit businesses [6], but less on organizations that are not 
necessarily driven by profit goals, such as governmental 
agencies or community-based groups [7]. 
 

This study explores the impact of a PMS in a real-world 
setting, within a governmental agency – the Israeli Police 
Forces. The research scope is examining the transition be-
tween two PMS: the “MENAHEL” that was used between 
                                                

This work was not supported by any organization 

2006 and 2010, and the “MIFNE” that replaced it in 2010. 
Both PMS were implemented with advanced Business Intel-
ligence (BI) technologies and embedded a number of per-
formance metrics that reflect the police strategy and activi-
ties. Beyond enhancement of BI technologies, a key differ-
ence between the systems was the re-design of the metrics 
structure. While the "MENAHEL" offered a large number of 
metrics (over 150), some with low relative weight, the 
"MIFNE" offered a reduced and more focused set that was 
developed based on the knowledge and insight that were 
gained during the operation of the "MENAHEL". The focus 
of “MIFNE” is not the quantity of measures, as the quality 
and essence. The newer system exposes police officers not 
only to performance measures in their own stations, but in 
other stations as well for the sake of comparison. Further, the 
newer performance measurement system serves not only 
police stations, but rather all organizational police units. One 
new main module that is part of  “MIFNE” is “internal ser-
vices”- as part of the comprehension of the importance of 
police officer’s and his family’s social satisfaction. Moreo-
ver, “MIFNE” is targeting every organizational unit specifi-
cally, compared to “MENAHEL” that defined a uniform 
target for all units. The new PMS enables to drilldown and 
investigation from high-level information to more detailed. 
It enables identification of exceptional trends or events that 
required an attention. According to research and statistics 
unit of the police, "MIFNE" brought a significant change in 
perception as part of a 3-years change program named 
“MIFNE” that has been started in 2011. Main guideline of 
this program is that public trust of the police, has an im-
portant and critical rule. In order to focus all organizational 
units on achieving “MIFNE” strategy, “MIFNE” program is 
based on a unique PMS named “MIFNE”.  

 

A question that motivates this study is whether or not the 
transition to a new PMS promoted the desired improvement 
in police-units performance. Was the influence positive, or 
rather negative in some cases?  Is the influence moderated 
by certain characteristics of the organizational unit? This 
study suggests that these questions may have important im-
plications for performance measurement in the Israeli police 
as for the adoption of PMS in other organizations.  
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II. MODEL DEVELOPMENT 

The transition between the two PMS systems raised ques-
tions that this study aims to explore: did the transition indeed 
gained the desired effect on performance measurement? 
What factors may possibly affect the actual contribution of 
replacing a PMS? One could expect that the actual contribu-
tion will be affected by factors such as the size of police 
station, socio-economic characteristics of its region, or the 
activity or crime category that the performance metrics re-
flect. These questions are reflected in the model that under-
lies this study (Figure 1), which is presented next.  

The model observes the following constructs:  

Performance (P): The dependent variable observed is the 
organizational performance as reflected in the values of the 

PMS metrics. Positive and/or negative trends in metric val-

ues reflect the influence transitioning to a new PMS and 

possibly other factors.      

PMS Replacement (R): Transition to a new PMS is ex-

pected to have a significant impact on performance. Accord-

ingly, the first set of hypotheses reflects possible manifesta-

tions of that impact: 

 H1a: PMS Replacement will significantly affect 

 performance. 

 H1b: PMS Replacement significantly improves 

 performance over time. 

 H1c: PMS Replacement may result in a temporary 

 performance decline during the transition period 

Resources Allocation (A): An alternative, or possibly com-

plementary, explanation to the effect of PMS replacement on 

performance is the allocation of resources. Performance 

could have been enhanced not only by PMS replacement, 

but also by extending human-resource allocation, where the 

effect is expected to be positive:  

 H2: Increasing human resource allocation will improve 

the measured performance 

Socio-Economic Ranking (S): The common assumption in 
literature is that socio-economic ranking may influence on 

the dependent variable in some researches as in politics and 

government [8] and entrepreneurship [9]. Certain demo-

graphic characteristics, such as the socio-economic ranking 

of the region in which the police station acts, are expected to 

moderate the effect of PMS replacement on the measured 

performance. We therefore assume that: 

 H3a: Stations that act in regions with different socio-

economic ranking will show difference in the influence 

of replacing PMS on the performance  

Performance Category (PC): PMS commonly arrange the 

performance metrics in clusters. For example, in PMS that 

are based on the Balanced Score-Card (BSC) methodology 

[10], the measurements are categorized under four key clus-

ters. Such categorization could be detected in the police 

PMS as well, and the model assumes that this categorization 

will have some effect:  

 H3b: Different performance categories will show dif-
ferent influence of PMS replacement on performance.  

Crime Category (CC): The police typically characterize 

different types of crime along different categories. The mod-

el assumes that different crimes category will show different 

effect of replacing PMS on performance: 

 H3c: Different crime categories will influence of PMS 

replacement on performance differently. 

Police Station (PS): There is a different effect on measures 

among different police stations so stations differ from each 

other in PMS enhancing. Considering common qualities of 

police stations assist to divide them to clusters. Each Cluster 

is differ from other in internal and external characters. This 
examination helps assessing whether or not performance 

measures are effected from internal (HR allocation, socio-

economic ranking) and external (crime records) police sta-

tions characteristics. The assumption is that the influence of 

replacement PMS on performance is expected to be different 

between different police stations. The model assumes that 

different police stations will show different effect of replac-

ing PMS on performance: 

 H3d: Influence of PMS replacement on performance is 

different between different police stations. 

 

Fig. 1 Research Model 
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III. DATA PREPARATION AND PRELIMINARY ANALYSIS 

The study was based on performance measurements that 
were retrieved from the police database, with some addition-
al pieces of data that were retrieved from other sources. The 
measurements covered an 8-year period (January 2006 to 
December 2013), 146 organizational units (districts, regions, 
special units, etc.), and 33 performance metrics - 8 annual 
measures, per metric and per unit. The 33 metrics can be 
classified to 3 main categories: a) crime records, b) charges, 
and c) arrests. Each category includes 11 crimes that could 
be divided to exposure offenses versus the rest. Exposure 
offenses are crimes with no previous complaint or report; 
hence, exposed only by initiated activity. Exposure-based 
crimes are considered to be more challenging to handle than 
the others; hence, get extended attention by the police. One 
of main goals the police has put as a focus in front of her is 
increasing the probability of the criminal to be caught in 
exposure offences.  3 crimes out of 11 are considered as ex-
posure offenses: weapons, illegal stay and drugs.  
 

Another data resource that was used includes human re-
source allocation for each organizational unit per year. The 
datasets also contain socio-economic ranking, which was 
calculated as an average for all cities and regional councils’ 
socio-economic ranking that under the responsibility of a 
certain police station. After removing records with missing 
or inconsistent values, and keeping only police stations that 
have full information of HR allocation and performance 
measures over 8-year period- 2006-2013, 60 valid stations 
remained, and were included in the analysis. The final da-
taset include one annual record per police station. 

 

Fig. 2 Preliminary Performance Analysis 

A preliminary analysis of 3 main categories: criminal cases, 

charges and arrests shows an improvement in metrics after 

the switch to the new system (2012); however, with some 

period of instability during the transition in 2011 (Figure 2). 

In addition, the ratio between arrests and crime records has a 

positive trend, and the ratio between arrests and charges is 
increasing as well over time. Among 15 performance 

measures out of 33 (45.45%) there is an increase in perfor-

mance following the switch and among the 33 measures, 

only for 2 (6%) transition period (2011) is followed by im-

provement in performance, the rest of measures (94%) are 

followed by decline in performance. Furthermore prelimi-

nary analysis shows a positive relationship between HR 

(number of police officers in a station) and performance 

measures: crime records, arrests and charges. A preliminary 

examination shows a strong correlation between crime rec-

ords and arrests especially (Figure 3); however the correla-

tion with charges measure seems to be weaker. 

 

 

Fig.3 Arrests vs. Investment in Human Resources 

IV. EVALUATION RESULTS 

This chapter reviews the analysis results of the model that is 
describes in chapter 3. 

Testing Hypothesis H1: The Impact of Enhancing Perfor-

mance Measurement Systems  

The first hypothesis (H1) suggests that replacing the PMS 
will result in significant decline in performance during the 

transition period and also significant performance improve-

ment following the replacement; the results support it par-

tially. The datasets that were examined for this hypothesis is 

3 year period between 2010 and 2012.  In 2010 the former 

PMS was active. The transition to the new PMS system be-

gan in 2011. Then, the first version was active, followed by 

a year of the actual transition. By 2012, the transition was 

over and the new system became live in the organization.  

The three derived hypotheses - H1a, H1b, and H1c - were 

tested by examining the rate of measures that had a signifi-
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cant effect (P-Value <  0.05) (Table 1). The H1a assumption 

that measures show significant change over time is largely 

supported, as for 25 out of 33 measures (75.7%). The H1b 

assumption that measures will significantly improve follow-

ing replacement wasn’t supported- 24 out of 33 measures 

have no significant improvement (72.7%). However most of 
the measures that were improved significantly are included 

in the arrests category. The H1c assumption that measures 

will significantly decrease during transition is also not fully 

supported. 31 measures among 33 had a decline in perfor-

mance during the transition period (93%), however, 10 only 

(30%) had a statistical significant decrease. 

 

TABLE 1.  
CHANGE IN PERFORMANCE MEASURES  (H1) 

Hypothesis Significant measures Ratio 

H1a 25 75.75% 

H1b  9 27.27% 

H1c 10 30% 

Testing Hypothesis H2: The improvement in performance 

will be positively affected by human-resource allocation 

 

H2 suggests that performance will be improved with higher 

human-resource allocation. The results support this assump-

tion significantly. A preliminary analysis shows consistent-

ly-high correlation between HR allocation and performance 
improvement in three key metrics (Tables 2).   

 

TABLE 2. 

CORRELATION BETWEEN HR ALLOCATION AND PERFORMANCE (H2) 

Crime Metric Correlation 
with Crime 
Records 
Performance 

Correlation 
with Charge 
Performance 

Correlation 
with Arrests 
Performance 

Regular  violence 83.58% 57.98% 61.22% 

Aggravated  violence 73.7% 62.1% 61.70% 

Total violence 83.61% 59.89% 60.86% 

Property 63.81% 51.86% 53.86% 

Sex 54.67% 43.60% 39.73% 

Regular  attack 78.74% 54.45% 56.56% 

Aggravated  attack 69.53% 61.20% 50.67% 

Weapons 1% 22.1% 0% 

Illegal stay 11.2% 0% 21.0% 

Drugs 48.52% 57.2% 30.30% 

 

A more detailed analysis shows that the extent of improve-

ment varies between performance types. For some measures 

(e.g., violence, aggravated attack, regular attack, etc.), the 
correlation is significant (P-Value < 0.05), while for others –
“exposure offenses” (e.g., illegal stay, weapons, drugs trade) 

it is less significant (P-Value > 0.05). The most significant 

difference is between exposure offenses and the others. As 

seen in table 2, among the 30 indicators that demonstrated in 

3 categories (a table is presented for each category), 7 (70% 

of all crime measures) have a significant correlation with HR 

allocation in all categories. All 3 exposure measures (30% of 

all crime measures) have a low and not significant correla-

tion. 

Testing Hypothesis H3a: Station will show difference in the 

influence of replacing PMS, based on the socio-economic of 

the region under their control. 

Hypothesis H3a, suggesting that the impact of replacing the 
PMS on performance is moderated by the socio-economic 
ranking, is supported in part. A repeated-measures ANOVA 
test shows influence of replacing the PMS on performance 
measures for the 3 key measures (H1a). The test confirmed 
the assumption H1a with high significance (P-Value = ~0). 
However significant influence with respect to the interaction 
with Socio-Economic Ranking (H3a) could be found among 
17 measures out of 33 (~50%). In crime records category, 
high significance (P-Value = ~0) interaction was found in 7 
out of 10 crimes categories (~70%), however for arrests cat-
egory only among 3 crimes out of 10 (30%) the interaction is 
significant and for charges category among 5 out of 10 can 
be seen a high significant interaction (50%).This interaction 
is found as significant in all categories for crimes like vio-
lence and attack more than other crimes. The main conclu-
sion that derived is that different stations will show differ-
ence in the influence of replacing PMS, based on the socio-

economic characteristics of the region under their control 
and crime category. 

 

TABLE 3. 

RATIOS BETWEEN SIGNIFICANT PERFORMANCE MEASURES (H3B) 

Impact Category Significant 
Metrics 

Ratio 

Total 

Change 

Crime records 

Charges 

Arrests 

7 

7 

9 

70% 

70% 

90% 

Increase 

 

Crime records 

Charges 

Arrests 

1 

1 

7 

10% 

10% 

70% 

Decrease Crime records 

Charges 

Arrests 

5 

4 

1 

50% 

40% 

10% 

 

Testing Hypothesis H3b: The influence of PMS replacement 

on performance is will differ between metric categories 

The third hypothesis (H3b), is suggesting that the impact of 

enhancing PMS on performance will be moderated by per-

formance category. This sub-hypothesis is derive from H1, 

which assumes that replacing PMS has an impact on the 
performance. This hypothesis (H3b) suggests that replacing 

the PMS will result in significant decline in performance 
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during transition period and also significant performance 

improvement following the replacement is dependent on 

performance category; Results of examination the impact on 

performance by considering 3 performance categories are 

presented in Table 3. 

For most crimes in all 3 categories some significant change 
in performance measures could be detected (P-Value < 

0.05). For arrests, the ratio of crimes that had a significant 

change, is the highest- 90%, and for the other 2 categories 

the ratio is 70% which is pretty high as well. Regarding the 

increase in performance following the replacement, for both 

crime records and charges categories, the ratio is 10%, how-

ever for arrests category- ratio of crimes with significant 

improvement is 70%. It seems that there was no significant 

decrease in performance in transition period for none of the 

category in all crimes. For crime records category, 50% of 

crimes had a significant decline in performance, for charges 

category 40% and for arrests only 10% from crimes. 

 

TABLE 4. 

 P-VALUE RESULTS (H3C)  

Crime Records Charges Arrests Category 

0.00 0.00 0.00 Regular  violence 

0.02 0.08 0.01 Aggravated  violence 

0.00 0.00 0.00 Total violence 

0.05 0.316 0.02 Property 

0.115 0.55 0.588 Sex 

0.00 0.01 0.05 Regular  attack 

0.187 0.14 0.11 Aggravated  attack 

0.01 0.06 0.06 *Weapons 

0.638 0.00 0.00 *Illegal stay 

0.00 0.14 0.00 *Drugs 

0.00 0.00 0.00 total 

 

Testing Hypothesis H3c: The influence of PMS replacement 

on performance will be differ between crimes categories. 

The third hypothesis (H3c), is suggesting that the impact of 

enhancing PMS on performance will be moderated by the 

crime category. This sub-hypothesis is derive from H1 as 

well. This hypothesis (H3c) suggests that replacing the PMS 
will result in significant decline in performance during tran-

sition period and also significant performance improvement 

following the replacement, dependent on crime category; 

examination results of the impact on performance by consid-

ering 11 crime categories show that for sex and aggravated 

attack crimes there is no significant change in performance 

in none of the categories (Table 4). Also, for illegal stay – 

crime records category and for drugs charges, the change in 

performance is no significant; however for rest of crimes 

(80%) the change is significant in all categories for 6 crimes 

and for the rest 2, is significant in 2 categories out of 3. 

None of the above crimes has a significant improvement or a 

significant decline in all categories (Table 4). 

Testing Hypothesis H3d: Influence of PMS replacement on 

performance is different between different police stations. 

The third hypothesis (H3d), is suggesting that the impact of 

enhancing PMS on performance will be moderated by the 
police station. This sub-hypothesis is suggesting that the 

influence of replacing PMS is differ from one station to oth-

er. In order to test this assumption, all 57 police stations 

were divided to 6 clusters. One cluster included all “non-

jewish” police stations and the rest of 45 police stations were 
classified to 5 clusters by k- medoids algorithm. This classi-

fication shows a partial support to the assumption; for sex 

crimes and illegal stay- charges and arrests categories there 

is a significant interaction with clustering (Table 5). Also, 

for aggravated attack crimes –charges, the interaction is sig-

nificant. Cluster analysis was made according to measures: 

HR allocation, socio-economic ranking, and criminal charg-
es in crimes: regular violence, aggravated violence, aggra-

vated attack and property. After a cluster analysis was done, 

results of repeated measures ANOVA show that the only 

crime category with significant interaction is criminal charg-

es. However this result is obvious since the cluster analysis 

is based on criminal charges measures, as mentioned above. 

Moreover it is clear (Table 5) that for some measures as sex 

and illegal stay in arrests and charges categories and also in 

aggravated attack charges, the influence on performance 

measures is dependent on the cluster attribute.  

 

TABLE 5. 

P_VALUE RESULTS- K=5 (H3D) 

Crime Metric  Crime 
Records  

Charges  Arrests  

Regular  violence 0.00 0.14 0.76 

Aggravated  violence 0.00 0.14 0.98 

Total violence 0.00 0.09 0.90 

Property 0.00 0.09 0.12 

Sex 0.43 0.00 0.00 

Regular  attack 0.09 0.09 0.47 

Aggravated  attack 0.00 0.03 0.71 

Weapons 0.69 0.985 0.92 

Illegal stay 0.13 0.02 0.02  

Drugs 0.08 0.498 0.11 

 

Following repeated measures ANOVA, determining direc-

tionality of measures is defined as next step. Tukey HSD test 

was done in order to determine what police stations clusters 

achieved better performance in each year and who improved 

over time. Results of Tukey HSD test for illegal stay arrests 

measure show that cluster 2 is in total better than clusters 3 
and 4; police stations that relate to cluster 2 perform better 

than those that relate to clusters 3 or 4. In addition, the per-
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formance is higher in 2012 than in 2010. 

Results of Tukey HSD test for illegal stay charges measure 

show that cluster 1 is in total better than clusters 4 and 5, so 

the number of illegal stay charges is higher in stations from 

cluster 1 than clusters 4 or 5. For conclude illegal stay 

crimes, one can say that there is significant difference be-
tween police stations that relate to different clusters in per-

formance. Regarding sex arrests measure, cluster 1 is seen to 

be better than 4 and 5 in 2010-2012. Moreover, cluster 2 is 

better than 3,4 and 5 and 3 is better than 4 and 5. Police sta-

tions that related to cluster 3 improved in sex arrests meas-

ure significantly over time. Regarding sex charges measure, 

the results show that clusters 1 and 2 have higher perfor-

mance than 3, 4 and 5. Moreover cluster 3 is better than 5 

and also than 4 in 2011-2012. In sex charges, as in sex ar-

rests, cluster 3 has improved in 2012. These results support 

the assumption that influence of PMS replacement on per-

formance is different between different police stations how-
ever it’s significant with dependent on crime category.  

 

TABLE 6. 

SUMMARY OF RESULTS 

Hypothesis Supported? 

H1 H1a PMS Replacement will signifi-

cantly affect 

 performance 

Strongly 

H1b PMS Replacement significantly 

improves 

 performance over time. 

Partially 

H1c PMS Replacement may result in 

a temporary 

 performance decline during the 

transition period 

Partially 

H2  Increasing human resource 

allocation will improve the 

measured performance 

Partially 

H3 H3a Stations that act in regions with 

different socio-economic rank-

ing will show difference in the 

influence of replacing PMS on 

the performance 

Strongly 

H3b Different performance catego-

ries will show different influ-

ence of PMS replacement on 

performance. 

Strongly 

H3c Different crime categories will 

influence of PMS replacement 

on performance differently. 

Partially 

H3d Influence of PMS replacement 

on performance is different 

between different police sta-

tions. 

Partially 

V. DISCUSSION 

This paper had discussed the implementation and enhancing 

of a PMS in the Israeli public sector organization. 

The literature and case data presented clearly shows first, the 

importance of updating and enhancing performance meas-

urement systems in organizations so that they change over 

time, and second the factors that affect the performance 

measures as a result of enhancing process. There is not a 

significant evidence in the literature to enhancing PMS pro-

cess in organizations, and in particular not in the public sec-

tor. This paper discusses many of these issues in the context 
of case study data in Israeli police relating to performance 

measurement systems evolution. A considerable amount has 

been written about design and implementation of perfor-

mance measurement systems in organizations. Moreover one 

can find many researches about performance measures 

methodologies, success and failure factors and PMS devel-

opment over time; however, there is a little discussion in the 

literature of what are the influences of enhancing PMS, and 

in the public sector even less. Israeli police data show clearly 

that enhancing PMS may have a strong impact on perfor-

mance- some decline during transition period and improve-

ment after it.  
 

It is also clear that for performance measurement systems to 

enhance effectively there are factors that an organization 

must consider as internal characteristics of organizational 

units and measures categories. Reviewing these factors is an 

important stage in management enhancing PMS process in 

organizations. This research provides a view of the factors 

that may influence a process of enhancing a PMS and the 

impact of that. 

 

VI. CONCLUSIONS 

This research examined the impact of enhancing PMS and 

factors that are possibly involved in that impact. The study 

shows that, generally, there is a significant change in per-

formance in most of crimes’ categories following enhancing 

PMS. The only crimes’ categories that weren’t affected from 
PMS enhancing are sex, aggravated violence, drugs trade 

charges and illegal stay records. The study shows that the 

improvement in performance following the change is mostly 
expressed in crimes from arrests category (an output meas-

ure): violence, attack, and illegal stay. Furthermore, for most 

of crime categories a decrease in performance during transi-

tion period was seen, however it’s statistical significant only 

for 30% of measures. For violence and aggravated attack 

crimes there is a significant decrease in performance for 

arrests and charges, for drugs trade there is a significant de-

crease in crime records and arrests. In addition, it confirmed 

that performance will be improved with higher human-

resource allocation in most crimes categories, except from 

exposure crimes; main conclusion for the police is that no 
matter how resource allocation is high, the impact on per-

formance wasn’t significant. We can conclude that without 

any consideration in size of human-resource in a police sta-

tion, its performance in dealing with crimes like illegal stay, 

drugs trade and weapons remains the same. Police officers 

can learn from this study that  

The quantity of the police force staff in a police station will 

not dramatically improve the quality of those measures, so 

the focus should be on the quality of HR and less the quanti-
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ty. Moreover,  as  suggested  previously, the socio-economic

ranking is shown to have a strong moderating effect on per-

formance in crime records category, however for output mea-

sures as charges and arrests, it seems that changes in perfor-

mance are not affected by socio-economic ranking.

The baseline assumption that a PMS system and, in partic-

ular, a BI-supported one has an influence on organizational

change  and  improvement  in  performance  has  been  con-

firmed. However, it’s forbidden to neglect the negative in-

cline in performance during the transition period that  pre-

ceded the improvement.

VII. FUTURE RESEARCH

The literature claims that there is a need to a right man-

agement of performance measurement systems in both public

and non-public sectors. Many researches are focusing on de-

veloping  methodologies  and  reviewing  the  literature  on

PMS, however little empirical research has been carried out

to assess their influence on performance measures, especial-

ly in the public sector. In order to better understand perfor-

mance measurement in general  and in the public sector in

particular, this study can be extended in a few possible direc-

tions.

Some limitations are ought to be further addresses and ex-

plored  since  the  study explores  only a  limited  number  of

moderator variables that can influence the effect of replacing

a PMS. Studies focusing on the following research questions

would be of interest.

• Are the moderate variables that were analysed are

the only main ones that can influence performance

or other variables need to be considered?

• Is enhancing PMS improves performance over long

period? How performance is influenced in the long

term?

• Are other  public organizations show same behav-

iour as  the Israeli  police?  Is  the influence  of  en-

hancing PMS is specific to this case study or com-

mon in other organizations as well?

• Is  the  influence  on  performance  measures  is  the

same on  other  measures  that  weren’t  included  in

this research but are part of the PMS?

To answer  most  of  these  research  questions,  additional

academic and empirical research are required.
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Abstract—The article comprises the characteristics of 

traditional project management (TPM) and agile project 

management (APM) and indicates that when using a specific 

concept we should take into account the conditions of the 

sector in which the organization implementing or 

participating in IT projects is functioning. For it is not in all 

organizations that APM is more effective than TPM. Agility at 

the project level is one of the possibilities of which we should 

remember when seeking a tool for achievement of the 

organization’s strategic objectives. However, such a tool 
becomes less effective if its use is not preceded by analysis of 

specific attainable benefits and conditions which have to be 

met to achieve such benefits. These conditions comprise, 

among other, the organizational and decision-making culture, 

projects financing method, as well as approach to change 

servicing, risk management or standardization of project 

management practices.  

I. INTRODUCTION 

GILITY at the executive – project level was defined in 

the principles of Agile Manifesto [4], and in practice 

implemented in numerous agile methods [1]-[2]-[3], the 

most popular of which is SCRUM [5]-[6]-[27]. 

The main project benefits which when reached 

facilitate an agile approach involve: higher easiness to cope 

with variable priorities, abbreviated time to market, 

decreased project risk, better adjustment of the objectives of 

IT and business [10]-[17]. 

However, the use of one of the agile methods does not 

guarantee the appearance of the mentioned benefits in each 

project, or their contribution to a higher efficacy of the 

whole organization. 

Both the public sector organizations and the ICT 

(Information and Communication Technology) 

organizations undertake the IT (Information Technology) 

projects. Yet, they are functioning in different conditions 

and implementing such projects differently [37].  

IT projects exhibit many identical characteristics, as is 

the case with other measures. They also bear their own 

specificity. The information project management consists of 

many activities related to planning, management and 

control. 

According to B. Lent, the information project (IT project) 

is the „temporary form of organization aimed at designing 
and performing of applications, data banks, organizational 

solutions, computer accessories, system platforms and other 

solutions within the computer science” [9]. 

The public sector1 is connected with the provision of a 

number of public services. Thus, the public administration 

bears the nature of services and is functioning within the 

legal regulations system [12]-[15]. 

The act on informatization of entities performing 

public tasks [20], of 17 February 2005 (hereinafter referred 

to as the UINF), constitutes the e-activity of all offices from 

this sector. 

Owing to defining in the UINF [20] the term of 

information project of public use (art. 3 §6) legal use of 
such projects was enabled and entered the road of the 

formal setting up projects in entities of governmental and 

self-governmental administration. 

“Information projects should be established in this 

sector mostly to make available further e-services and 

teleinformation systems owing to which they may be 

provided” [38].  

The ICT sector is defined in many ways by various 

organizations. In the simplest way it is understood as a 

combination of IT sector and telecommunication sector.  

The core of the definition of ICT sector is International 

Standard Industrial Classification – ISIC [14] which applies 

product distinguishing that consists in specification of 

conditions which have to be met by the products of a given 

business activity in order to qualify it as an element of the 

sector. 

ISIC defines ICT sector as a set of enterprises conducting 

production and services activities consisting in seizing, 

transferring and displaying the data and information 

electronically [11]. 

                                                        
1 According to the definition submitted by the Ministry of Finances the „Public 
sector is a part of the national economy which consists of: 

1. State and self-governmental organizational units which are not corporate 

entities. 

2. State and self-governmental special funds (State higher schools and State 

and municipal culture institutions as well as State enterprises are not included 

into the public sector)” (Art. 9 of the Act on public finances). 
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Organizations from ICT sector are usually suppliers of 

information solutions for the public sector. These 

organizations are much more experienced in using the 

Agile approach in IT projects implementation and may 

convince the public administration decision-makers to a 

more comprehensive use of APM in its future projects. 

First, however, suppliers from the ICT sector should try to 

gain trust through reliable indication that they had found a 

method to bend the rules without breaking them and that 

they can abide by them through co-implementation of IT 

projects in public administration entities.   

Agile methods require such skills from project 

participants as: self-organization of teams, undertaking of 

group commitments and decisions, self-reliance, creativity 

and courage. These are elements of organizational culture, 

and not just project culture. The use of agile approach to 

project management in organizations from different sectors 

should also involve this aspect. 

This paper is written from the perspective of the 

public and ICT sectors in Poland. 

The comparison of traditional and agile project 

management in these sectors in Poland is based on the 

following criteria: 

 legal consideration related to conducting of projects, 

 approach to change and risk servicing, 

 organizational and decision-making culture, 

 project financing method, 

 maturity in project management. 

The public sector implemented from the private sector a 

form of management through the development of projects. 

Evaluation of the use of TPM and APM approach in Polish 

public administration entities was preceded by analysis of 

the most important legal acts [12]-[15]-[20] in this respect 

and positioning of our country in acknowledged European 

research within eGovernment Benchmark Measurement 

from the years 2004-2014 [21]-[22]-[23]-[24]-[25]-[26]-

[31]-[32]-[33]. 

Opinions on the use of agile and traditional approach in 

IT project management was based on analysis of CHAOS 

reports [13]-[18]-[19] and conclusions from the research 

carried out by K. Jasińska and T. Szapiro [28]-[29] on the 

factors of success in project implementation processes 

management among Polish enterprises from the ICT sector. 

II. TRADITIONAL VERSUS AGILE PROJECT MANAGEMENT 

R. Wysocki [16] singles out the following methods of 

project management: 

 Traditional Project Management (TPM), 

 Adaptive Project Framework (APF), 

 Extreme project management (XPM). 

The method allocation criterion is the basis for project 

implementation. And so in TPM such basis is a strictly 

defined plan. In APF the implementation is based on an 

earlier analysis and defining of the project structure. XPM – 

otherwise referred to as management in extreme conditions 

– is based on the principle of a fast response to ongoing 

changes and appropriate facing of complex, unplanned 

situations. 

The project approach to changes appeared in public 

administration in Poland quite recently, so its modifications 

may seem unnecessary to some decision-makers. However, 

new proposals have already appeared on how to increase the 

efficiency and effectiveness of project management, 

therefore the earlier approach is referred to as the 

traditional project management, whereas the newer one – 

the agile project management (APM). 

Both the TPM and the APM are focused on the golden 

triangle (also referred to as the main triad [8]) of the project 

management. This is an equilateral triangle whose sides are 

the following parameters: 

 the project operations range (resulting from the project 

objective), 

 cost (budget which is the project financial restriction), 

 time (the time framework of the project implementation). 

These parameters, which at the same time are the 

project’s main determinants, are the most important factors 
decisive of the success of the measure under 

implementation.  

Assumed as a resultant of all the three parameters is the 

quality of the implemented project for which the project 

manager is responsible. It is his task to constantly monitor 

and improve the activities related to the project’s key 
parameters. Each appearance of deviations from assumed 

arrangements or even the risk of such deviations is reported 

to the project sponsor who may decide that it is legitimate to 

start introducing remedial plans. 

The critical factors of the project’s success are strictly 
inter-related, they condition each other and determine the 

project implementation path and decide about the risk in a 

given project. Modification of the factors rests only with the 

project sponsor, and the relations between the parameters in 

case of such modifications should be as follows: 

 lowering of the costs of the project – reducing the range 

of the project, 

 abbreviation of the project implementation time – raising 

the costs of the project or/and decreasing the range of the 

project, 

 increasing the range of the project – increasing the costs 

of the project and lengthening the project implementation 

time. 

As early as at the stage of determining the project 

concept, the first requirements as to the project key 

parameters should be agreed between the sponsor and 

manager of the project. Furthermore, their priorities should 

be determined as early as possible. Such priorities indicate 
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which of the factors may be subjected to more changes and 

which should rather remain unchanged. Therefore, the 

factors should be balanced together, because all unbalanced 

proposals of the project limitations cause a risk that the 

measure will not be performed at the set time, cost or range. 

At the TPM the project manager does his best to 

determine, describe and „freeze” the project range so as to 

base on it the determination of the project time and budget. 

He carries out laborious analyses at the beginning in order 

to prepare a detailed plan and avoid as many changes in the 

future as possible. 

When the change is unavoidable, it is subject to analysis 

and once approved the changed elements are added to the 

project range. This usually leads to extension of the 

implementation time and increase in the project budget. 

At the APM the time and costs are considered to be 

constant parameters, whereas management is aimed at an 

appropriate adjustment of the range to the current situation. 

Simultaneous creation of the best possible conditions for the 

work performance yields very good effects and increases the 

teams’ creativity on both the business and technical side.  

The project implementing team’s expectations differ from 

those of the future user. Contractors aim at the compliance 

with agreed parameters of the project, to the extent 

consistent with the specification. The user represents a 

different point of view. He expects the actual use of the 

created and implemented SI which will effectively support 

the organization’s basic activity, pursuant to both identified 
and unspecified needs. 

The project management involves also activities 

connected with the best use of available resources. The 

primary resource are the people, other resources are various 

tools, equipment or premises. Competent organization of 

the people’s work, methods of motivating to everyday 
productivity is an important element of the project 

implementation and constitutes an indispensable condition 

of maintained consistency with the basic parameters of the 

project. 

APM as compared to TPM is more similar to the not 

quite perfect human nature, because it follows the principle: 

„ Do not change people. Change systems”. This is one of 
the greatest „soft” differences between the traditional 
project management and agile project management. In 

APM the so called time boxes were used, i.e. constant 

segments of time, in the form of sprints covering the periods 

from 1 to 4 weeks. The determined length of the sprint must 

not change even by one hour. This was meant to avoid the 

syndrome of the student who performs his tasks at the very 

end in situations when the objective is considerably remote. 

On the contrary: in APM the objective is close and precisely 

determined in time, while as the sprint’s effect the ready-to-

use value arises.  

Truly enough, there were attempts to use similar 

mechanisms in TPM, such as for instance the division of 

the project life cycle into phases. But completion of a phase 

at a strictly determined time is not perceived restrictively 

[36]. 

In the traditional approach the push concept is used, 

whereas in the agile concept – the pull concept is used. In 

push the tasks are allocated to the contractors well in 

advance. In pull – to the contrary – the sprint tasks are 

selected by a self-organized team whose individual members 

may use their preferable method of implementation. This is 

an element which significantly contributes to the 

contractor’s higher commitment. The team does what is 
most important in a given moment of the project for the 

client’s best possible results. Every short sprint is a 

consequence of the following steps: planning, 

implementation, survey of effects and retrospection 

consisting in collection of the so far acquired experiences. 

This is motivated by the idea of faster learning and 

adaptation to new situations in result of better working 

conditions and increased involvement and creativity of the 

team. 

The TPM and APM approaches perceive the risks to the 

project differently. For the traditional management the 

highest risk is exceeding the planned date of the project 

completion, while for agile management – the lack of 

involvement of the business party. Every sprint is planned 

with the Product Owner (PO) who is a business 

representative. PO must know exactly what is most 

important during planning of a concrete sprint at a given 

moment of the project and share such information with the 

team. An adverse aspect of the fact that the PO may make 

plans in short segments of time is an unexpected lack of PO, 

because then the team cannot continue its work. What is 

positive is that he may introduce changes appropriate to the 

current situation in the project environment [27]. 

There is a great difference between the two approaches in 

the project objective. In APM the project objective is not its 

termination on time and within the planned budget but what 

matters most is the product and its development. The point 

of view in this approach is oriented to execution of the 

product, and not the project itself. This is particularly 

important when a change characterized by a high 

innovation is planned [7].  

The project team in APM consists of the same roles, 

apart from the project manager whose competencies were 

assigned to the PO. All roles have one objective, which is 

the project product that will „enrapture” the client. PO 
draws up a list – arranged according to the business value - 

of functionalities necessary for implementation of the 

product or functioning of the service, which is referred to as 

the backlog. The lower the position of a given functionality 

on the list, the lower its value and accuracy of description. 
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A complete backlog is delivered to the project’s team’s 
meeting at which the sprint is planned. The team is 

servicing only that segment of functionality from the 

backlog which it is capable to perform within one sprint. 

On the other hand there is a stepwise implementation of 

the sprint which ends in acquisition of active single 

functionality (or functionalities) (it is not yet the whole 

product – e.g. SI because of the lack of other functionalities 

contained in the  backlog) whose activity may be checked by 

the PO. At the same time PO is capable to recognize and 

prepare the next required functionalities. In the last step of 

the sprint – retrospection the team discusses its activities 

and the process and selects and can estimate the most 

important elements which might be improved in the next 

sprint2. With each consecutive retrospection the team 

empirically knows better and better the pace of its work and 

is able to estimate with a higher accuracy the time needed 

for implementation of the functionalities remaining still in 

the backlog. 

The product owner has the right to introduce changes in 

the backlog according to the rule of choosing the required 

and most needed functionalities for the client, which may be 

accomplished within the fixed time and budget. The PO 

may also take a decision to withhold implementation of the 

effects of several sprints till the moment of creating a set of 

functionalities which are important for the client.  

In each consecutive sprint the consecutive functionalities 

of the product are performed or those performed earlier are 

changed according to the feedback information from 

stakeholders. Such a mode of work requires a lot of 

commitment from the PO during continuous updating of the 

backlog and when work is allocated to the team. The 

backlog updating moment is very important because it is 

exactly at that time that the product owner may consider the 

product to be good enough so that there is no need to 

develop it any further. The PO may also give up the least 

important functionalities of the product to replace them 

with other functionalities, even such which initially were 

omitted in the backlog. 

III. TRADITIONAL AND AGILE PROJECT MANAGEMENT IN 

PUBLIC SECTOR 

All public projects in Poland may be established owing to 

the The act on informatization of entities performing public 

tasks (UINF) [20], but they are also subject to the Public 

Procurement Law [12] hereinafter referred to as the UPZP. 

Most of the limitations and difficulties in project 

implementation result from the entries of that particular act. 

Project implementation according to one of agile 

methodologies assumes the lack of precise specification of 

the final product parameters. Public administration 

                                                        
2 Improvement - in a consecutive sprint – of the most important elements from 

the previous one is referred to as implementation of the Lessons Learned. 

institutions are obliged by the act of the Public Procurement 

Law [12] to specify in detail the subject of procurement (at 

SIWZ) prior to selection of the contractor. 

It is impossible to determine complete functionality of the 

solution at the beginning of the project. However, no matter 

which approach to the project management is applied, we 

should absolutely specify precisely the key assumptions and 

parameters. It is of utmost importance to specify the project 

purpose in a measurable way which allows to check if it is 

achievable. To put it generally, we should specify as 

precisely as possible what has to be done, how it will be 

checked, if it is implemented, and then to offer relatively 

much freedom as to how it should be accomplished. Public 

projects at the very start demand a very detailed description 

of the solution, thereby making it difficult to introduce 

subsequent changes. 

For the choice of the contractors of the largest public 

projects in Poland the same criterion is used, i.e. the 

criterion of experience and knowledge, as is the case with 

less complicated works. Success in every project depends 

not so much on technical skills, but rather on the offerer’ 
skills within the project management. Meanwhile, the 

national public procurement law demands specification of 

the procurement subject according to European, Polish or 

international standards, but does not require any description 

of offerers’ qualifications within the project management. 

This creates quite a high probability of choosing a company 

which will not cope with implementation of a huge project 

or will cause selecting a foreign contractor who does not 

know Polish conditions. 

The more and more prevalent (irrespective of the UPZP 

entries) requirement that the project managers have 

certificates confirming their management qualifications 

meeting the PMI or PRINCE2® standards is insufficient. 
Legal sanctioning of such a requirement would not quite 

solve the problem either, because the project manager may 

undertake activities exclusively within the procedures of the 

public administration entity for which he works.  

A severe problem connected with the UPZP is that the 

Terms of Reference (SIWZ) do not include the risks which 

may occur during implementation of a given project. The 

lack of if only preliminary estimation of the risks by the 

public sector contracting authority deprives the potential 

contractors from the ICT sector the important knowledge 

about the realities of implementation of a future project.  

SIWZ should be supplemented not only with a list of 

risks to which the project is exposed, but also with 

indication for which of them the responsibility rests with 

the contracting authority, for which – with the contractor, 

and for which both participants of the project process are 

responsible. Exclusively the contractor should be held 

responsible for the risks connected with direct project 

management, including those resulting from cooperation 
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with sub-providers. The list of risks included in the SIWZ 

by the contracting authority would be specified by the 

contractor within the submitted bid. The contractor would 

be also obliged to estimate the consequences of all identified 

risks for the budget and schedule of works. Leaving the risk 

servicing almost exclusively on the contractor’s side will 
probably make the offerers try and include their cost in the 

price they suggest. The cost of risk servicing should 

constitute a separated part of the bid’s budget, to be 
launched at the moment a given risk occurs [7].  

The use of agile approach to management of IT projects 

implemented in public sector is also exposed to difficulties 

caused by the principles of the provider selection and 

cooperation with him and also evaluation of the extent to 

which he managed to implement the project. 

Presently, due to legal limitations, the complete departure 

from the cascade model of public IT projects 

implementation is impossible. 

In the ICT sector we deal with clients, while in the public 

sector – with applicants or tax-payers. Contrary to the 

clients, the tax-payers have no choice and may not go to 

another provider when the product does not meet their 

expectations [3]. Consequently, the market pressure on 

improvement of public services is insignificant. 

Introducing of project management into the public sector 

in Poland enables informatization of this sector, but first of 

all causes the development of eGgovernment, i.e. 

administration providing services electronically.  

Analysis of the Polish eGovernment position in the 

research within the eGovernment Measurement [21]-[22]-

[23]-[24]-[25]-[26]-[33] covering the years 2004-2013 

(Table I and Table II) points to extensive backwardness of 

the public sector in Poland, as compared to other countries. 

This problem may be solved by effective management of IT 

projects financed with the EU support. 

Successful IT project management in public sector is 

currently very important because more and more EU funds 

are obtained. It should be underlined, that not only the 

amount of EU funding is a measure of the beneficiaries 

success but the issues of effective project management ought 

to be the area of greatest engagement of executive 

management. 

Before 2013 Poland participated six times in the 

eGovernment Benchmark Measurement [33]-[38]. For the 

first three years our country had one of the last positions on 

ranking lists, both in respect of the index of complete 

availability on-line of 20 basic public services and index of 

their maturity (Table I).  

The last but one report on public services online has 

subtitle Ðigital by Default or by Detour [26]. It states that 

public services must be designed and delivered not in 

administration-centric but in a customer-centric manner. 

The new benchmark framework was used in order to 

aligned it with the policy priorities of the Digital Agenda 

for Europe [31] and the current eGgovernment Action Plan 

(AP). One of four priorities of AP is „results driven 

government”. „The results are based on a survey sample of 

more than 28 000 internet-using respondents in 32 

countries who were questioned for this study” [26] and were 
named EU-27+.  

 

„Results driven government” evaluates the efficiency and 

effectiveness of government on the basics of synthetic 

indicate Effective Government (which building is presented 

in Table II; counted according to formula: Effective 

Government = average of (eGovernment efficiency and 

eGovernment impact) * percent of eGovernment users 

scaled on 100). Value of this indicator shows the extent to 

which governments succeed in satisfying their online users. 

The synthetic indicator eGovernment efficiency is an 

average of e-government users satisfaction and fulfillment 

of expectation. While eGovernment impact is average of 

Likelihood of re-use and agreement with Perceived 

benefits.  

TABLE II. 
INDICATORS BUILDING THE EFFECTIVE GOVERNMENT BENCHMARK 

AND VALUES OF ITS COMPONENTS  

FOR POLAND VERSUS EU-27+ 

EFFECTIVE GOVERNMENT – Poland / EU-27+ 

EFFECTIVE GOVERNMENT – 18% / 26% 

eGovernment efficiency – Poland / 

EU 27+ 

eGovernment efficiency – 39% / 

40% 

eGovernment impact – Poland / 

EU 27+ 

eGovernment impact – 64% / 

71% 

User 

Satisfaction – 

Poland / EU-

27+ 

Fulfillment of 

expectations 

Poland / EU-

27+ 

Likelihood of 

re-use Poland / 

EU-27+ 

Perceived 

benefits 

Poland / EU-

27+ 

Top level 

satisfaction 

scores (8-9-10) 

across 19 life 

situations 

% „better” and 
„much better 
than expected” 

% „likely” and 
„very likely” to 
re-use 

% „agree” and 
“strongly 

agree” with 8 
perceived 

benefits” 

37% / 38% 42% / 41% 83% / 86% 45% / 56% 

TABLE I. 

20 COMMON PUBLIC SERVICES IN POLAND IN RANKINGS  

OF E-GOVERNMENT AUTHORIZED BY THE EC 

The year 

when the 

report 

was 

prepared 

Poland’s 
position in 

view of full 

online 

availability of 

services 

Poland’s 
position 

with regard 

to services 

maturity 

Number of 

states 

participating in 

the study 

2004 26 27 28 

2006 25 26 28 

2007 30 30 31 

2009 25 24 31 

2010 19 20 32 
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The latest report from this series (subtitled Future-

proofing eGovernment for a Digital Single Market) [31]-

[32] accesses the state-of–play of the implementation of 

digital services in 33 European countries (including all 

countries of the EU, Iceland, Norway, Serbia, Switzerland 

and Turkey) who were named EU-28+.  

A two-step clustering study has been carried out to place 

the performance of individual countries in the national 

context of exogenous factors such as eGoverment demand 

or the environment. 

The first step of this study makes it possible to determine 

eGovernment maturity within countries and to identify 

different clusters of countries with similar eGovernment 

maturity performance. Five clusters have been identified: 

neophytes, high potential, progressive, builders and mature. 

Poland together with Austria, Germany, Bulgaria, Czech 

Republic, Italy, Latvia and Slovenia were qualified for the 

progressive cluster. Countries in this cluster have been 

working on a digital approach, but there are some factors 

that constrain full distribution of satisfying eGovernment 

services and the progressive cluster should focus on 

removing those barriers. Policies and innovation plans in 

countries from this cluster should specifically address and 

support deployment of a citizen - centric approach to further 

increase use of eGovernment services. 

In the second step is taken into account that 

eGovernment maturity is affected by different variables. At 

the same time, undertaking an eGovernment project could 

have different meanings in different countries. Therefore, it 

is important to understand the impact of the national 

context on performance. Five groups of countries with a 

similar context are identified, based on the values of the 

context variables which were defined per country 

(eGovernment supply, eGovernment demand and 

environment).  

Having categorised countries in terms of both absolute 

performance and their relative context, it is possible to 

analyze peers. The cross-analysis puts the individual 

performance of a country in its context. The purpose of 

mapping absolute performance clusters with clusters of 

countries with a similar context is to compare peers and to 

identify specific policy recommendations for each country 

that could support policy makers in moving forward. 

Although the background (e.g. economic, demographic and 

institutional factors) of European countries varies, all 

countries can find good example among their own peers. 

All contextual groups have at least one country in the well 

performing high potential, mature, progressive or builders 

cluster. 

Poland was classified as a country of Group 2. Germany, 

Italy, France, the United Kingdom and Spain were also 

included in this group. Group 2 is composed of high income 

countries with the largest populations (and those 

populations are relatively older), level of education and the 

take-up of the internet are in line with the EU average. The 

ICT infrastructure is highly developed but the level of 

centralisation is low.  

Clustering countries by contextual group and 

performance Poland found at the same cluster as Denmark 

and Italy (our peers). Policy recommendations received by 

our country are following: „Compared to the benchmark, in 

Poland context factors that limit digitisation may be the 

availability of digital skills and the difficulty to coordinate 

the efforts of the public bodies, although these factors are 

not likely to jeopardize the effectiveness of an appropriate 

eGovernment strategy. Similar considerations can be 

extended to Italy, although Poland may count on higher 

digital skills level” [31]-[32]. 

For the public sector entities as clients of the ICT sector 

enterprises the problems in project implementation are often 

tantamount to multimillion losses, disturbances in their 

functioning, and deteriorating their image in the society. 

In the EU the public sector bureaucratization is 

increasing. It seems, however, that in Polish offices the 

projects will be managed pursuant to the APM principles. 

This, however, will demand bending the APM rules to one’s 

needs and becoming creative. For example: if a public 

administration entity is required to conduct documentation 

related to the process or architecture of the implemented 

solution, such entity may prepare a video recording of the 

people creating on a board some graphic models of the 

system process or architecture. Such video recording is 

much easier to implement and understand. Actually, it may 

be also acknowledged as some type of documentation. 

In public administration the projects are mostly managed 

in a traditional way. Effective implementation of projects 

requires continuous improvements. Even the division of a 

complex large project into smaller sub-projects while 

leaving the same budget, scope and general project imposed 

in advance, may yield the following effects: reduced risk 

and feedback information loop and encouraging people to 

extend their competences. 

The on-going improvement of the project approach in 

public sector in Poland directly contributes to a change in 

public organizations management. 

IV. TRADITIONAL AND AGILE PROJECT MANAGEMENT IN 

ICT SECTOR 

According to ISIC [14], the ICT sector enterprises may 

conduct production (e.g. production of office machines and 

computers, wiring and components, production of 

instruments and devices used for measuring, control, 

testing, navigation, and for other purposes, except for 

industrial use) or services (e.g.: telecommunication, services 

connected with hardware, wholesale of computers and their 

components and software, electronic and 

telecommunication devices). 
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The following types of enterprises may be singled out 

among the ICT sector enterprises: 

 providers of IT devices and (or) software 

 providers of IT services (from simple repairs and 

servicing to solutions in the cloud and professional 

services), 

 software developers, 

 distributors – companies specialized in logistics, having 

preferential price conditions for some goods, reached 

through framework agreements with selected providers, 

 integrators – companies constructing complex solutions 

and specialized in specific ICT technologies, 

 telecommunication operators. 

The companies of this sector implement projects without 

such legal limitations as those identified in the public 

sector. 

Representing the contractor’s party in the public project 
with EU cofinancing, such companies are subject to 

evaluation carried out by the project financing institution. 

The criteria used by the European Union during evaluation 

are: relevance, drawing the project up and its plan, 

efficiency, effectiveness, impact and sustainability. 

The relationships between the ICT sector enterprises are 

characterized by a high level of cooperation, temporariness 

and insignificant formalization. 

The ICT market is the client’s market where the supply 
of ICT solutions exceeds the demand. The decisive party in 

the provider-purchaser relation is the client with whom we 

should continually and mutually modify the project results 

and adapt to the changing conditions of the project 

implementation. 

 The conditions of companies functioning in the ICT 

sector, where the enterprises are not so significantly limited 

by legal regulations and often together on the client-

provider line search for the best model of cooperation 

largely predestine this sector organizations to conduct 

projects with agile approach.  

In many enterprises participating in IT projects a view 

prevails that project implementation is an individual and 

unique activity, therefore the project management processes 

are not subject of the process management concern. This 

view should be verified, especially among the ICT sector 

enterprises, because the project implementation process is 

not functioning in the organization alone but is a part of a 

large system of all its processes.  

Although the project itself is an individual and unique 

undertaking, yet we can distinguish various types of projects 

in the ICT sector, which constitute groups of undertakings 

characterized by similar features. In the ICT sector these 

may be the following groups of projects: 

 - information projects – their final products mostly 

consist in development of software or services related to 

its development, service and maintenance, 

 - IT projects – their final products mostly refer to 

computer hardware or related services, 

 - telecommunication projects – their final products are 

mostly related to the network infrastructure, 

 - electronic projects – aimed at the production of 

electronic devices, therefore they are colloquially called 

hardware devices, 

 - electrotechnical projects – their final products mostly 

refer to electrotechnical solutions; they are also called 

low-signal projects; the monitoring network project may 

serve as such a project, 

 - ICT projects – combining all the mentioned categories 

of projects; they are interdisciplinary but we could hardly 

indicate a dominant domain in them; corporate network 

projects may serve as an example here.  

Implementation of specific groups of processes bears 

common features and involves resources with specific 

competences. Therefore, aiming at standardization of 

project activities should be a natural aim of every enterprise 

from the ICT sector oriented towards project 

implementation. Those enterprises in this sector which 

would each time start project implementation individually 

would be ineffective, because in each newly undertaken 

project they would have to build its implementation 

structures and acquire new resources. Understanding a 

project management in ICT sector enterprises as a process, 

conforms with the concept of B. Lent [9] and additionally 

analyses project management in the context of operational 

project activities (e.g. drawing up documentation), 

supporting (e.g. legal or book-keeping services) and mostly 

managerial and administrative activities (all activities 

oriented to harmonization of operational and supporting 

activities; they include project management). B. Lent 

differentiates between the project conducting process and 

the notion of project management itself. He means as the 

project conducting process the process during which the 

project is implemented starting from its concept, through 

planning processes and implementation till its successful 

completion. Meanwhile, the notion of project management 

itself refers to single processes of the project of the type of 

activities following a cyclical pattern of measures.  

The project implementation process involves additional 

input and output processes connected with new projects and 

their course after formal closure. These activities are 

strongly connected with the specificity of the project 

implementing enterprise.  

Management of project implementation processes with 

reference to processes going on in the ICT sector enterprise 

requires a favorable internal environment in which the 

project and process activities integration is of key 

importance. 

Perception of project management in ICT sector 

enterprises as a process increases the possibilities of 
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enterprises of arranging repeatable elements of project 

implementation into systematized standards which form 

schemata ready for multiple use. Consequently, a project 

implementation process arises, which on the one hand 

enables carrying out unique projects, on the other hand it 

may be improved as any other repeatable process in the 

enterprise [29]. 

The studies carried out so far on the key factors of ICT 

project success are important, because they allowed not only 

for specification of the factors of success, but they were also 

an attempt of identification of implementation problems and 

searching for methods to limit or eliminate them.  

As statistics of ICT projects failures, in Poland and 

elsewhere in the world, usually quoted are the research 

results of the Standish Group (tSG). The data presented by 

tSG should be interpreted with reference to established 

criteria of the project success. The Standish Group defines 

project success as on time, on budget, and with all features 

and functions as initially specified. 

Observation of changes occurring on lists of key factors 

of ICT projects success allows to state that systematically 

growing is the importance of such factors as agile 

management processes and activities aimed at optimization 

of project operations.  

Agile projects are successful three times more often than 

non-agile projects, according to the 2011 CHAOS report 

from the Standish Group. Exactly the report states that: 

“The agile process is the universal remedy for software 
development project failure. Software applications 

developed through the agile process have three times the 

success rate of the traditional waterfall method and a much 

lower percentage of time and cost overruns” [18]. 
Moreover, they do not report how many projects are in their 

database but say that the results are from projects conducted 

from 2002 through 2010.  

When plans are established in the initial phase of the 

project, there is a need to increase the control processes 

which verify the consistency of the plan with actual 

requirements of the project at a given moment of 

implementation. This increases formalization which in turn 

absorbs time and budget. The complete departure from 

traditional planning is impossible and encumbered with a 

high risk of implementing the project ad hoc – only through 

responding to the ensuing events. 

A higher flexibility in implementation of ICT projects 

expresses increased interest in the agile project management 

approach. Agile project management is presently treated as 

one of the most important ways of reducing the 

formalization and eliminating the difficulties with 

preliminary planning in projects. 

In the latest tSG report of 2014 [19] the IT projects were 

classified into three types: 

 successful projects, 

 challenged projects (such projects are completed and 

operational but exceeded the funding package and time 

and offer fewer functions than planned), 

 cancelled projects (at a certain moment during the 

development cycle). 

The Standish Group further segmented successful, 

challenged and cancelled projects by large (any company 

with greater than 500 million dollars in revenue per year), 

medium (defined as having 200 to 500 million in yearly 

revenue) and small companies (from 100 to 200 million 

dollars). 

Generally, on the part of the successfully completed 

projects the average reaches only 16.2% for IT projects 

completed on time and within the funding package (in 

smaller companies in total in 78.4% software projects at 

least 74.2% of their planned features and functions will be 

implemented, while in bigger companies only 9% of their 

projects are provided on time and within the funding 

package) [19]. The detailed data of such cross-analysis are 

presented in Table III. 

The three major reasons that a project will succeed are: 

user involvement (15.9% of responses), executive 

management support (13.9%), and clear statement of 

requirements (13.0%). 

Software professionals from ICT sector are getting more 

and more knowledgeable about agile development and are 

now scaling it more broadly within their organizations, as 

compared to what officials could do [17]. 

The results of the studies carried out by K. Jasińska [28]-

[29] among the Polish ICT sector enterprises indicate that 

the most significant limitation of ICT project 

implementation was the company’s internal organization 
maladjusted to project implementation. To identify the 

organization’s elements which generate the highest 

implementation difficulties, subjected to analysis was the 

area of processes, organizational structures and project 

management methods used in enterprises. 

The highest percentage (92%) of respondents among 

those using the organization processes or their elements for 

ICT project implementation, used processes of planning the 

solution and sale and marketing. The fewest respondents 

(14%) used the technology development process, which may 

be associated with a limited need to develop technologies 

during the ICT project implementation. The processes with 

TABLE III. 

SUCCESSFUL, CHALLENGED AND CANCELLED PROJECTS  

BY LARGE, MEDIUM AND SMALL COMPANIES 

TYPES OF PROJECTS / 

TYPES OF COMPANIES 

Large Medium Small 

Successful – 16.2% 9.0% 16.2% 28.0% 

Challenged – 52.7% 61.5% 46.7% 50.4% 

Cancelled – 31.1% 29.5% 37.1% 21.6% 
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inherent most significant limitations in the decreasing 

order: processes of designing the solution, sale and 

marketing, implementation of the solution at the client and 

company management.  

In the planning process most prevalent were the problems 

associated with the lack of knowledge about the client’s 
needs, purposeful reduction of the scope, costs and time 

limits, and insufficient integration. 

In the process of production and sale most errors were 

associated with the lack of support for selling activities, 

improper project qualification, and taking the selling 

decisions by managers without suitable consulting the 

project team. 

On the other hand, in the company management process 

most errors resulted from conflicts between the project and 

formal structures, maladjustment of the project management 

methods to the specificity of implemented projects and 

communication problems. 

In the organizational structures area of research the 

highest appraisal was granted to the linear-staff structure as 

such which to the highest extent supports the ICT project 

implementation, whereas the lowest appraisal was that of 

the linear implementation of projects with functional 

isolation.  

Within the project management methods use in the ICT 

sector enterprises in Poland it was found out that the most 

often used methods were: the Project Management Institute, 

and next - PRINCE2®. 

The enterprises of the highest project maturity [34] are 

the integrators (level 4 according to H. Kerzner model 

[35]), and the lowest – telecommunication operators (level 

1). 

The results of the studies [28]-[29] connected with the 

critical factors of successful project and difficulties in 

project implementation in ICT enterprises in Poland are 

similar to those connected with failures of IT projects 

obtained by tSG and do not differ from the average results 

obtained by other organizations (the OASIG Survey, The 

Robbins-Gioia Survey or The Conference Bard Survey). 

This enables to use the results of the studies on IT project 

management, carried out by large organizations specialized 

in this area, in Polish ICT sector enterprises, to increase the 

efficiency of project implementation using the APM or TPM 

approach, depending on their effectiveness in 

implementation conditions of a specific project and 

conditions of the sector from which the client and provider 

come. 

V. CONCLUSION 

The development of project management seems to reflect 

evolution of management as a whole. Such development 

started from hard aspects in conducting of projects and aims 

at inclusion of more and more soft psychosocial aspects at 

the end of the 20th and the beginning of the 21st century. 

The development of an appropriate system of elements of 

hard and soft projecting largely depends on the project 

manager and the team he created.  

The project management is a new approach in 

management, whose pillar has always been information but 

now it is also knowledge [8]. The most effective approach to 

project management is the project-resources approach 

which involves both the resources of information and the 

resources of the knowledge of the project-launching 

organization, furthermore – the intellectual capital is 

worked out owing to the people who use appropriate tools to 

accomplish specific project processes. 

The greatest benefit of agile project management, as 

compared to the traditional management, is an increase in 

the risk management quality within the project. The agile – 

iterative approach allows to follow the project progress with 

a very high accuracy and gives a possibility to react in 

advance in case of risks of exceeding the budget, delays in 

implementation or supplying a solution the functionality of 

which differs from that expected by the client. Advance 

active response to risks finally translates into benefits in 

various areas of the project. 

Many failures related to implementation of projects 

(especially large projects) in public sector point to the need 

for a profound reconstruction of the Public Procurement 

Office (UZP). For the largest projects, e.g. nationwide 

information projects, separate terms of their commissioning 

and implementation should be introduced. The criterion 

which qualifies a given measure to the group of large 

projects could be e.g. the preliminary estimation of the 

budget of works. It should not be important whether the 

budget of such a project amounts to 350 or 700 million 

PLN; what should matter is determination of specific 

valuating thresholds which would be the decisive factors as 

to whether a given project may be included into the cluster 

of large projects. 

The Public Procurement Office (UZP) as a central 

institution most directly connected with implementation of 

public projects should first of all determine the projects 

management standards3 as well as the ways of evaluating 

the contractors competencies (at best according to the 

project maturity models), and also supervise their 

subsequent use, at least in the largest projects. Actually, it is 

not important which of the internationally recognized 

standards (PMBOK® or PRINCE2®) and maturity models - 

Capability Maturity Model Integration® (CMMI) or 

Organizational Project Management Maturity Model® 

(OPM3) [34]-[35] will be selected as obligatory on the 

                                                        
3 In Great Britain even the Highways Agency which is a counterpart of the 

Polish General Directorate of National Roads and Highways, and not of a 

higher level such as the UZP, cares about the level of project management 

and issues recommendations for the projects of highways construction.  
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Polish market, because they all performed well in the 

project implementation practice. Perhaps the UZP will be 

assisted by the International Organization for 

Standardization (ISO) which in September 2012 issued a 

new standard of project management, marked as ISO 

21500
4
. 

The Public Procurement Law should also allow to specify 

the scope of works during the project implementation. The 

cooperation between the employer and contractor at a 

change of the scope of works would then express a 

partnership approach to project implementation. Such form 

of cooperation between the employer from the public sector 

and the contractor from the IT branch is more and more 

popular in Hong Kong, Great Britain and the USA. 

There are several differences between TPM and APM. 

The greatest methodological difference between the 

traditional ad agile project management is the approach to 

the project management golden triangle. Information about 

other differences may be obtained directly from Manifest 

Agile [4]. These are, for example, the following values put 

above other in agile project management: 

 „Response to changes above following the plan”, 
 „People and interactions above processes and tools”, 
 „Cooperation with the client above formal decisions”, 
 „Software over extensive documentation”. 

Statistically [13]-[17] the project implementation in the 

APM model in most cases lasts from 4 to 5 times shorter, as 

compared to the TPM model. This mainly results from the 

fact the APM is used to form the most important 

functionalities, whereas other functionalities are skipped, 

which decreases the range of the project. Efficiency of work 

at the team’s level is increased by approx. 200-300%, 

similarly to the probability of success. Efficiency at the 

team’s level grows, because each member of the team may 
have an individual impact on the product development and 

soon sees the effects of his work, but at the same time the 

whole team works for one common objective. 

The 8
th

 Annual State of Agile
TM 

Survey [17] emphasizes 

that agile project management gives the client who orders 

the IT solution the following benefits: 

 he has a high freedom within introducing changes and 

adjusting his requirements to the changing business 

environment, 

 the investment may bring profits as early as during the 

project implementation, 

 comprehensive outlook on the project – not only during 

its implementation but also during its subsequent 

maintenance, 

 relatively low costs of the project maintenance due to a 

respectively high quality,  

                                                        
4 ISO 21500 document was based on standard PMBOK

®
. 

 the work performance concept which is flexible and 

prone to changes (the provider continually aims at 

creating a product ready for the fastest possible use), 

 better concept on the client-provider line, which enables 

the provider a possibility of actual involvement through 

searching for more advantageous solutions, reporting 

one’s own suggestions, sharing one’s specialized 

knowledge and using it for the client’s activities 
optimization. 

Owing to agile project management, both the client and 

the provider are less trustful and want to achieve success 

together. The final result of the project depends largely on 

how much the parties trust each other, and therefore – 

cooperate with each other. 

The traditional project management may in turn lead to 

the situation in which the client and provider are less 

trustful towards each other, while every change and not 

quite specified requirements are perceived as an obstacle. 

Educating the clients within social cooperation on the 

contracting authority line is inscribed into the Agile 

principles. In practice, the ICT sector contractors help the 

public sector clients in the process of acquiring experience 

and understanding their role in the project. The exemplary 

support forms may be as follows:  

 training courses organized by the provider personally or 

by external consultants, 

 close cooperation of leaders in the role of the Scrum 

Master on the provider’s side with the Product Owner on 
the client’s side, 

 supporting the Product Owner by the Proxy’s role on the 
provider’s side. 
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Abstract–Steadily increasing complexity of software systems 

makes them difficult to configure and use without special IT 

knowledge. One of the solutions is to improve software systems 

making them “smarter”, i.e. to supplement software systems with 
features of self-management, at least partially. This paper 

describes several software components known as smart 

technologies, which facilitate software use and maintenance. As 

to date smart technologies incorporate version updating, 

execution environment testing, self-testing, runtime verification 

and business process execution. The proposed approach has 

been successfully applied in several software projects. 

Keywords-Autonomic computing, smart technologies, self-

managing systems, software maintenance 

I. INTRODUCTION 

Rapid development of information technologies has 

created systems of unprecedented complexity; some authors 

[1] refer to as „computing systems with complexity 
approaching boundaries of human ability”. They indicate that 
the ultimate dream of a pervasive computing   – billions of 

computing systems simultaneously connected to the internet 

– can quickly become unmanageable and may soon turn into 

evil “nightmare”. The authors predict even further increase of 

information systems’ complexity that would almost eliminate 

human ability to perform software installation, configuration, 

optimization and maintenance.  

Solution to this problem certainly lies within prospects of 

information technologies. In complex systems operations that 

are too sophisticated to be managed by a regular user should 

be entrusted to the system itself. This can be executed by 

implementing respective components into software and 

setting environment, in which the system is used. 

IBM has proposed a solution described in its autonomic 

computing manifesto in 2001. The main statement implies 

targeted development of information systems that were able 

to self-management thus overcoming gap between users and 

increasingly complex world of information technologies.  

                                                         
 The research leading to these results has received funding from the 

research project “Information and Communication Technology Competence 
Center” of EU Structural funds, contract nr. L-KC-11-0003 signed between 

ICT Competence Centre and Investment and Development Agency of Latvia, 

Research No. 1.5 “Platform for business process description and modelling 

in event-oriented systems”. 

The manifesto listed four aspects of autonomic computing: 

• Self-configuration - automated configuration of 
components and systems follows high-level policies, 
rest of system adjusts automatically and seamlessly; 

• Self-optimization - components and systems 
continually seek opportunities to improve their own 
performance and efficiency; 

• Self-healing - system automatically detects, 
diagnoses, and repairs localized software and 
hardware problems; 

• Self-protection - system automatically defends 
against malicious attacks or cascading failures.  

Achievements of autonomic computing movement during 

its first decade after publication of the manifesto have been 

explicitly demonstrated in [2], as well as in [3]. As of now, 

manifesto’s targets have been met only to some extent.  
The concept of smart technologies was created by authors 

[4], and its main objectives are similar to those of autonomic 

computing. The approach contains a set of practically 

applicable improvements of non-functional features to 

simplify the maintenance and daily use of information 

systems. Below are described five types of smart 

technologies, which need was identified in real software 

development projects. The proposed smart technologies 

cover only part of requirements outlined in the autonomic 

computing manifesto. Nevertheless they are suitable for 

practical implementations and can serve as valuable 

improvement of new and existing software systems. 

The second chapter of this paper deals with related 

research and solutions. The third chapter describes the 

proposed architecture of smart technologies.  

II. RELATED WORKS 

The autonomic computing manifesto declares a vision of 

fully independent computer systems (not just software) that 

are able to self-management. It also defines evaluation 

criteria to check the maturity of autonomic systems [5] - 

from basic level (manually maintainable information systems) 

to completely autonomic systems that are able to function 

operate accordingly to guidelines set by humans. 

The manifesto does not include any instructions about 

implementation issues, but some authors discuss ideas about 

essential components of autonomic systems. For instance R. 

Sterritt [6] describes an autonomic environment consisting of 

autonomic elements, which are mutually connected via 
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autonomous channels. Every autonomic element has a kernel, 

so called manageable component (the component 

implementing the business logic), and it is controlled by an 

“autonomous supervisor”. The supervising component uses 

sensors and effectors, and its main functions are monitoring 

of internal and external states, accumulation of knowledge 

base and communication with other autonomic components 

using autonomous communication channels. A separate 

component in this system is so-called “heartbeat monitor” 
which communicates with any existing system components 

through autonomous communication channels and supervises 

the system as a whole.  

The autonomic computing approach has also been 

criticized [7], and the main reasons are as follows: 

• the lack of precise definitions; 
• avoidance of the real complexity of the problem; 
• ignoring of inter-componential links. 

Despite these criticisms, autonomic system objectives are 

so attractive that there seemed to be no reason to abandon 

the ideas. In 2003 IBM extended the list of autonomic 

aspects to eight characteristic aspects [1]. The initial 

autonomic characteristics were enhanced by system’s ability 
to "know itself" and manage its resources in a proper way.  

An autonomic system should know its environment as well as 

the context surrounding its activity and act accordingly – to 

adjust and operate in heterogeneous environment accordingly 

open standards - , as well as anticipate the optimized 

resources needed while keeping its complexity hidden. Some 

years later the, so called, self-management features were 

supplemented with new self-properties reaching a total of 24 

features [3]. Continuing efforts on autonomic systems include 

both, theoretical research and practical implementation [2]. 

The concept of smart technologies created by authors [4] 

is consistent with the primary objective of autonomic 

computing. Unlike the traditional implementation of 

autonomic computing where universal autonomous software 

components are built, the smart technologies approach deals 

with embedding of specific system features into information 

systems directly but in a uniform way. 

Although the smart technologies approach and the 

autonomic computing approach seemingly share some 

similarities, it should be emphasized that the smart 

technologies approach was developed independently. The 

practical results gained in IT projects provide evidence of the 

usefulness of the approach.  

III. COMPONENTS OF SMART TECHNOLOGIES 

There are five fields of smart technologies where practical 

results were gained: embedded software versioning and data 

syncing, embedded dynamic business model, testing of 

external environment, self-testing, and runtime verification. 

A. Software Versioning and Data Syncing 

Every successful software solution is being used and 

improved significantly longer than the development of its first 

version has taken. Information systems are in use for many 

years, and the software is gradually modified, updated with 

new features, improved to approximate to user needs.  

To ensure reliability of software in long-term, the system 

should already in its initial development time include not only 

the required (customer specified) functionality, but also 

supporting mechanism – “updater” (see Fig. 1) for software, 

data structures and templates upgrading. 

 

Fig. 1 Software versioning 

The supporting mechanisms should be built into systems, 

and they should include features for deploying of new 

versions without any user intervention. The following should 

be ensured automatically during deployment process:  

• check the compliance of the new software version 
with the external environment 

• download and install a new software version  
• update configuration and information about data 

structures, screen forms, report templates etc. 
• migrate stored data into the new data structures of 

the database as well as the personalization and 
configuration data 

• perform self-testing of the new system’s version to 
check correctness of the essential system’s 
functionality 

• create backups to be able to recover the system in 
case of incidents 

The majority of information systems today support some 

of the characteristics listed above, but in most cases - to a 

limited extent only. Authors of this paper have prototyped 

the characteristics in some projects, the research results are 

described in [8]. 

B. Execution environment testing 

One of the most spectacular smart technology solutions is 

described by the authors in [9]. It is quite common that 

programs have specific requirements for their successful 

operation at a given environment – the computer, network, 

operating system, etc. The proposed solution implies 

gathering these requirements in a “software profile” to be 

able to validate the execution environment before starting the 

information system. Such validation should be performed on 
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demand, for instance, before each session; however, some 

authors propose validation during installation. Validation of 

execution environment allows avoiding failure in business 

processes in case the information system relies on properties 

of the environment. 

Quite often, software is developed based on assumptions 

about other component’s work, not on their specification 
[10], [11]. Similarly, developers sometimes assume that 

software, which works in development environment, will 

keep working after it is deployed elsewhere, hence encoding 

some assumptions about the environment into the program. 

As a result, when the software is installed in other 

environment, which is different from the development 

environment, the software may fail or work only partially 

correct. 

The authors [12] propose a technology, which allows 

independent environment checks, performed by the software 

in order to validate if the execution environment is suitable 

for normal execution (see Fig. 2). Unlike the built-in test 

method, which validates the ability of software itself to fulfill 

its “contracts”; this technology measures livability of the 

external conditions. Only if the results of all checks are 

satisfactory, the program can be considered prepared for 

work at a given environment, otherwise the session is 

stopped, giving the user an explanation, why it is not possible 

to perform work. 

A program execution profile is a document achieved when 

all the requirement descriptions of software are combined 

together. The profile can be formalized as a separate 

document and supplemented to typical software deliverables 

such as code and documentation. The main, but not the only 

use of the profile is validation of execution environment 

during program use. 

The practical environment testing task is carried out by 

environment validation modules. Each module is an atomic 

unit, which enforces validation of a single type of 

requirement; this is done by reading information from the 

environment and comparing it to reference values. In a simple 

scenario, each requirement describes required value of some 

resource’s attribute (for instance, data base server must be 

reachable). When the testing functionality of the module is 

invoked, it uses the information available in execution 

environment to do the “inspection”.  
To be able to modify the set of checks to be performed 

without modifying the program code, information about the 

checks (both the algorithms and reference values) must be 

stored outside the code. This concept is different from other 

approaches used in practice – both from the ones, which 

validate the environment straightaway after installation or 

updating, and from the others, which try to “hide” the checks 
in source code. 

To be able to describe requirements regarding execution 

environment, a formal language is required to encode the 

requirements, moreover, the language must be extendable, 

when new kinds of requirements are defined. Such aspect 

complicates the construction of test coordinator, since it has 

to be compatible with a language, which is not fully defined 

during development of coordinator. The problem is solved by 

assigning the coordinator only the role of language syntax 

analysis, but the semantic analysis of requirements is 

performed in environment validation modules. 

 

Fig. 2 Execution environment testing 

The practical implementation showed that development of 

the proposed approach requires relatively little programming 

resources. 

C. Self-testing 

The research of the authors [13] offers an original 

approach to software testing, named as self-testing. Self-

testing is a software’s ability to test itself automatically prior 

to operation, and it can be performed even in a productive 

environment. The self-testing feature in software is similar to 

hardware self-tests that are executed every time after the 

device is turned on. Instead of traditional testing that verifies 

correctness of software in testing environments using testing 

tools, the self-testing property is built-in software component 

that executes accumulated test cases using means of the 

information system. It helps to perform tests not only in 

testing environment, but also to verify software correctness 

in action with real data in production environment.  

Self-testing contains two main components: 

• test cases that are designed for checking of critical 
functions of the software  

• built-in automated testing mechanism providing 
automatic execution of tests and result comparison 
with benchmark values.  

Designing of test cases covering the critical functionality 

(lack of these essential functions causes inoperability of the 

whole system) is a part of requirement analysis.  

Implementation mechanism of self-testing approach uses 

software instrumentation, and it has been offered quite a 

while ago [14], [15]. The idea is to supplement the source 

code with extra routines for self-testing purposes that are 

executed if the software is run in the testing mode. The 

points in source code where the routines are included are 

named as test points. Testing routines allow to monitor 

values of variables and to compare them with benchmark 

values therefore checking the correctness of the information 
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system. Unfortunately, this solution is usable only for those 

information systems whose development is in the testers’ 
influence sphere.  

 

Fig. 3 Self-testing 

Self-testing can be used in four modes (see Fig. 3): 

1. test-capturing – running of software instrumented by 
test points and capturing of new test cases into test 
data base or editing of the existing ones; 

2. self-testing – automated self-testing of software by 
automated execution of the captured test cases; 

3. normal usage – running of information system 
without any testing activities; 

4. demo mode – running of information system using 
pre-captured demo scenarios.  

Comparison of self-testing implementations with 

automated testing tools leads to the following conclusions: 

• Unlike the majority of globally recognized testing 
support tools, the self-testing approach offers some 
additional options: testing of external interfaces to 
other information systems and database management 
systems, testing in production environment, testing 
with the white-box method, possibility for users 
without IT knowledge to capture tests. 

• The self-testing technology makes possible to test 
software throughout the whole life cycle of an 
information system – from early stages of software 
development till maintenance activities, because it is 
suitable for testing in all development, testing and 
production environments. 

• The self-testing functionality should be integrated 
into software already during development of the 
software. 

• The self-testing requires additional work to include 
the self-testing functionality in the software and to 
design test cases; on the other hand, self-testing 
saves time as repeated (regression) testing of the 
existing functionality is available 

• Implementation of the self-testing functionality is 
useful in incremental life cycle models, in particular if 
information systems are improved gradually and 
maintained for many years; it is less useful in linear 
(waterfall) life cycle models. 

Empirical studies show that 60% of information systems’ 
problems would be possible to identify and rectify by self-

testing approach [13]. 

D. Embedded business processes 

Development of software engineering tends to devote 

more attention to precise modelling and designing of 

information systems instead of extensive programming. Some 

researchers are even predicting development of information 

systems without programming at all in very near future. 

Business process modelling is a compulsory initial phase of 

every information system development project according to 

this concept [16]. 

Workflow based information systems is the area where 

business process modelling is an essential component for 

functioning of information systems. Business process of 

organization is described by a workflow model containing 

sequential business process steps – activities - together with 

performers of the activity, deadlines, the actual state of the 

object in the workflow etc. Documents and reports can also 

be created during the workflow execution, and this should be 

included in business process descriptions. 

It is common to describe business processes using 

modelling languages. There can be used universal modelling 

languages or domain specific languages (DSL). When DSL is 

chosen, it must ensure two important features: a) the 

language should be easy understandable for the majority of 

users, b) it should include all necessary information for 

automated execution of workflow steps. 

The first step in development of information systems is to 

describe business processes to be supported (see Fig. 4). A 

set of graphical diagrams are created using DSL, and it 

serves as business process model. After the model is created 

the information from the diagrams can be transferred to the 

database of an information system. The business process 

descriptions are embedded into the information system, and 

the engine of the information system can interpret 

information from the diagrams. Embedded business processes 

ensure that the information system behaves according to the 

business process model. 

 

Fig. 4 Embedded business process 

As practice shows [17], it is possible to create a special 

tool for transfer of model’s data to executable application 
relatively quickly. The API of the graphical editor can be 

used to access the model’s repository, to gather the 

information and to transfer it to applications database. This 

guaranties that the application operates according to the 

model developed in a graphical DSL. And the overall quality 

of the application – usability, reliability, performance etc. – is 

dependent on the application itself, not on the hypothetical 
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ability of a code generator to create an application in the 

desired quality. 

The authors have created the domain specific language 

BILINGVA [18] that is convenient for description of 

workflows. The approach was tested in practice, and 

particularly surprising was the positive feedback from users 

about the graphical representation and implementation of 

business processes. The diagrams served as some kind of 

information system’s user manual that explained functioning 

of the information system in a more precise and 

understandable way than the conventional (written) user 

manuals. 

E. Business process runtime verification 

From the beginnings of information systems the topical 

issues were: does the information system operate correctly?, 

are the system's results adequate?, and is the information 

system in the correct state in terms of the relevant business? 

Sometimes processes must be stopped as soon as possible 

after inadequate situation has occurred, otherwise more 

serious problems could rise [19].  

Inadequate situations can be caused by many conditions. 

They can be caused by heterogeneous systems, which are 

developed at different times and used in a variety of 

companies. Problems can arise due to poor software quality 

and lack of testing. Problems may also occur due to incorrect 

user actions: incorrect execution of business functions, a 

breach of the input restrictions, or the timing and sequence of 

process steps.  

For example, if warehouse system is not updated with 

payment information from accounting system timely, goods 

cannot be issued to customer. On the other hand, this 

situation is unacceptable for the customer, who has done 

payment according business process. Obviously, in this case 

there is no reason to look for errors in information system, 

but a person should monitor that payment data are imported 

timely. This is basic task of runtime verification – to verify 

systems execution in their runtime. 

The authors [19] propose a solution for business process 

runtime verification (see Fig. 5). The basic idea of the 

solution is to run a separate verification process for each 

controllable business process (further – base process). 

Verification processes are described in DSL that has been 

developed in conjunction with the solution. A base process 

typically is executed by information systems, while 

verification processes should be executed on the basis of 

independent and external controlling software (further – a 

controller). The steps of the verification process are linked to 

base process steps and are described by events that 

acknowledge the execution of the each base process step. 

Base processes can be executed manually or automatically 

by computer, and verification processes are executed 

independently. Each of base process steps makes some 

changes in the process “memory” (usually stored in database 
or file system). The verification controller receives 

acknowledgement from event agents about base process 

memory modifications, therefore identifying inconsistencies 

between the received information and the description of the 

verification process. If inconsistencies are detected, then they 

are reported to the support staff. 

 

Fig. 5 Runtime verification 

The solution provides a number of interesting possibilities, 

which bring us closer to the goal defined by ideas of 

autonomous computing: 

• runtime verification can be done without 
modifications of the base process 

• process verification can be added dynamically to 
legacy systems 

• verification does not depend on modelling language 
used for process description, it depends only on 
possibility of verification agents to identity events of 
the base process. 

Likewise, some solution limitations must be taken into 

account: verification mechanism can detect only those base 

process steps which leave some modifications in the systems 

„memory”. Otherwise verification agents cannot work as 
external process, but must be incorporated into the base 

process.  

However, it must be stressed that the proposed solution 

can significantly reduce monitoring load of information 

systems’ operational staff. It automates business process 
runtime verification that typically is done manually and not 

continuously. 

IV. CONCLUSION 

There were spent several years on research to achieve 

goals similar to autonomic computing – facilitating the use, 

maintenance and development of systems by including 

support components in them. The conclusions are as follows: 

• several components, created using smart 
technologies, can provide good support in use, 
maintenance and development of information systems 
which are easy enough to implement for a 
small/medium size organization; 

• there are quite many functions, which could be 
supported by respective smart technologies, for 
instance, data quality control, confidentiality control, 
built-in privacy protection [20], performance 
monitoring, availability monitoring, selecting 
environments for software compatibility testing [21], 
automatic testing of WEB services [22] and others; 

• smart technology enabled systems are currently not 
very common due to the fact that these ideas are not 
popular enough yet; with increasing complexity of 
information systems, smart technologies will surely 
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grow in importance and will help to deal with 
complex system development and maintenance 
issues. 
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Abstract— The paper sets out from a central proposition that 

the concept of adaptive case management (ACM) bears on the 

evolution of business decision support and knowledge 

management in modern businesses. While presenting the state 

of the art in efforts to blend enterprise resources 

planning/business process management (ERP/BPM) systems 

with knowledge management systems (KMS) and decision 

support systems (DSS), the authors observe that the classical 

platform combining ERP/BPM with KMS and DSS was based 

on the interaction of three separate layers/subsystems and that, 

throughout the past decade, that approach proved satisfactory. 

However, in the last few years it has been increasingly felt that 

the approach to business process management and enterprise 

resource planning, as well as to their integration with 

knowledge management and decision support, needs to be 

modified. The dynamic and adaptive nature of some business 

processes poses challenges that the classical BPM approach 

cannot adequately address. Adaptive case management has 

been developed to better cope with such challenges. It makes it, 

on the one hand, easier to align a business to rapidly changing 

requirements and conditions, and, on the other, it allows 

organizations to more effectively exploit the potential inherent 

in organizational knowledge and information resources. The 

paper discusses the evolution of KMS and DSS from the 

perspective of their application in ACM environments. 

I. THE ORIGINS OF, AND RATIONALE FOR, ADAPTIVE CASE 

MANAGEMENT 

HAT has long been demanded of information 

systems is that they move away from the prevalent 

control flow perspective, commonly adopted in the BPM 

area, toward the data perspective[1]. Attempts to meet these 

expectations have led to the emergence of a new class of 

information systems built around the approach known as 

adaptive case management. 

                                                             
  This work was not supported by any organization 

 

Fig.  1 The classical BPM approach vs. modern ACM. 

 

The term “case” represents a generalization of any activity 

by so called “knowledge workers”, whose efficiency Peter 

Drucker sees as a principal challenge of the 21st century [2]. 

 

Unlike in classical BPM, under adaptive case 

management processes are of dynamic character, since they 

are not defined until at runtime. To master the 

unpredictability of processes and hence facilitate process 

management in contexts where processes are mostly 

complex and where relevant decisions are affected by a large 

number of factors, more and more organizations choose to 

switch to adaptive process management systems [3]. 

ACM allows perfect visibility and full control of each 

specific case, whether it is handled by a predefined or an ad 

hoc process, or by a combination of the two.  

 

Fig.  2 A typical ACM implementation environment. 
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In a dynamic process management environment, 

operators/managers, i.e. knowledge workers, can be creative 

and innovative in performing their work, in that way 

contributing to organizational knowledge management and 

creation.  

 

To distinguish the role of process operator from that of 

temporary process participant, under ACM the former has 

been redefined and termed as the knowledge worker.  

Van der Aalst uses the “blind surgeon” metaphor to illustrate 

the differences between the two [4]. Under the traditional 

approach to processes, a participant has a partial view of the 

whole process, usually limited to the step in the process at 

which the participant is supposed to make a business 

decision.  

 

The knowledge worker, on the contrary, has a complete 

insight into information on the case or process. Knowledge 

workers constitute a new category of specialized staff whose 

job is, in the first place, to utilize and exchange knowledge 

in a productive manner. They are responsible for the 

generation and implementation of new ideas that enable 

organizations to align their strategies with the increasingly 

rapid changes taking place in the business environment; they 

do so, primarily, through searching, exchanging, combining 

and utilizing knowledge inside as well as outside the 

organization. 

 

An enterprise that is run in compliance with the ACM 

concept will be able to seamlessly combine its core activities 

with an ability to generate and verify innovations daily [5]. 

Allowing operators to dynamically modify their processes 

(and business rules, too), the enterprise management system 

as a whole opens up to creative initiatives from staff at large, 

while at the same time preventing chaos that could arise as 

an outcome of unharnessed changes made to the operating 

properties. In addition, since it possible to examine the 

outcomes of changes as they emerge, information on which 

practices and solutions produce the best results and which 

yield the worst can be appended to organizational collective 

knowledge. This stands for actual day-to-day improvement 

and adaptation of business processes, relying on the best 

knowledge of a large portion of personnel and getting 

validated through feedback from customers. 

 

The greatest benefit in deploying dynamic ACM-based 

business process management is that large enterprises can 

regain agility and responsiveness that makes them capable of 

operating and competing in a rapidly changing marketplace. 

Making it possible to actually delegate work and 

responsibility to process operators without the risk of losing 

control of the currently running processes, ACM permits 

large enterprises to manage their knowledge on an everyday 

basis through: 

• creative, proactive experimenting based on 

continuous, even if modest, changes, introduced by 

a number of process operators and leading to 

gradual accumulation and dissemination of 

knowledge, 

• validation of existing knowledge and elimination of 

outdated information that no longer meets 

customers’ requirements or competitive challenges. 

 

As a precondition, organizations must be able and ready 

to adjust their policies and operating properties on an 

everyday basis as well as to continually update their 

knowledge on the actual and likely needs of their customers. 

Adaptive management of business cases is an extension of 

classical process-based management and an attempt to bring 

it together with the concept of a learning organization.  

 

One of the cornerstones of ACM is the overarching belief 

that any organization should continuously expand and 

process its knowledge on the mechanisms governing its 

business environment and that this management model is not 

only more effective but indeed a prerequisite for its ability to 

keep pace with the unprecedented dynamics of changes in 

present-day markets and customer expectations. It is often 

alleged that ACM aims to create a learning organization. 

Clearly, it streamlines the processes inside an enterprise at 

several levels, affecting managers as well as personnel.  

 

In course of its business activity, a company creates, 

accumulates and validates knowledge, which is then used to 

evaluate and support business decisions. By this token, an 

ACM system can use business processes in the following 

ways:  

 

1. As knowledge sources; 

2. As a space for organization-wide, innovation-driven 

knowledge creation and limited experimentation; 

3. For knowledge preservation and in database building 

to bypass the need to set up and operate another 

system.  

 

II. THE LEGACY REFERENCE ARCHITECTURE 

In business practice, the most common enterprise-level 

system architecture consists in mounting decision support 

and knowledge management subsystems on top of business 

process management and enterprise resource planning 

platforms.  
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Fig.  3 The classical corporate work platform 

 

Platforms designed in this way would make it possible to 

use information resources (business rules, workflow 

mappings, standardized management procedures, etc.) in 

order to build explicit knowledge and, consequently, develop 

knowledge management systems and address better support 

to decision making processes.  

This approach involved several problems, the information 

flow being the fundamental one. Each layer had to be 

integrated with the others, which required months of 

analytical and design work focusing on a metadata model 

enabling the exchange of information between the 

component layers. For each layer, constituting a subsystem 

on its own, a specific conception had to be developed for its 

integration with the other components.  

Another feature that users emphasized fairly often was the 

static mode in which knowledge and decision support were 

built. Where BPM processes had been defined and designed 

in advance, the values added by the DSS that the users 

mentioned the most often were decision process automation 

(the addition of another layer in the workflow) and instant 

updates to process flows to keep pace with external 

regulatory changes. Just like the DSS, beyond the 

stabilization phase of the underlying BPM/ERP system the 

knowledge management subsystem did not further 

contribute to increasing the corporate intellectual potential 

by expanding its knowledge base.  

What users most complained about was that systems so 

designed were not adaptable enough. Decision support 

systems perform best in dynamic environments where 

decisions are complex and the response path cannot be 

defined in advance. However, in the architectures described 

above, most decisions are known at a very early stage (the 

BPM process map pre-defines all options to choose from, 

leaving no room for dynamic processing and decision 

making).  

The same was, to a large extent, true about organizational 

knowledge building. In an architecture raised on a static 

foundation, a knowledge base is built most effectively at 

initial stages of the system’s functioning, i.e. right after it 

has been put in place, while its subsequent use does not 

contribute much value to the knowledge base as no new, 

unique business cases come up.  

The paper aims to demonstrate that that the ACM concept 

can successfully replace the classical approach involving a 

separate DSS and KMS mounted on top of a static 

BPM/ERP platform 

 

A. Figure 3 shows architecture composed of three separate 

layers, which can be considered as the most mature and 

most tested solution to date.  

III. ACM FROM THE DECISION SUPPORT PERSPECTIVE 

Just like the decision making process itself, the decision 

context and the process context will change dynamically in 

the course of decision making as the cases are being 

handled.  

 

From a business perspective, DSS is often regarded as 

part of ACM. Fischer et al.[6] define the key DSS features as 

follows: 

• developing socio-technical environments that 

support and empower users to engage in the 

process of system development not only at 

design time but also at use time, 

• supporting social creativity by providing the 

technical and social conditions for the exchange 

of ideas during discussions, debates, 

brainstorming, co-creation sessions, and other 

forms of vivid collaboration,  

• combining art and design in the processes of self-

realization,  

• use of meta-analysis for comparing, combining, 

synthesizing, summarizing, specifying, and 

generalizing of previous studies.  

 

A popular definition of ACM asserts that it is “a 

collaborative process of assessment, planning, facilitation 

and advocacy for options and services to meet an 

individual’s holistic needs through communication and 

available resources to promote quality cost-effective 

outcomes” [7]. Under this definition, ACM can be perceived 

as a platform comprising a decision support system. 

 

Clyde Holsapple, one of the fathers of the DSS concept, 

commented that “… DSS architecture does not define what 

DSS is; rather, it functions as an ontology that gives a 

common language for design, discussion, and evaluation of 

DSS.”[8] This perception of DSS corresponds with 

Lambert’s opinion that “… the architectural design should 

set a common level of understanding among technical, non-

technical and management participants.” [9] Suresh 

Basandra, on other hand, believes that “… system 

architecture is the process of partitioning a software system 

into smaller parts.” [10] These insights bring us to 

Holsapple’s 2008 definition of the DSS architecture: “DSS 

architecture is a general framework that identifies essential 

elements of a DSS and their interrelationships.” [11] 

 

Substantial research conducted by the authors at the 

request of several business enterprises employing ACM 
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systems indicates that most such systems have similar 

business goals concerning decision support: 

• to support the knowledge worker in making 

optimal decisions in each and every case, 

• to deliver faster and more accurate case resolution, 

• to improve agility by following business rules in 

deploying decision support. 

 

Within existing decision support systems, the control 

function is performed via meta-knowledge subsystems (like 

norms, axioms, ontologies, etc.). The development of a 

meta-knowledge subsystem is driven by the double loop 

pattern of knowledge development. The primary feedback 

loop, which is characteristic of adaptive learning, involves 

detection and rectification of deviations from operational 

norms. The secondary loop, found in the so-called 

generative learning, is responsible for creative modifications 

to operational norms. 

 

Likewise, ACM system users will build up corporate 

knowledge using IT tools and social mechanisms to bring 

tacit knowledge (i.e. the staff’s expertise and individual 

experience) to broader use in case processing. 

 

It is essential in any DSS project to thoroughly analyze 

interactions among business owners. As Frederic Adam has 

it, “… [M]anagers are not seen as atoms but as active, 

purposeful agents. It is possible to visualize the Decision 

Making Network (DMN) and to investigate what happens 

within the networks as the organization tackles a Decision 

Situation.” [12] 

 

ACM could be viewed as an IT platform including an 

integrated decision support system. The DMN can be then 

identified with a process map that visualizes all possible case 

states and provides process managers/leaders with a 

profound insight into the business. 

 

Fig.  4 A model of relationships between ACM and DSS 

Those having to cope with less structured decision 

problems will normally need to have a good understanding 

of the problem solving process and to be familiar with the 

applicable techniques. Without this know-how, users 

situated beyond the operational level might not be able to 

use the system resources efficiently: even if an expert system 

is activated to provide them with support in choosing the 

most suitable tools (models) for their problem, the choice 

has to be ultimately made by the user. Observation reveals 

that the most common reason why some systems are not 

used in tactical or strategic problem solving is not the 

technology itself but the relatively high demand they put on 

users’ competence (knowledge base). 

 

ACM helps manage the unpredictable by enabling 

knowledge workers to effectively cooperate and share their 

knowledge, thus improving the functionality of a decision 

support system. 

 

Users engaged in solving tactical and strategic problems 

will rather expect the system to become a “partner in 

problem solving.” Interestingly enough, we have found that 

the lowest skill levels are associated with the highest 

expectations from the system, including a proactive attitude 

in assisting the user. Conversely, the expectations of most 

advanced and creative problem solvers are limited to being 

offered an efficient technology and a rich collection of 

presentation tools. 

 

What is expected from the system in such circumstances 

is, in the first place, adaptability and expandability through 

appending new decision models. Not only does the DSS 

have to offer the requisite decision modeling tools but it also 

needs to be able to instantly integrate (owing to bidirectional 

data interchange) with dedicated external systems tackling 

specific business problems. 

 

The ACM model typically includes a special resource 

containing knowledge on the business processes utilized in 

decision making (decision workflows). Identifying the key 

business processes and analyzing the decision making 

processes intrinsic to them makes it possible to accumulate 

knowledge needed to discover and assess relationships 

between decisions and their outcomes. This appears critical, 

in the light of our research, for decision analysis at all levels. 

 

Our survey indicates that the most frequently used 

creative problem solving tools include:  

• context-sensitive help along with access to 

historical data and similar cases,  

• group work support tools, such as discussion 

forums or (widely popular) instant messengers. 

 

IV. ACM FROM THE KNOWLEDGE MANAGEMENT 

PERSPECTIVE 

 

A company’s body of knowledge is partitioned and 

distributed among staff and across worker groups; before it 

can be brought to productive use, it has to be properly 
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organized. Any modern enterprise needs to have a 

knowledge management system, which can be described as a 

complex blend of understanding and experience, explicit and 

tacit knowledge, material and social technology [13] 

 

The following are the principal goals of knowledge 

management in organizations:  

• To make the most of the knowledge that is already 

available within the organization,  

• To create new knowledge, and  

• To increase the understanding of knowledge.  

 

It has taken some time for companies and researchers to 

realize that, besides data as such and besides information 

that can be interpreted by humans, there exists another vital 

resource that becomes increasingly crucial to a company’s 

performance but cannot be captured and managed via 

standard information management methods – and that is 

knowledge. It can be either explicit knowledge, readily 

accessible e.g. from an internet portal, or tacit knowledge 

that resides in the staff’s minds and originates in their 

individual experience, training and talent. 

 

Fig.  5 A model of interrelationships between organizational resources. 

 

Nonetheless, efficient knowledge management alone does 

not ensure success in business. David Pollard argues that 

businesses survive and achieve success not because they 

give a lot of attention to managing their knowledge but 

because they manage their operations better than their 

competitors do [14]. The ACM concept, and the instruments 

it offers, can help organizations optimally utilize their 

knowledge repositories as a resource and to run their 

business adaptively, thus increasing their competitive edge.  

 

ACM tools, such as the IBM Case Manager or Pega 

SBPM, offer knowledge workers a wealth of opportunities to 

communicate their ideas, observations and suggestions, and 

to establish best practices, at the same time increasing their 

autonomy in the workplace.  

 

A survey of industry leaders such as Ford Motor 

Company, PWC, LLP, Hewlett-Packard or Arthur Andersen, 

conducted by the American Productivity & Quality Center 

(APQC), has revealed the presence of processes and features 

typical of learning organizations [15]. Of these, the 

following five elements seem to be of critical importance:  

 

Knowledge sharing that occurs in solving problems or with a 

view to delivering better business results. Different 

approaches are pursued; in some companies, executive 

management is involved, while in others preference is given 

to the use of internet-based knowledge bases or to 

knowledge sharing among staff during problem resolution. 

 

This aspect of knowledge management has become a 

central element of the ACM concept. Information on each 

business case is stored in the system and retrieved by staff 

engaged in handling cases as they collaborate in case 

processing and closing. Modern information technologies 

can provide support for group work through communicators, 

messengers, social networks, and corporate portals, helping 

exchange insights, comments, and case processing 

information – thus facilitating knowledge creation and 

knowledge sharing. 

 

There is a high degree of awareness of the relationships 

between knowledge acquisition, knowledge sharing, and 

achieving business objectives; the staff appreciate the 

importance of knowledge sharing and understand its 

contribution to the accomplishment of their company’s 

strategic goals.  

 

It should be noted that, from the ACM perspective, 

information (e.g. process-related data) is construed as a tool 

for knowledge creation rather than part of knowledge itself 

[16]. This is a fundamental difference that has practical 

consequences for the approach adopted toward knowledge 

management. Gilbert Probst, Steffen Raub and Kai 

Romhardt assert that knowledge is a collection of 

information and capabilities employed by individuals in 

problem solving [17].  

 

Under ACM, the conception of knowledge management 

conforms to the definition adopted by the NASA: 

“Knowledge management is getting the right information to 

the right people at the right time, and helping people create 

knowledge and share and act upon information in ways that 

will measurably improve the performance of an organization 

and its partners.” [18] 

 

The company’s principal values are closely related to self-

development, cooperation and knowledge sharing; 

knowledge management is well deliberated and embedded in 

the organization’s business strategy.  

 

At a time of economic downturn, new challenges will 

arise for business enterprises, forcing them to seek 

improvements to flexibility, innovation, and responsiveness; 
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it is also necessary to take a new outlook on human capital – 

each company’s prime asset – with its competencies, 

autonomy, and responsibility. Adaptive case management 

systems respond to companies’ real needs by offering them 

dynamic handling of business processes on the one hand, 

and effective communication and knowledge management 

mechanisms on the other. In the world of today, success is 

founded not so much on a careful orchestration of corporate 

processes, but rather on an organization’s ability to instantly 

adapt, make quick decisions, and use intuition and 

knowledge management in adjusting its process flows to 

changing business conditions.  

 

In his 1999 typology, Skyrme proposes a distinction into 

six types of knowledge: 

 

• Know-how – i.e. individual skills and familiarity 

with procedures, 

• Know-who – the kind of knowledge that triggers 

access to required resources; acquaintance with 

people who can help find the answer or perform 

a task,  

• Know-what – or structural knowledge, e.g. 

acquaintance with pertinent patterns, 

• Know-why – or “deeper knowing” that enables one 

to interpret the information one already has and 

understand the broad context of whatever one does,  

• Know-when – a sense of the right timing and rhythm 

for an action, 

• Know-where – an awareness of the place and 

context in which an action would be best performed 

[19]. 

 

The latest ACM systems make use of all the above-

mentioned types of knowledge. Within such systems, the 

knowledge of how, what, where and when is readily 

available and easy to access and modify.  

 

The business owners of respective processes define 

instructions and types of documents required in process 

handling, as well as tasks and roles to be performed in 

solving business cases. Depending on the type of case being 

processed, relevant properties are displayed to the case 

manager. The know-how of every assignment (i.e. how it 

can be best completed within a specified time) is available 

throughout the system, easy and intuitive to find for each 

ACM user.  

 

It is different with knowing who and why. ACM supplies 

knowledge workers with ample functionalities supporting 

e.g. task delegation or, notably, the creation of a hierarchy of 

experts whose assistance is instrumental to resolving a given 

case. Owing to social networking services (e.g. setting up a 

team room for experts designated by the system to sort out a 

specific problem), the knowledge of who can help process a 

case and why a particular decision should be taken is 

broadly utilized and dynamically expanded.  

 

The knowledge management style, as well as its structure 

and language and the extent to which it has been formalized, 

are aligned with the organization’s culture and work 

environment.  

 

ACM software packages contain rich collections of 

personalizable tools providing whatever organizational and 

technical means it takes to raise organizational competence, 

improve the staff’s education and learning capability, and 

boost up collective intelligence. It supports the development 

and use of state-of-the-art mechanisms for semantic content 

analysis and industry-specific glossaries aiding 

communication among knowledge workers within an 

organization. Owing to enhanced text analysis techniques, it 

makes it possible to discover trends, patterns and 

relationships in unstructured data as well as in related 

structured data. The resulting observations become part of 

organizational knowledge and can be used in decision 

making, forecasting, and setting business targets. In ACM 

environments such as the IBM Case Manager, the user 

interface and the system vocabulary are customizable and 

can be adapted to the language specific to a given 

professional/business area (e.g. medical or other discipline-

specific terminology).  

 

Managers engage in promoting attitudes and behaviors 

involving cooperation and knowledge sharing.  

 

In organizations that are managed in line with the ACM 

concept, core activities go hand in hand with a drive for 

daily innovation. Given the process operators’ ability to 

dynamically adjust and fine-tune their processes, the 

enterprise management system as a whole becomes open to 

creative initiatives from most staff while at the same time 

avoiding the risk of disorder that might result from 

spontaneous changes to operating norms. In addition, being 

able to observe the outcomes of changes, the organization 

can incorporate findings on best and worst practices into its 

body of collective knowledge. This stands for actual, day-to-

day improvements and adjustments to business processes 

based on knowledge contributed by a large number of staff 

and on feedback from customers. Instead of hierarchical 

relations and work division, ACM offers autonomy that 

enables staff at lower levels to create knowledge and transfer 

it to higher levels, where new solutions are assessed and 

approved by senior executives in recognition of their staff’s 

initiative and enthusiasm. 

 

From the perspective of knowledge management, most 

ACM systems are characterized by several fundamental 

properties. Depending on specific organizational conditions 

and requirements, the system’s design should embrace 

socially or technically oriented knowledge management 
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tools. An ACM system framework must aim to integrate all 

of the company’s functional areas as well as all of the 

existing management subsystems.  

 

Fig.  6 A model of relationships between ACM and KM. 

Benefits that can be expected in relation to the 

introduction of a support system for knowledge management 

(e.g. an ACM-compliant one) include improvements to 

organizational knowledge distribution, innovation 

management, and knowledge transfer (sale). Deloitte & 

Touche point out another two rewards: 

• enhanced internal efficiency – dissemination of best 

practices, innovative concepts and valuable 

experiences,  

• increased loyalty – establishing and strengthening 

ties between staff, customers, shareholders, and 

suppliers [20].  

 

One can easily endorse Ernst & Young’s definition of 

ACM as “a framework or system designed to help 

companies capture, analyze, apply, and re-use knowledge to 

make faster, smarter, and better decisions and achieve 

competitive advantage.” [21] 

 

V. THE NEW ORDER. 

The application of an ACM framework substantially 

increases the capabilities of platforms conforming to the 

classical architecture delineated in Chapter 2. Adaptive case 

management effectively combines BPM/ERP components 

with a dynamic approach to business case management.  

 

In a world where business processes are unpredictable due 

to their complexity and the number of factors affecting 

decisions, more and more organizations choose to shift to 

adaptive process management systems such as 

adaptive/advanced case management [22] or dynamic case 

management [23].  

 

The above can be illustrated by a business process 

involved e.g. in construction projects or loan application 

processing. Each must be tackled differently, in a manner 

specific to the type of project or suited to a customer’s 

unique requirements. Since it is impossible to predict and 

model all types of projects and all customers’ likely needs, 

there has to be a way to dynamically adjust a business 

process to specific contexts and individual requirements. 

Process management cannot be therefore reduced to merely 

reiterating a process according to an established routine, 

even if the process has been perfectly optimized. Attention 

to customers’ individual tastes and requirements means that 

processes in an organization must be individualized, too. 

The advantages exercised by small, innovative and fast-

adapting businesses over large international corporations 

demonstrates that the key to success is no longer in process 

optimization alone but that it should be sought in an ability 

to dynamically adjust a process to customers’ requirements 

and address effective support to organizational decision 

making and knowledge management. Large companies 

spending enormous amounts of money on introducing new 

management methods and complex information systems 

cannot dream of the flexibility that comes as natural to small 

family businesses.  

 

To overcome this increasingly evident paradox, it is 

necessary to extend the classical architectural model of a 

corporate platform described in Chapter 2. Given the need to 

deliver swift performance demanded by customers and the 

number of processes running parallel, process owners should 

not bear the sole responsibility and powers for analyzing and 

adjusting their processes. With ACM, that responsibility is 

shifted toward knowledge workers. Within their delegated 

powers, knowledge workers are allowed to make changes to 

the processes they are engaged in, just like process leaders 

would. This functionality, coupled with the integration of 

decision support and knowledge management subsystems 

into the ACM architecture, provides a vantage point over 

companies whose operations are based on the classical 

BPM/ERP+ DSS + KMS model.  

 

Under the traditional approach, the staff tackling a process 

are forced to execute an algorithm developed on the basis of 

a standard process map, i.e. designed in accord with the 

knowledge workflow that was in place at the time the map 

was made. As the conditions for process execution will vary 

in practice (e.g. there do not exist two identical consulting or 

development projects) and no two processes are in fact 

performed in the same way, it is advisable that standard 

processes be adjustable to implementational requirements by 

their direct executors[24]. The classical process 

improvement cycle administered by process leaders, 

involving such subsequent steps as process modeling, 

performance monitoring, formulating conclusions and, 

eventually, utilizing the findings to improve the process, is 

far too slow and therefore inadequate. What is more, in the 

event that certain clients have conflicting expectations, it 

might be impossible to design a “universal” process that 

could be accepted by all the stakeholders.  

 

The ACM approach, incorporating a DSS and a KMS 

working parallel, is particularly useful in designing 
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processes that are not known in advance, which is what 

occurs e.g. in court proceedings or in medical treatment. In 

such processes users have to be given the capability of 

dynamically modifying and creating tasks within each 

process. These users are therefore referred to as knowledge 

workers. Owing to ACM, not only organizational knowledge 

is built in the KMS, but also the DSS becomes a much more 

valuable tool, helping make even the most difficult decisions 

concerning a wide variety of business cases.  

 

A dynamic management strategy allows concentration and 

intensification of efforts directed at supporting decision 

processes and organizational knowledge building, while 

catering to the most unique expectations of clientele.  

 

Under the classical three-layered architecture (BPM/ERP, 

DSS, KMS), platforms typically suffer from delays arising 

from the necessity to involve process leaders in making 

process-related decisions and from the very limited 

possibility to establish systemic, institutional links between 

the company’s core activity and knowledge management via 

a process based system. Given the current pace of changes, 

top executives or process leaders are increasingly unlikely to 

be able to react timely.  

 

At the heart of ACM is the belief that an organization 

must never stop expanding and refining the knowledge it 

already has on the mechanisms governing its business 

environment, and that management methods founded on this 

belief are not only more effective but simply constitute a 

precondition of an organization’s responsiveness to the 

incredibly robust changes in present-day markets and in 

customers’ expectations. Another distinctive feature of 

ACM, perhaps just as important, is that it can effectively and 

efficiently support knowledge workers in making business 

decisions. It is frequently stated that ACM enhances 

organizational learning to the extent that it represents a step 

toward the building of a learning organization, since internal 

process improvement takes place at several levels, affecting 

both personnel and managers. It should be also underscored 

that ACM comprises fully-fledged and fully integrated, 

tailor-made decision support and knowledge management 

subsystems that do not need to be integrated through 

individual system integration projects.  

 

The benefits of ACM and the development potential of 

this methodology have already been recognized by software 

vendors (e.g. IBM Advanced Case Manager). A major 

emergent trend in software development is to remove 

inflexibilities attributable to the posture whereby processes, 

once identified, are treated as a binding blueprint for action. 

ACM is different in that it allows users of corporate software 

applications to take initiative in performing actions that have 

not been envisaged at identification and design stages. As a 

result, dynamic ad hoc processes are simpler and easier to 

model.  

 

ACM systems account for better results in knowledge 

management and decision support owing to:  

 

• reducing the process description stage to preliminary 

modeling or to the modeling of known, invariable 

elements, subject to subsequent supplementation 

and expansion via the learning mechanism built 

into the knowledge management system; 

• significant acceleration of process improvement by 

allowing both process operators and process leaders 

to modify processes, whether in steps or leaps; 

• enabling instant dissemination of the knowledge 

inherent in process innovations through the 

integrated knowledge management system. 

 

When fully exploiting the potential of ACM-class 

systems, companies can extract process-related knowledge 

that has so far been tacit or hidden and in that way find out 

about processes that cannot be structured by defining 

straightforward, clear-cut algorithms (process maps). This 

makes it possible to substantially accelerate the acquisition 

of knowledge about processes, thereby reducing or 

eliminating the time required for their formal identification. 

In effect, organizations should be better prepared to seize 

emerging opportunities and make optimal decisions, which 

will affect not only their current performance, but their 

ability to survive in the market as well. Therefore, it seems 

that the classical approach is likely to be soon abandoned or 

modified, and business optimizations will be chiefly 

conducted using ACM. 

 

 

Fig.  7 The architecture of the IBM Case Manager. 

As shown in Figure 7, elements accounting for group work, 

knowledge sharing and knowledge discovery (Connections) 

as well as those responsible for the definition and 

optimization of decision making rules/procedures (Rules 

Management) form an integral part of an ACM solution.  

VI. A CASE STUDY 

JM Family Enterprises, Inc., founded in 1968, is a 

diversified automotive company ranked by Forbes as the 

27th-largest privately held company in the U.S. The 

introduction of an advanced case management platform has 
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affected a number of its core businesses, including World 

Omni Financial Corp. – a major US car finance company.  

 

At World Omni ACM has, in the first place, improved 

customer service by enabling service associates to access all 

relevant information concerning a customer’s case and hence 

provide a quicker and more reliable response regardless of 

where the loan/lease servicing request is initiated. ACM 

helps the company manage information and knowledge as 

the customer requests arriving from multiple sources, such 

as phone, fax, mail or e-mail. When a loan/lease request is 

received, an associate initiates the process by completing 

appropriate electronic forms or templates and electronically 

attaching any associated documents. Such approach 

structures the case data and improves decision process. 

Inputting information into electronic forms removes the need 

to re-key data and, owing to integration, makes it possible to 

share data with mainframe and client-server systems that are 

part of the loan/lease servicing process. 

 

At the same time, the elimination of paper-based 

documents has further streamlined the loan/lease process and 

resulted in a corresponding “green benefit” meaning that 

approximately 168,000 pages of paper are no longer printed 

annually. Moreover, it translates directly into the 

optimization of knowledge workers’ daily duties. 360 degree 

view for the case information and data is used for decision 

support in key process steps. 

 

Following is an overview of the key benefits obtained by 

JM Family in particular business areas through the 

deployment of an advanced case management system: 

 

• Customer service. At its locations in Mobile, 

Alabama and St. Louis, Missouri, the World Omni 

call center employs more than 700 customer service 

associates and processes tens of thousands of 

automobile loans and leases annually. Originally, 

the customer service process was complex and 

involved sizeable volumes of paper documents, 

frequent interaction with customers, and multiple 

information sources and systems. Each loan/lease 

servicing transaction had to pass through a 

specified sequence of steps engaging many 

associates and including a number of approval and 

audit levels. Now all the necessary customer data, 

along with the requisite knowledge (information 

regarding a customer’s case, transaction history, 

staff’s comments and shared expertise), are 

available in each single case, providing for an 

ability to deliver a quick and reliable 

response/decision regardless of where the 

loan/lease servicing request is initiated. This is 

example for using ACM system for better 

knowledge utilization and making more accurate 

business decisions. 

 

• Better punctuality and efficiency corresponding to 

shorter response times in handling customer 

inquiries. The implementation of case management 

has resulted in improved access to information and 

knowledge pertaining to a customer case. As a 

result, knowledge workers can make better-

informed and timelier business decisions. 

Electronic document management and distribution 

enhances productivity by removing the delays 

arising from the need to wait for information 

required to complete a task. 

 

• Enhancing business outcomes, which translates 

into increased customer satisfaction. Working with 

IBM, JM Family has achieved its primary goals of 

improving customer service and raising 

productivity. Customer service associates can now 

quickly determine the status of a loan or lease 

service transaction – a task that previously required 

significant manual effort. A comprehensive view of 

each customer’s case allows associates to update 

account data and have changes applied consistently 

across all systems involved in the process. In 

addition, the ACM system lets knowledge workers 

collaborate and exchange their knowledge about 

optimal processing (automatically contributes to 

organization’s knowledge base). As a result of 

business process automation, loan/lease 

transactions are now finalized more quickly. JM 

Family has also achieved its secondary goals 

relating to: improvements in data quality, paper 

reduction, better compliance with corporate 

reporting requirements, and the ability to monitor 

process performance metrics. JM Family estimates 

savings at approximately $202,000 annually and 

anticipates further savings as additional business 

processes become automated.  

 

• A better organizational culture, underpinned by 

the characteristics of lean manufacturing. All of 

the customer content has been organized into 

dedicated information silos. This move has been 

applied consistently across the entire organization, 

and the idea of a single central backbone for 

information has led to the emergence of a better, 

more mature organizational culture. The benefits 

are reflected in reduced operating costs and 

increased efficiency that have been accomplished 

by improving the management and distribution of 

relevant information and knowledge. Not only has 

JM Family improved the loan and lease processes, 

but the company’s progressive IT culture has 

motivated it to strive for continual process 

improvement with ACM. 
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• Market forecasting, costs of decision prediction, 

business optimization. Case managers need an 

insight into workloads and processes to optimize 

case handling and to be able to find out whether 

service associates are achieving key performance 

metrics. To support these objectives, JM Family 

utilizes the IBM FileNet Process Analyzer to record 

loan/lease servicing performance metrics. These 

data are then used by IBM BI software to generate 

daily performance reports, allowing continual 

monitoring of the automated loan/lease servicing 

process as well as of individual customer service 

associates participating in the process. Such 

approach is an example of directly contribution to 

DSS and to business performance overall.  

 

• Smart, rich data/content analysis. The ability to 

dynamically analyze customer content means that it 

becomes possible to catalog and organize content 

from multiple sources by exploring and aggregating 

JM Family information. Content exploration leads 

to new knowledge and understanding for making 

instant decisions about business value, relevance, 

disposition and category schemes in order to take 

action. “Decommission what’s unnecessary” means 

to cut down on costs and reduce risk by eliminating 

obsolete, over-retained, duplicate, and irrelevant 

content, along with the infrastructure that supports 

it. 

 

Employee productivity has been improved by enabling 

service associates to access all relevant information and 

enterprise knowledge regarding a customer’s case, which 

accounts for quick and reliable decision regardless of where 

the loan/lease servicing request is initiated.  

 

Annual projected savings of approximately $202,000; 

faster and more accurate response to customer inquiries; 

much less paper used to print out documents, which results 

in significant environmental benefits; improved compliance 

with corporate records requirements. ROI: 64%, payback: 

1.6 years. 

 

Improved data quality and reduced audit costs. By 

eliminating many processes that involved re-keying of data 

across systems, JM Family has reduced data errors to help 

ensure consistency and accuracy of data that are transferred 

between systems. New business processes have been 

designed to automate World Omni approval procedures and 

implement firm controls, thereby reducing the amount of 

auditing required. JM Family estimates annual savings 

attributable to cost cuts in audit steps at $68,000. 

 

Savings in case progression and resolution. JM 

Family’s reputation for technical innovation implied that 

advanced case management could be a key enabler and 

driver in improving the quality of customer service as well 

as the productivity of customer service associates. 

Additionally, it was recognized that ACM could help the 

staff improve knowledge management, decision support and 

other business processes throughout the organization. JM 

Family has chosen to use IBM software to gain the advanced 

case management insights that it needed to make the 

customer experience seamless. The software contributes an 

integrated process approach that combines electronic forms, 

business process integration and systems integration to 

optimize process automation. A flexible framework provides 

customer service staff with access to all relevant content for 

each case at every step regardless of source.  

 

Improved business visibility and transparency to 

further enhance compliance. JM Family has designed a 

process to automatically record the status of key processes as 

well as of the participants involved in reviews and 

approvals. JM Family employs the IBM Enterprise Records 

software to automatically capture and retain loan/lease 

documents in accordance with corporate compliance 

policies.  

 

Continuous improvement with case analytics. The 

ACM system implemented at JM Family offers high 

performance analysis of customer content, hence better 

monitoring of the automated loan/lease servicing process as 

well as of individual customer service associates engaged in 

the process. The continuous improvement policy, coupled 

with process knowledge retrieved from case analytics, has 

led to better business decisions resulting in significant 

savings. 

VII. CONCLUSIONS 

The paper has tried to highlight the reasons why adaptive 

case management could be considered as a valuable tool in 

both decision support and knowledge management. 

Admittedly, ACM is currently shaping trends in the 

evolution of both KMS and DSS – by adding vital dynamics 

to knowledge acquisition and management as well as to 

decision support. 

 

Fig.  8 ACM vis-à-vis organizational resources. 
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The new business model associated with ACM proves 

more effective and capable of satisfying most of the 

requirements of modern businesses.  

 

A dynamic management strategy permits concentration 

and intensification of efforts aimed at supporting decision 

processes and organizational knowledge building, standing 

for an ability to respond to even the most extraordinary 

customer expectations.  

 

The classical platform, whose architecture is divided into 

three layers (BPM/ERP, DSS, KMS), is clearly inferior to 

ACM in terms of efficiency. Furthermore, it offers limited 

possibilities of establishing systemic, institutional ties 

between a company’s core business activity and knowledge 

management via the system’s process-orientedness. Its 

adaptability is, on the other hand, increasingly compromised 

by executive and line managers’, as well as process leaders’, 

inability to deliver a timely response to rapid changes in the 

business environment.  

 

ACM represents the most recent model that comprises 

integrated subsystems responsible for knowledge 

management and decisions support. Its very design accounts 

for superior performance over the traditional approach based 

on a combination of distinct ERP/BPM, KM and DS 

systems. Its primacy has been demonstrated by a number of 

business case studies. 
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Abstract—The article describes the levels of use of electronic
business communities in the management of the city. The study
was  prepared  on  the  basis  of  data,  observations  and
investigation at Czestochowa City council,  in April  and May
2015.  The  research  are  related  to  the  development  of  the
concept of Regional Business Spatial Community (RBSC). City
Council,  along with service providers and providers of media
for  the  residents  work  for  regional  development.  Five  basic
levels were identified: informative, tender, negotiative, the level
of projects and of processes. In addition to the characteristics
of the levels, a qualification of the applied solutions and tools to
specific levels has been made. The analysis shows that in the
region of Czestochowa, relations at the level I to III occur. The
summary  indicates  directions  for  further  research  on  the
developement of electronic business community.

I. INTRODUCTION

ORE and  more  new  competencies  are  assigned  to

modern local self-government bodies. They affect the

operation  of  more  and  more  areas  of  local  life.  To

accomplish  the  tasks  assigned  to the  offices,  IT  tools  are

becoming  increasingly necessary. One of the effects of the

use  of  IT  tools  is  the  ability  to  create  electronic

communities.

M

Appointment  of  electronic  communities  in  cooperation

with the  local  administration  aims to  create  a network  of

cooperation between different actors operating in the region.

These communities can cover various thematic areas, can be

open  or  closed,  can  serve  to  establish  cooperation  or

continuous improvement of it.

This study takes the theme of development of electronic

communities  to  support  local  development.  Creating  a

regional electronic communities the assumption to facilitate

the  planning,  organization  and  implementation  of  various

projects. The assumptions of creating these communities is

to encourage the increase of the activity of different types of

entities functioning in the region [1].

In  this  consideration  of  these  concepts  for  electronic

development levels of the community were proposed.  The

arrangement of the shown levels is intended to indicate how

they should evolve the built communities [2]. The proposed

system of levels is the result of the analysis of several years

of  cooperation  of  the  authors  with  Czestochowa  City

Council  for  the creation  of  these communities  in order  to

implement selected urban projects.

II.  IDEA OF ELECTRONIC COMMUNITIES

The essence of electronic communities is to join entities,

enterprises, institutions and offices in one circle of interest

with  the  use  of  ICT  solutions  (information  on

communication technologies). This idea reminds the use of

social networking sites (e.g.  Facebook, Twitter, Instagram)

by individuals. These people voluntarily create an account in

order  to  communicate  and  exchange  their  views.  These

portals also allow for focusing on specific tasks, objectives

and  events.  Users  shall  provide  one  another  with

information and, this way, form interest groups.

In a similar way, around specific projects and initiatives,

enterprises, institutions and offices can be focused. Due to

the  geographical  spread  and  growing  importance  of

information  resources  in  modern  economy  and  business

processes,  emerging electronic communities are electronic-

virtual.  Obviously,  they  will  not  use  the  already  existing

social  networking  sites  for  this.  It  is  necessary  to  build

specific  environment  -  an electronic platform (e.g.  Spatial

Regional Business Community RBSC - see more [3]).

The  basis  of  the  platform  of  collaboration  among

electronic communities is an Internet service. Access to the

site can be open or closed. This means that only entities that

meet certain criteria can use it. Access to the website may

also  require  an  invitation  by  another  entity  or  have  the

appropriate  recommendations.  Users  of  the  service  can

create within its interest circles. These interests may affect

ongoing  projects,  investments,  management  of  the  region,

cooperation, etc. The implementation of these tasks requires

to supply the system with appropriate data and information.

The purpose  of  the scheme is  therefore  the integration  of

data  from  different  sources  and  from  many  entities.  The

collected data, according to specific tasks and access rights,

would  be  made  available  to  participants  in  the  electronic

community in cloud computing technology.

 The basis  for  the internet  system agglomerating  online

communities can be data from government offices and local

government,  such  as  maps,  records,  information  about

entities  operating  in  a  given  area,  information  about

auctions, investments held, etc. On the base constructed this

way  users  would  have  the  option  of  applying  their  own

information and data (which from the point of view of the

community could help to increase the value of the service),

from their systems, such as:
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- ERP  -  selected  information  about  the  transactions,

collaborators, owned resources [4], 

- GIS  -  Spatial  information  on  the nature  concerning,  for

example, distribution of real estate, infrastructure course,

scattering  branches,  commercial  premises,  the  work

carried out, etc. [5],

- CRM  -  selected  information  about  contractors,

collaborators,  needs  in  terms  of  cooperation,  missing

resources for specific investment or project, etc. [6].

The created website,  focusing on electronic communities

in a given region becomes a kind of data warehouse. The

system integrates data from different sources and in different

formats. Then, after establishing rules for access integrated

and aggregated data are made available to other participants

in the community.

The sharing of data may be controversial and it can raise

concerns. Data, information and knowledge are an important

part of the organization's resources. They are protected, as

this  determines  competitive  advantage.  Sharing  of

information  resources  within  the  electronic  community

therefore requires an appropriate approach and policy. So it

is  only possible to share such resources,  which,  in effect,

will  constitute  value  added  for  the  electronic  community,

and, at the same time, can bring tangible economic effects,

for example, will allow to gain a business partner, shorten

the  time  of  the  investment,  will  help  to  identify

inconsistencies or barriers.

III. LEVELS OF APPLICATION OF ELECTRONIC COMMUNITIES

The terms of reference of local government are appointed

by civil laws. In them they are contained lists of the areas

whose functioning is the responsibility of specific levels of

local government. The purpose of these offices is to organize

the  principles  of  functioning  of  the  individual,  identified

areas  of  life,  the  creation  of  entities  or  cooperation  with

relevant organizations. In addition, in certain parts of the act,

they  govern  the  responsibilities  and  roles  of  acceptable

administrative units. It is worth remembering that the tasks

of the local government bodies are not limited to regulation

of  specific  areas  of  social  life  and  making  administrative

decisions,  but  they  can  also  stimulate  local  activity,  both

social  and  economic.  The  aim  is  to  stimulate  local

entrepreneurship in various fields of human activity.

The  proper  functioning  of  local  government

administration  should  be focused  on  cooperation  with  the

environment. Electronic media may become one of the main

channels of both cooperation and mobilization of potential

partners. With it one can gain data about the needs occurring

in the region,  as  well  as  collect  the opinions  of  residents

about  the  planned  projects.  It  is  also  possible  to  keep

appropriate information in terms of policy and activities of

the office, as well as all types of projects carried out in the

area.  Electronic  media  can  be  an  important  channel  of

communication  between  the  office,  residents  and  all

stakeholders in the area.

When planning the rational use of IT tools in the activities

of  the  local  administration  and  in  the  broader  regional

management  thread,  the  application  of  criteria  should  be

defined. In these considerations mainly two criteria for the

areas of local community life and levels of cooperation were

taken into account.

The basic tasks of the governments of cities with county

rights in Poland include [7] :

- ensuring spatial order, 

- estate management,

- environmental  protection  and  nature  conservation  and

water resources, construction of roads, 

- building streets and bridges, traffic organization,

- protection of public transport,

- water supply and sanitation,

- tasks in the field of geodesy, cartography and cadastre,

- education, health and care of the third century people, 

- culture (libraries, theatres and other institutions), 

- protection of monuments of culture and nature, 

- public safety, 

- promoting the city, 

- social activation of residents, 

- creating the city's development strategy.

There  are  definitely  more  of  the  mentioned  tasks.

However,  this  citation  is  to  indicate  how  many  different

tasks public administrations of cities with district rights have

to carry out. To carry out these tasks, the office can create

special  units  for  specific  tasks  or  order  them to  external

actors.  In  some  areas,  the  office  can  stimulate  the

construction  of  infrastructure,  which  is  meant  to  enhance

local  entrepreneurship.  It  happens  that  in  some cases  the

local government must define a strategy of development of

the administrative unit, which may cause stimulation of one

sector  of  the  economy  at  the  expense  of  another  (for

example,  the  conflict  between  cumbersome  industry  and

tourism - especially characteristic for places situated in an

attractive tourist area) [8].

In  view  of  the  fact  that  local  authorities  are  elected,

making decisions of a strategic nature for the development

of the entity must be consulted with representatives of the

local community and gather the opinions of residents, take

into consideration local needs and ideas for the development

of the unit. Very often local authorities are held accountable

for  actions  they  have  taken  for  the  development  of  the

region and the results they have.

Therefore, their activities must be carried out in different

areas and at different  levels of cooperation. Analysing the

contemporary  principles  of  functioning  of  local

governments,  the  following  levels  of  cooperation  can  be

indicated (compare to [9]):

1. Information.

2. Tender.

3. Negotiation.

4. Projects.

5. Process.

At the level of information offices collect data about the

needs occurring in the region and inform themselves about

their  own  activities.  This  may  involve  both  information

about  the  activities  of  local  governments  (e.g.  The

information  of  the  topics  discussed  at  sessions  of  the

municipal), as well as planned and the measures taken in the
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city in various areas of social life. For example,  BIP (Public

Information Bulletin) can be used for this purpose.

At  the  level  of  tender  subject  matter  exchanges  of

information refers mainly to the planned projects in the city.

Offers can flow in two directions. On the one hand, the offer

may flow from potential investors who plan to invest in the

city and for this purpose are probing interest in the city and

its  residents  planned  investment.  On  the  other  hand,  the

local government may announce emerging ideas and plans

for different types of initiatives to the residents to hear their

opinions. In this case, you can use the systems to collect and

transmit documents electronically, as well as the possibility

of collecting public opinion through electronic methods in

various vital issues residents.

The level of negotiation is related to the organization of

projects implemented in the city. The role of the office may

be threefold.  The authorities  may initiate the project  (e.g.

construction  of  the  road).  Using  IT  tools  may  carry  out

auctions, and then negotiate, it may also organize consortia

made up of representatives of many entities, which in turn

has to lead to take the project. The second type of the role of

the office is to support people's initiatives to be implemented

throughout  the  city.  In  this  case,  the  city  can  be  a

shareholder  or,  in  a  variety  of  ways,  support  the  project

implemented,  including  seeking  partners  for  cooperation.

What  it  can also be accomplished by using IT tools.  The

third role is to control, which is on one side of verifying all

documentation relating to the operation, on the other hand

may consist of facilitating and promoting investments.

The level of projects is to create tools which will support

the implementation of specific projects. This is particularly

true for  large projects that will require the cooperation of

many entities. In this case, IT tools can be used to establish a

communication medium between all the partners involved in

the project.

Referring  to  the  contemporary  concepts  of  process

management,  many  projects  can  be  applied  to  specific

procedures for implementation. Using the tools for process

design,  it  is  possible  to  design  informatics  support  for

processes carried out in the framework of the project [10].

This can apply both to investment processes and then to the

control or management of entities arising as a result of the

investments the city [11]. In  this way, not only a tool for

electronic  document  flow  can  be  created,  but  also  social

tools can be used to create the development of the project's

areas.

The  above  levels  of  cooperation  are  the  basis  for  the

creation of electronic communities. The thing is that created

communities are not homogenous.  Hence,  it  is unlikely to

create  a  single  community.  As  a  part  of  the  regional

communities,  may  occur  many  community  sectors  (e.g.

related  to  education,  health  services  and  municipal

investments).  Furthermore,  many  traders  may  belong  to

different  communities.  These  communities  may be  closed

and open. In addition, different rules may be accompanied

by  the  possibility  of  joining  the  framework  of  the

community. This may depend both on the specifics of the

industry, where a community was established, as well as the

level of cooperation.

 Construction of electronic communities is a long process

and can take many forms, which over time can be converted

together with their development. The formation of regional

electronic  community  usually  takes  place  according  to

certain phases. A significant impact on its shape has also the

purpose for which they arise. For the purposes of regional

governance  can  be  invoked  various  communities,  which

seeks different objectives and designed to satisfy the diverse

needs of society.

Bearing in mind the diversity of the community and the

objectives  of  their  use  in  regional  management  in  these

deliberations  levels  of  use  of  electronic  community  in

accordance  were  adopted  with  accepted  earlier  levels  of

cooperation.

Information  level  is  a  kind  of  substitute  for  the

community. Its aim is the presence of different information

or  initiatives.  Information  may  involve  various  important

issues in the life of the city. In contrast, initiatives on one

hand  inform  about  emerging  initiatives,  on  the  other

objective is to obtain an opinion, and, above all, support for

relevant projects. Generally, the information appears at the

integrator (e.g. the town hall), which aims to send a message

to  the  widest  possible  population.  Usually,  messages  are

transmitted to open community, though not excluded is the

creation of news compasses closed. Information level may

be interdisciplinary.

 The  level  of  bidding  has  been  generally  assumed  by

discipline. It refers to specific sectors of social life. It also

requires  interaction  between the initiators  of  projects,  and

those who will give an opinion, in the long run, may take

part  in them. It  is worth remembering that not always  the

initiators  are  entities  that  organize  the  project  and  in  the

future  will  be  integrators.  The  level  of  bidding  electronic

community is usually open. Although they may also receive

the offer (in particular of a business), which can be routed to

a closed community.

 The  level  of  negotiating  refers  to  specific  planned

projects. An electronic community will have to negotiate in

order  to organize the project  from preliminary discussions

by submitting  comments  and  offers,  and  ending  with  the

completion of electronic auctions and having conversations

to the conclusion of a relevant investment agreements have

in  the  future  supplies.  Generally,  the  community  may be

mentioned  at  the  outset  generally  open,  but  with  the

implementation  of  further  preparatory  activities  for  the

implementation  of  the  project  can  be  closed.  It  is  also

necessary  to  note  that  many  similar  communities  can  be

invoked, each for a different project.

 With the closure of community at the negotiating level,

exclusively to the entities involved in the implementation of

the project, it can be assumed that the community moves to

the  level  of  the  project.  At  this  level  it  is  important  to

provide  adequate  communication  to  the  smooth

implementation of the project and its management. At this

level you will be required a certain level of integration of

information  systems  managed  by  participants  in  the
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community  [12].  These  communities  typically  will  be

closed.  Also  in  this  case  there  may  be  many  different

communities that support various projects.

The level of the process is a further development level of

cooperation. It is based on the fact that the project is quite

strictly  formalized.  First  of  all,  procedures  for

implementation have been strictly defined. Thanks to it, it is

possible  to  control  the  implementation  of  all  processes

within  the  project  [13].  The  condition  for  achieving  this

level is the right level of integration of information systems

of all participants in the community, the availability of tools

for modelling processes and their application. Communities

are closed. Time may be limited for the time of investment

or  for  the  duration  of  the  operation  of  the  project.

Comprehensive description of the various levels of use of

electronic community are presented in Table. 1.

IV. TECHNOLOGY USED WITHIN ELECTRONIC COMMUNITIES

Implementation  of  the  indicated  levels  of  cooperation

within the electronic community requires a set of ICT tools.

These  tools  require  proper  integration  so  as  to  form one

coherent system. The functioning of such a system must be

network service (Web Service) in database technology.

The simplest in the implementation seems to be the level

of information. Technological solutions that can be used is

news in the form of blogs, forums and other Web 2.0 tools.

They allow the posting of information on existing activities,

investments,  tenders,  etc.  Other  participants  of  the

community can give opinions and comment on them. Even

at  this  level  of  the system (such  as  on  social  networking

sites)  should  enable  the  creation  of  groups  and  circles  of

interests around specific themes. Similar approaches may be

used as a proposal. However, it is necessary to supplement

the system with the possibility of submission of tenders in

an automatic manner, e.g.  Through a system of forms and

attachments. Sent offers should be reliable, which is why the

system can be completed with the need for registration, and

in  some  cases  it  may  be  required  to  sign  an  electronic

certificate.

Implementation  of  negotiation  level  builds  the  idea  of

groups and circles of interest. In the framework of specific

initiatives,  circles  of  interests  are  filled  with  participants.

They become cooperators and collaboration platform offers

the  possibility  of  negotiations  in  the  virtual  space.  The

necessary technological  solutions in this area appear to be

advanced  communication  tools,  video  conferencing,

workflow systems and groupware systems (e.g..  Microsoft

SharePoint or Novell Open Workgroup Suite).

Implementation  of  joint  projects  within  the  electronic

community  web  platform  needs  to  be  supplemented  with

tools to coordinate and assist in the definition of business

factors,  making  the  right  decisions  about  funding  and

display  the  status  of  projects  and  resources  across  the

enterprise. This type of software helps manage projects and

allows collaboration from anywhere using tools for project

managers,  project  teams and decision-makers.  An example

of such a platform are applications such as Microsoft Project

version  running  in  cloud  computing  technology  -  MS

Project Online.

Support  for  business  process  level  requires

implementation  of  solutions  allowing  for  the  design,

implementation and development processes in the context of

groups  and  circles  of  interest.  Applications  supporting

Business Process Management BPM can also be handled in

the  cloud.  An  example  of  such  a  solution  may  be  IBM

software. As declared by the manufacturer it allows for:

- optimizing operations,  providing  them with an  excellent

view  of  the  ongoing  work  and  ongoing  tasks  based  on

continuous monitoring and analysis of processes;

- faster  execution  of  tasks  through  comprehensive

collaboration tools;

- secure  management  of  changes  and  taking  them  under

intuitive supervision;

- offering customers valuable forms of interaction with the

inclusion of mobile environments to business processes; 

- continuous analysing the business through the integration

of business processes with the basic enterprise systems. 

Diagram  of  the  functioning  of  the  web  service  for

electronic communities is presented in Figure 1.

Fig.  1 Scheme of Web Service for electronic community
Source: Own study

TABLE I.
CHARACTERISTICS OF COOPERATION LEVEL IN ELECTRONIC COMMUNITIES

Level Availability Participants IT Tools Range

1. Informat
ion

Open, unidirectional All actors in the region Web 2.0, Web Services Regional

2. Tender Open, two-way
Entities interested in a particular 
industry

Web 2.0, Web Services, e-
forms,

Industry 

3. Negotiat
ive

Open/closed Entities interested in the project
Web 2.0, Web Services,,
MS SharePoint, etc

Interested in the project

4. Projects Closed
Entities carrying out the project

ERP, GIS, CAD/CAM, 
CRM, – MS Project 
Online

Stakeholders of the 
project

5. Process Closed, formalized Entities carrying out the project
ERP, GIS, CAD/CAM, 
CRM BPMN or BPEL

Stakeholders of the 
project
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 An important element of web service is a data warehouse.

Principles of the data warehouse is presented in Figure 2.

Fig.  2 Data warehouse model  for electronic community
Source: Own study

V. CURRENT STATUS OF THE FUNCTIONING 
OF ELECTRONIC COMMUNITY

In the first quarter of 2015 year, a number of discussions

and  consultations  with  the  Office  of  Czestochowa,  which

concerned  the  current  state  of  the  electronic  community

were conducted. The aim of the study was also to identify

potential technological and organizational solutions that can

contribute to the development of this type of concept.

The  Office,  as  the  body  responsible,  and  strongly

interested  in  the  development  of  the  city  and  the  region

could  potentially  become an  integrator  and  leader  of  this

kind  of  technology. The more that  has  a large  number  of

information resources, which could become the basis for the

initiation of the said web service and data warehouse.

Most  of  the  solutions  operating  at  the  moment   in

Czestochowa's  offices,  and  which  can  be  regarded  as  the

nucleus  of  the  electronic  community function  on  the first

level - information. That is, they operate on the principle of

communicating information. Offices,  institutions and firms

have the ability to publish information about their activities,

planned investments or needs. Some data is published in the

activation  of  specific  social  groups.  Web 2.0  technologies

allow for interaction, feedback.

The most important solution in this aspect is the website

of the City Council www.czestochowa.pl It  has a thematic

areas allowing you to create electronic germs communities

in sections: economy, education, culture, sport and tourism,

Web service municipal office is also integrated with other

thematic parties, e.g.:

- Public Information Bulletin (bip.czestochowa.pl),

- The  electronic  public  administration  services  platform –

(epuap.gov.pl),

- System  of  Electronic  Communication  in  Public

Administration (sekap.pl).

City Czestochowa also has solutions aimed at electronic

integration  of  citizens  through  a  system  of  public

consultation,  support  local  initiatives  -

konsltacje.czestochowa.pl

Due  to  the  advantages  of  tourism  and  pilgrimage,

Czestochowa  has  a  developed  system  of  City  Tourist

Information Service - info.czestochowa.pl.

Part of systems, in particular those which relate to areas

of the economy and investment, has the characteristics of a

second-level electronic community - level proposals. On the

biznes.czestochowa.pl  is  a  search  system  of  investment

offers. (Business and Real Estate Marketplace). It consists of

a main areas: maps listings (map deals), offers base, make an

offer and ask for offer.

This  system could  be  a first  step for  potential  investors

looking for potential areas for investment location.

A  similar  function  can  be  performed  by  geo  investor

(http://e.czestochowa.pl/geoportal-inwestora).  Information

about  the  city,  the  existing  administrative  procedures,

planning and fiscal  policy, as well as investment offers in

Czestochowa can be found there.

Part  of  the  systems  managed  by  the  Office  of

Czestochowa  has  elements  of  Level  3  -  negotiation.  In

particular,  it  can  be seen in  GIS,  whose  task is to  record

geodetic  resources  of  the  city.  These  systems  are  at  the

moment  there  are  models  that  allow  for  automation  and

virtualization negotiation  processes,  but in the case of  the

occurrence  of  such  needs,  there  is  the possibility of  their

development and software.

The  study  of  information  systems  and  web  solutions

managed by the City and discussions with officials revealed

that at the moment no system supports electronic community

at  the  level  of  implementation  of  projects  and  processes.

This idea, however, aroused interest. Employees magistrate

indicated  their  willingness  to  participate  in  the  potential

projects in this area.

VI. DIRECTIONS OF DEVELOPMENT AND CONCLUSION 

According  to  research  conducted  in  the  City  Hall  of

Czestochowa  it  is  known  that  a  part  of  the  management

office is interested in creating electronic communities, which

would facilitate contacts with potential petitioners, investors,

stakeholders  cooperating  and  various  other  organizations

and residents. The electronic media allow not only the flow

of documentation (eg. taking samples of the documents and

their electronic submission), but also allow making contact

with  various  actors.  Already,  employees  of  the  relevant

departments of the Municipal Office in Czestochowa are in

contact  with  the  representatives  of  various  organizations,

invite to participate in various training meetings and other

events.  Under  mailing  lists  hides  a  kind  of  network  of

cooperation,  especially  when  many  of  these  entities

interactively respond to sent invitations.

It  seems that the problem lies in building a tradition of

cooperation  in  the use  of  IT  tools.  It  also seems that  the

participants of these forms of cooperation could take a more

active  part  themselves  by inspiring their  own events,  and

invite representatives  of  other  entities,  including the town

hall. In this way, it could be possible to create more circles

of the electronic community.

In  continued  discussion  it  was  noted  that  communities

may be  based  not  only  on  electronic  communication,  but

also  on  data  exchange.  This  data  is  usually  registered  in

closed  or  only  partially  open  systems of  real  or  potential

participants in the proposed community. In  principle, from
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negotiating the level of communication between participants

of the community can be enriched by the exchange of data

which may facilitate subsequent cooperation.

At  the  level  of  projects,  in  particular  data  exchange

processes between systems of the users already seems to be

rather  essential.  However,  achieving  this  requires  the

fulfilment  of  several  conditions.  The most  important  ones

include:

- the  existence  of  a  genuine  desire  for  cooperation,

including  the  exchange  of  knowledge  and  resources

between members of the community,

- building ventures  involving many actors,  where IT tools

will become an essential part of management,

- supporting  process  management  in  organizations  and

shaping  attitudes  among  managers  of  community

participants, as well as rank and file workers conducive to

the implementation of formalized business procedures

- awareness  among  others  on  the  electronic  community,

proposed  and  submitted  socio-economic  initiatives,

business process modelling tools.

- creating  rational  data  collection  systems  to  support  the

planning and implementation of regional projects.

- training  of  specialists  in  the  construction  of  models

describing the processes and selected regional issues, the

use of which will require the use of data already collected.

These requirements have been defined basing on research

conducted at the office of the city of Czestochowa and on

the basis of contacts with companies supplying utilities (eg.

plumbing  companies,  a  provider  of  electricity  and  gas,

etc.)together with other civil society organizations operating

in the city of Czestochowa.

By analyzing the obtained results it can be stated that the

office fulfils the obligations assigned to it by law. However,

there is a will to activate the community of the town, which

until  then struggling among others  with problems such as

depopulation and a relatively high unemployment rate in the

whole  province  of  Silesia.  Therefore,  it  seems  that  the

establishment of regional electronic community can be one

of the factors increasing the activity of residents and reverse

adverse trends in development.
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Abstract—Implementing  management  support  information
systems with the use of outsourcing is the prevalent method of
completing this type of project in Poland. Agency theory is one
of the significant categories of theories used in the analysis of IT
outsourcing. Literature studies indicate a research gap concern-
ing the phenomenon of moral hazard in IT projects consisting in
the  implementation  of  management  support  information  sys-
tems. The scope of this article is to present research results on
the  phenomenon  of  moral  hazard  based  on  the  case  study
method. The research results  may be interesting for theoreti-
cians of business informatics and for practitioners completing
IT projects both in enterprises and government agencies.

I. INTRODUCTION

CCORDING to J. Lee [1], IT outsourcing means man-

aging a company’s IT infrastructure through adminis-

tration mechanisms exercised  in  cooperation  with external

organizations. A particularly interesting area of IT outsourc-

ing is the purchase of implementation services as part of the

completion of IT projects consisting in management informa-

tion system implementation. The author’s research has shown

that IT outsourcing linked directly to the implementation of

management  support  information  systems,  i.e.  ERP,  BI,

CRM and  DMS,  was  used  in  78%  of  Polish  enterprises,

while  the  remaining  22%  completed  this  type  of  project

themselves.1 Consequently, the issue of outsourcing in this

type  of  project  is  clearly visible in the majority of  Polish

companies and it requires further research by theoreticians of

business informatics in Poland. Internationally, issues linked

to IT outsourcing have been the subject of research by busi-

ness informatics theoreticians for many years. J. Dibbern [2]

analyzed  84  articles  on  IT  outsourcing published  between

1992 and 2000. 10 categories of theories used to analyze the

question of IT outsourcing were identified, which were then

divided into three groups: strategies, economy and social-or-

ganizational groups. Agency theory was ranked third in terms

A

1 The research was carried out  between 2012  and 2014  amongst  300
companies based in Mazovia, Greater and Lesser Poland, as well as Upper
and  Lower  Silesia,  which  completed  370  projects  consisting  in
management  support  information  system  implementation.  The  selected
enterprises met the following criteria: number of employees between 80 and
1000, own IT department, minimal income: 40mln PLN.

of the number of publications,2 which shows that it  is fre-

quently used in research on IT outsourcing. Agency theory

stems from the need to explain the behavior of participants in

relations client-contractor, where both parties have different

goals. The risk is known as agency problem, relations – as

contract,  and the parties of the relation – as principal  and

agent. Agency theory addresses the phenomenon of depen-

dency,  where  the  principal  delegates  tasks  to  the  agent.

Agency problem is considered in two aspects [3].  First,  it

refers to the contradictory goals of both parties, which result

in  different  expectations  dependent  on  classifying the  risk

priority differently – the so-called risk preferences, linked to

the agent’s activities  carried  out  on the principals’ orders.

Both sides of the relation try to minimize the risk. Different

goals may result from opportunism, where both sides enforce

the realization of their own goals over common goals. The

second problem refers  to  the mechanism which influences

specific behaviors of the agent, according to the principal’s

expectations [4]. The unit which constitutes the basis of the-

ory analysis is the contract defining the rules of cooperation

between the principal and the agent. Important concepts in-

troduced by the theory are: moral hazard, adverse selection

and programmability. According to the research carried out

by Dembe and Boden  [5],  the term “moral  hazard”  dates

back to the 18th century and was widely used by British in-

surance  companies  until  the  end  of  the  19th century. The

early usage of the term has negative connotations, linked to

fraud or other immoral behavior – usually on the insuree’s

part. Renewed scientific interest in the phenomenon of moral

hazard  appeared  amongst  economists  in the 1960s,  and  it

was not applied to instances of fraud or immoral behavior.

The term would be used to describe ineffectiveness, which

could 

2 The ranking of theories applied to research of IT outsourcing with the
use of 84 articles conducted by J. Dibbern, T. Goles, R. Hirscheim and B.
Jayatilaka  [2].  Theory  of  transaction  costs—16,  Strategic  management
theory—14, Agency theory—10, Group of resource allocation theories—9,
Group of social exchange theories—7, Game theory—4, Theory of power
group—2,  Diffusion  of  innovations  theory—2,  Other  theories,  e.g.  of
knowledge management, risk management, psychological contract —13.
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appear in case of bad risk management, rather than in the 

context of ethics.   

We need to stress here that the agency theory, alongside 

institutionalism, the theory of contracts and the theory of 

transaction costs, constitutes a component of the new 

institutional economy [6], which is based on the idea of 

institution understood in three categories: A. social, defin-

ing the norms of human relations, B. legal, regulating the 

creation, duration and termination of legal relationship 

between legal entities and C. organizational, regulating 

the functioning of formal organizations, safeguarding 

certain norms. 

J. M. Buchanan [7] confirmed that a new contractarian 

paradigm of a new institutional economy is forming, 

which he described by saying that “economics comes 
closer to being a ‘science of contract’ than a ‘science of 
choice’ [...] The maximizer must be replaced by the arbi-

trator, the outsider who tries to work out compromises 

among conflicting claims.” This statement, as well as the 
concept of treating an enterprise as a cluster of contracts 

and making the project’s success dependent upon the 
quality of contracts, fully confirm the rationale of a new 

institutional economy as a central element creating a 

model of IT services in the form of outsourcing. 

The scope of the article is to present research results 

concerning the incidence of moral hazard in IT project 

completion as part of outsourcing. In the article, I focus 

on projects consisting in the implementation of manage-

ment support information systems, i.e. ERP, BI, CRM and 

DMS. The article stems from an attempt to identify the 

conditions influencing the effectiveness of completing a 

given group of IT projects based on outsourcing. In my 

opinion, the factors influencing the effectiveness of IT 

project completion have been changing over the years and 

their character has become increasingly nuanced. This 

results from many factors, i.e. the rapidly changing tech-

nology, the evolution of project completion methods, the 

fast-growing saturation of IT system markets, the hyper-

competition amongst suppliers, the behaviors and practic-

es of suppliers during the process of sale or project com-

pletion. This is why I believe that researching the prob-

lem of outsourcing in IT projects is important, where the 

results will be beneficial both for theoreticians of busi-

ness informatics and practitioners working in companies 

and government agendas. The article belongs to a cycle of 

over a dozen articles that I wrote to present the results of 

my research on IT project completion as part of outsourc-

ing. 

II. MORAL HAZARD IN IT PROJECT COMPLETION 

According to Y. Lichtenstein [8], agency theory de-

scribes the methods of completing IT projects during the 

whole life cycle of a project, i.e. as part of the following 

three stages: 

Stage 1—Organization and completion of a tender 

aimed at selecting a management support information 

system and a company to implement it. 

Stage 2—IT project completion. 

Stage 3—Information system operation on the basis of 

an SLA contract. 

Agency theory presents the contract for the service of 

implementation of a management support information 

system between the supplier and the customer as a rela-

tion between an agent and a principal. During the first 

stage of a project’s life, an outsourcing agreement for the 
provision of IT system implementation services is estab-

lished, and later on a Service Level Agreement is negoti-

ated. Y. Lichtenstein [8] indicates that in case of negotiat-

ing IT project agreements, and later their implementation, 

an incompatibility of both parties’ interests occurs. The 
client’s goal and interest is the completion of an IT pro-

ject within the planned time frame and budget, consider-

ing the Total Cost of Ownership (TCO) and meeting all 

the organizational and technological requirements de-

signed for the project. The supplier’s goal and interest lies 
in achieving a planned income in the whole life cycle of 

the project, meeting the planned quality of completed 

work. Table I (Source: Own Study) presents the contra-

dictions between the client’s and supplier’s interest in 
case of completing an IT project consisting in the imple-

mentation of a management support information system. 

Y. Lichtenstein [8] points out that a high level of in-

formation asymmetry between the supplier-agent and the 

client-principal means that at every stage of the project’s 
life cycle, the supplier-agent may be prone to the abuse of 

trust: moral hazard, which results directly from the high 

level of information asymmetry concerning both the ERP, 

CRM, DMS and BI-class software as such, and the meth-

od of implementing the project. Especially in the case of 

projects completed on the basis of a fixed budget, the 

supplier-agent may have a strong motivation to push the 

cost below the planned budget, which can have an influ-

ence on the quality of services.
3
 

                                                 
3 The research was carried out in 2013. It covered 500 enterprises where 

895 IT projects consisting in the implementation of ERP, CRM, BI, DMS, 

BI and E-learning-class management support information systems were 

completed. The chosen enterprises were based in Mazovia and Lesser 

Poland and the research was conducted among enterprises employing less 

than 400 people. Research results showed that in the management support 

information system market in Poland, the structure of agreement types is as 

follows: 68%—fixed price contract, 27%—time and material contract, 

5%—cost-reimbursable contracts. 
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The supplier-agent possesses all the information about 

their current activities and all their plans linked to project 

completion, while the client-principal has only a limited 

knowledge in this area. Knowledge concerning the com-

pletion of IT projects consisting in the implementation of 

management support information systems is increasingly 

robust and dynamically changing, which means that the 

client-principal is not able to effectively negotiate a fa-

vorable contract, and then supervise this type of project 

on their own. Due to the fact that both parties’ interests 
are not equal, the supplier-agent may be prompted to take 

inappropriate action, i.e. abuse trust (moral hazard), in a 

situation where they are not controlled because the 

knowledge and experience of the client-principal limit the 

possibilities of effective control. The potential action of 

the supplier-agent aimed at securing the realization of 

their particular interests may result from their opportun-

ism. Inappropriate behavior of the supplier-agent mani-

festing itself in trust abuse in the second stage, which is 

completed on the basis of a fixed budget, and in the third 

stage of a project’s life cycle may lead to: 
A. Guaranteeing full project profitability for the suppli-

er-agent when it turns out that, already after signing the 

implementation agreement, the scope of the project is 

larger than originally foreseen at the bidding stage. This 

situation may occur when the client-principal was only 

guided by the price in their choices, while the competition 

amongst the suppliers was high. In the current situation of 

hypercompetition on the market, it may happen that this 

type of projects may be offered at a lowered price. In this 

situation, paradoxically, it is the client-principal who 

should make sure that the project price is not too low, 

with the assumption that they have given the supplier-

agent all the requirements for the implemented IT system. 

B. Increasing project profitability for the supplier-agent 

compared to the earlier plan of completing the project at a 

lower cost. 

The result of the supplier-agent’s trust abuse in the pro-

ject’s whole life cycle may be the occurrence of one, or a 

combination of several organizational complications im-

pacting the effectiveness of an IT project, i.e.:   

1. Lack of complete or partial fulfillment of project 

goals. 

2. Unjustified exceeding of the budget in the comple-

tion of the second stage, as well as the third stage, the so-

called Total Cost of Ownership. 

3. Unjustified exceeding of the planned time frame for 

the completion of the second stage.    

An important organizational aspect of the contract be-

tween the supplier-agent and the client-principal is an 

attempt to construct a mechanism which would effective-

ly eliminate the possibility of trust abuse in the second 

and third stage of the project life cycle. Designing such a 

mechanism may turn out to be costly and difficult to 

complete [4]. My research results will allow us to indicate 

and describe selected attempts to abuse trust by the sup-

plier-agent in IT projects consisting in the implementation 

of management support information projects, i.e. ERP, 

CRM, BI, and DMS. 

III.  RESEARCH METHODOLOGY 

In my research, I have used the multiple case study 

method. Four enterprises which implemented and are 

currently using management support information systems, 

i.e. ERP, CRM and DMS, constituted the subject of re-

search. The goal of the case study is developing the agen-

cy theory, and especially a better understanding of the 

notion of moral hazard in management support infor-

mation systems. 

I analyze the case study, as it allows us to develop the 

existing theory and provide explanations of phenomena 

unrecognized before, such as moral hazard in IT projects. 

I focus on the client’s perspective during the whole life 
cycle of an IT project in an enterprise, i.e. from the bid-

ding stage to the operation of management support infor-

mation systems. My choice of research method – case 

study, is motivated chiefly by two circumstances [9]:   

1. The early stage of knowledge development in the 

given research area, i.e. agency theory in a specific group 

of IT projects. 

2. Lack of recognition of moral hazard in real condi-

tions. 

As part of the multiple case study analysis, I would like 

to pose the following research question:   

TABLE I. 

GOALS AND INTERESTS OF BOTH TRANSACTION PARTIES 

Client’s goals and interests Supplier’s goals and interests 

Fulfilling business goals 

Fulfilling technological goals 

Completing the project within the time frame 

Completing the project within the maximum planned budget 

Minimizing the total cost of software ownership (TCO) 

Achieving functional and technological solutions creating a 

temporary competitive edge 

Completing the project according to the planned quality 

Maximizing the project’s profitability in its entire life cycle, i.e. 
implementation and usage 

Obtaining reference information after the completion of the project, 

which will allow the supplier to sell services to other projects 
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In what behaviors does moral hazard in the relation be-

tween the principal (client) and the agent (supplier) mani-

fest itself in case of IT projects consisting in the imple-

mentation of management support information systems 

based on outsourcing? 

The choice of studied cases was carried out through 

purposive sampling. According to B. Flyvbjerg [10], there 

are five main criteria of case selection. Table II  (Source: 

[10]) presents the criteria along with their characteristics 

in the context of conducted research. 

 

 

RESEARCH RESULTS AND THEIR INTERPRETATION 

Table III (Source: Own Study) presents the results of 

multiple case study research. 

I analyzed the implementation of ERP, CRM, BI and 

DMS-class management support information systems 

completed as part of a contract based on a fixed budget. 

All the analyzed implementation projects ended in partial 

failure, although their implementation was not interrupt-

ed. I diagnosed three major types of supplier’s behavior, 
through which moral hazard, resulting from the opportun-

ism
4
 of the supplier-agent and a high level of information 

asymmetry between the client (principal) and the supplier 

(agent) in IT projects, manifested itself. 

Behavior 1. An attempt to minimize the supplier’s cost 
of completing stage 2 and 3 of the project by: 

• Engaging specialists with low competences and little 

experience, which is linked to their low salary. 

• Lowering the actual workload of consultants work-

ing on specific tasks in the project in comparison to the 

workload declared in the agreement regulating the out-

sourcing of implementation services. 

Behavior 2. An attempt to sell implementation services 

concerning stage 2 at a lowered price, which will allow 

them to win the tender in the conditions of hypercompeti-

tion in the market. The supplier’s intention is to compen-

sate for the possible losses in stage 2 with profits in stage 

3. 

Behavior 3. An attempt to intentionally complete cho-

sen types of project tasks in stage 2 poorly, e.g. ac-

ceptance tests, training and project documentation in 

order to create a competence gap concerning system con-

figuration amongst client’s application users and make it 
impossible for them to introduce changes to the configu-

ration independently, e.g. in stage 3, which will increase 

the number of client’s orders from the supplier. 
To sum up, in their entire life cycles, the analyzed pro-

jects did not end in full project success, however we need 

to stress that the projects were not interrupted and aban-

doned. Two main results of project complications were 

observed, i.e. exceeding the budget both in stage 2 and 3, 

and exceeding the time frame without justification while 

completing stage 2. In each case, the clients engaged 

external consultants, who in the first two stages of the 

project played the part of the “client’s advocate”, indicat-

ing the dangers linked to the supplier’s behavior and the 
possible consequences of their materialization. Another 

role of the external consultants was suggesting counter-

actions to the client, in order to minimize the danger of 

the project ending in a total failure. Most probably, it was 

the engagement of external consultants that led to the 

projects’ partial success and prevented them from failing 
completely. In spite of this, the respondents from the 

client's side clearly indicated that the supplier’s behavior, 
through which the moral hazard manifested itself, was the 

source of project complications. Amongst the researched 

IT projects, there were three types of behavior that 

demonstrated moral hazard on the supplier-agent’s side. 
In-depth analytical workshops with the representatives of 

the client-principal showed that the members of client’s 
project group diagnosed the described behavior already 

                                                 
4 Polish Language Dictionary (Warszawa: PWN, 1996), defines 

opportunism as concentrating on one's personal interest while ignoring 

common goals and generally assumed codes of behavior. 

Criterium Information on the fulfillment of the 

criteria 

Data availability Guaranteed 

Distinctiveness of the 

case, clearly illustrating 

studied patterns 

Projects that ended in partial failure, but 

not interrupted during the implementation 

Variation in the 

analyzed cases 

Variation in the analyzed cases is 

expressed in the selection of: 

- IT projects consisting in the 

implementation of four management 

support information systems, i.e. ERP, 

CRM, DMS 

- Client profile 

- The results of project implementation 

Critical character of the 

phenomenon allowing 

to formulate a general 

statement 

The incidence of moral hazard between 

the agent (supplier) and the principal 

(client) during the whole life cycle of 

project implementation influences the 

results of project implementation from the 

client’s perspective. 

Metaphor allowing to 

point the researcher’s 
attention towards a 

specific course of the 

studied phenomenon 

Aiming to analyze the phenomenon of 

moral hazard in the entire project life 

cycle, I selected cases that could be 

studied at the stages of: bidding, contract 

negotiations, implementation and 

information system operation. 

TABLE II. 

FIVE MAIN CRITERIA OF CASE SELECTION 
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during stage 2 of the project. Moral hazard at this stage of 

the IT project leads to a deep crisis of trust and decreases 

the chances of a successful project completion. The mu-

tual loss of trust influences the increase of transaction 

costs [11], especially the cost of monitoring the agree-

ment implementation, the adjustment cost and the cost of 

terminating the agreement by the client, which can on its 

own lead to a complete failure of the project. In analyzed 

cases, increasing client’s transaction costs was visible 
mostly in the increasing workload of the tasks. During in-

depth workshops, the respondents on the client’s side 
made suggestions that they would like to pass on to the 

future client’s project managers, who will be responsible 
for the implementation of stages 1 and 2 of the IT pro-

jects: 

• Engaging external consultants as client’s “advocates” 
with the aim to support the completion of stages 1 and 2. 

• Professional preparation for project implementation 

by the workers from client’s project group: 
o Specifying precisely (ex ante) the functional re-

quirements of the system. 

o Specifying precisely (ex ante) the direct and indirect 

benefits of the project. 

o Specifying precisely (ex ante) the requirements for 

the supplier. 

o Specifying precisely (ex ante) the requirements for 

the IT system. 

• Designing an implementation agreement, which 

could eliminate the morally hazardous behavior of the 

supplier. 

We need to stress here that the presented types of sup-

plier’s behavior are universal and they concern all the 
relations between the supplier and the client, also in case 

of contracts signed in public administration. 

IV. CONCLUSIONS 

The respondents stressed that the agreements of soft-

ware licensing purchase, service purchase and Service 

Level Agreement are not simple and even in the current 

economic structure there are very few specialized lawyers 

who, linking their legal and MIS knowledge, could secure 

the company’s interests. During in-depth analytical work-

shops, the respondents indicated that many lawyers de-

TABLE III. 

THE RESULTS OF MULTIPLE CASE STUDY RESEARCH 

 Company X 

 

Company Y Company Z Company A 

Client’s (principal’s) 
profile 

Bank    Manufacturing company Service company Legal firm 

Type of purchased IT 

system 

BI ERP CRM DMS 

Supplier’s (agent’s) 
profile 

Reseller of software 

designed by the 

market leader 

Reseller of software 

designed by the market 

leader 

Reseller of software 

designed by the market 

leader 

Reseller of software 

designed by the market 

leader 

System operation period 5 years 4 years 7 years 7 years 

Implementation results 

Project not completed 

on time without 

justification, stage 2  

completed within the 

budget, operational 

costs increased 

significantly in stage 3 

compared to the 

original estimate, not 

all the business goals 

completed. 

Project not completed on 

time without justification, 

stage 2 not completed 

within the budget, 

operational costs increased 

significantly in stage 3, not 

all the business goals 

completed. 

Project not completed 

on time without 

justification, stage 2 not 

completed within the 

budget, operational 

costs in stage 3 

according to the plan, all 

the business goals 

completed. 

Project not completed 

on time without 

justification, completed 

within the budget, not 

all the business goals 

completed. 

Type of implementation 

services 

Fixed budget Fixed budget Fixed budget Fixed budget 

How does the moral 

hazard in the principal 

(client) – agent (supplier) 

relation manifest? 

The budget for the 

completion of stage 2 

was calculated by the 

supplier on the basis 

of a lower hourly 

wage for the 

consultant than 

stipulated by the 

maintenance service 

budget in the SLA 

agreement regulating 

the system 

maintenance services 

in stage 3, i.e. the 

operation stage. The 

change of rates took 

place directly after the 

completion of stage 2. 

Thus, the total system 

maintenance cost 

(TCO) increased in 

relation to the 

estimates completed 

in stage 1. 

Engaging people with low 

qualifications and little 

professional experience in 

the area of a specific ERP 

system in the given 

manufacturing company. 

Thus, the client does not 

obtain the benefits resulting 

from the knowledge transfer 

and good practice. 

Decreasing the engagement 

of supplier’s consultants in 

some implementation tasks, 

e.g. completing acceptance 

testing with system 

calibration in comparison to 

the obligations included in 

the agreement concerning 

the workload of this task. 

The low quality of 

knowledge transfer 

carried out by the 

supplier, both regarding 

the configuration and 

operation of the system 

by its end users, with the 

aim of creating the 

client’s  competence 
gap. 

The supplier’s 
consultant-programmer 

programs the system to 

limit the workload 

during the completion of 

stage 2, e.g. by 

introducing constants 

instead of variables in 

the code, which results 

in eliminating the 

possibility of 

configuring a given 

function simply and 

without an excessive 

workload in stage 3.   

Engaging people with 

low qualifications and 

little professional 

experience in the area 

of a specific CRM 

system implementation. 

The people engaged by 

the supplier as key 

consultants had only 

graduated from 

university 2-3 years 

beforehand. Decreasing 

the engagement of the 

supplier’s consultant in 
certain implementation 

tasks (e.g. ensuring the 

quality of data migrated 

from the old system to 

the new system, 

training key system 

users) in comparison to 

the obligations included 

in the agreement 

regarding the workload 

of the task. 

 

BARTOSZ WACHNIK: MORAL HAZARD IN IT PROJECT COMPLETION 1561



signed the agreements trying to eliminate the moral hazard,

struggling between two extreme approaches,  i.e.  case-spe-

cific agreement, which was supposed to foresee and elimi-

nate the majority of dangers resulting from cooperation in

stage 2 and 3, and a simplified agreement regulating only the

basic  aspects  of  the  cooperation.  In  case  of  case-specific

agreements,  transaction  costs  increase  dramatically5.  The

presented research results point towards three basic behav-

iors  of  the  supplier  where  moral  hazard  occurred  in  IT

projects,  resulting  from  the  opportunism  of  the  supplier-

agent and a high level of information asymmetry between the

client (principal) and the supplier (agent). All the three types

of behaviors increased the risk of an unsuccessful IT project

implementation  and  influenced  the  transaction  costs,  also

through the loss of mutual trust. Identifying the unwanted be-

havior of the supplier allowed the client’s project group to

react and to minimize the risk of the project’s failure.

New institutional economy treats enterprises as a cluster

of contracts and it makes the success of the projects depen-

dent on the quality of agreements. We need to underline that

institutional  economy  focuses  not  only  on  analyzing  the

available choices and making those choices, but also on solv-

ing conflicts as part of the enterprise’s stream of contracts.

Considering the current and projected saturation of the mar-

ket with management support information systems, we need

to stress that a cluster of contracts regulating IT outsourcing

constitutes one of the most important agreement groups in a

large group of enterprises. Until now, IT projects were rarely

analyzed from the perspective of institutional economy by

Polish theoreticians of business informatics, thus creating a

research gap.  Special  attention in this area is owed to the

5 In one of the analyzed cases, the case-specific implementation services
agreement for stage 2 was over 300  pages long,  it  was negotiated for 4
months,  while  the  implementation  project  lasted  3  months  and  did  not
exceed 50 000 PLN.

work by J. Auksztol [3]. I believe that tightening the knowl-

edge gap and promoting the knowledge, as well as practical

skills in this area, may increase the effectiveness of imple-

menting IT projects based on outsourcing, both in enterprises

and government agencies.

REFERENCES

[1] J. N. Lee, S. M. Miranda, Y. M. Kim, “IT outsourcing strategies: uni -
versalistic, contingency, and configurational explanations of success,”
Information Systems Research, vol. 15, no. 2, pp. 110–131, 2004.

[2] J. Dibbern, T. Goles, R. Hirscheim, B. Jayatilaka, “Information sys-
tems outsourcing: a survey and analysis of the literature,”  The Data
Base for Advance in Information Systems, vol. 35, no. 4, pp. 6–102,
2004.

[3] J.  Auksztol,  IT Outsourcing  in  Management,  Theory  and  Practice
(Outsourcing  Informatyczny  w  Teorii  i  Praktyce  Zarządzania).
Gdańsk: University of Gdańsk Press, 2008, pp. 50–51.

[4] K.  M.  Eisenhardt,  “Agency  theory:  an  assessment  and  review,”
Academy of Management Review, vol. 14, no.1, pp. 57–74, 1989.

[5] A. E. Dembe and L. I. Boden,“Moral hazard: a question of morality?,”
New Solutions, vol. 10, no. 3, pp. 257–279, 2000.

[6] T.  Gruszecki,  Modern  Enterprise  Theories  (Współczesne  Teorie
Przedsiębiorstwa). Warszawa: PWN, 2002, p. 193.

[7] J.  M. Buchanan,  “A contractarian  paradigm for applying economic
theory,” The American Economic Review, vol. 65, no. 2, pp. 225–230,
1975.

[8] Y.  Lichtenstein,  “Puzzles  in  software  development  contracting,”
Communications of the ACM, vol. 47, no. 2, pp. 61–65, 2004.

[9] R. Yin, Case Study Research: Design and Methods. Thousand Oaks,
CA: Sage Publications, 1984.

[10] B. Flyvbjerg, “Five misunderstandings about case-study research,” in
Qualitative  Research  Practice, C.  Seale,  G.  Gobo,  J.  F. Gubrium,
D. Silverman, Eds. London-Thousand Oaks: Sage Publications, 2004.

[11] O.  E.  Williamson,  “Market  and  hierarchies:  some  elementary
considerations,”  The  American  Economy  Review, vol.  61,  no.  2,
pp. 112–123, 1971.

1562 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

 

 

Abstract—The paper presents considerations on the concept 

of big data. The aim of the paper is to confront the attempts of 

defining big data with its common understanding by different 

groups of users. In this research the group of respondents are 

students of Warsaw University of Economics. The authors 

advocate that the student’s opinion and attitude to big data can 
be important regarding the fact that they will probably become 

managers - business users of big data solutions. Another aim is 

the analysis of present educational offerings of Polish 

universities in the area of big data and suggesting the directions 

of the development of educational curricula to better fit the 

marked demand for big data professionals. 

I. INTRODUCTION 

HE attempt to demystify Big Data may on one hand lead 

to numerous definitions that can be found in academic 

literature, corporate and individual blogs of companies and 

people interested in latest advances, algorithms, and practical 

applications in this field [1] [2]. On the other hand some 

publications regarding better common understanding of Big 

Data and its social aspects can be found [3]. 

The term ‘big data’ is very simple in its construct, it is a 

combination of two frequently used words ‘big’ and ‘data’. 
The simplicity of the term makes even non-specialists have 

                                                           
 

their own idea on what big data really is. The term suggests 

gathering, processing and using large volumes of data. 

‘Big’ is a relative term which changes its meaning along 

with technology development.  Particularly performance and 

capacity challenges that are associated with big data systems 

evolve over time in their nature, scale and scope. Thus it is 

not surprising there is much confusion surrounding the term.  

The phrase ‘big data’ has been extensively used in the 

recent years. For example analysis of keyword popularity 

with the Google Trends tool reveals the constant, systematic 

and regular growth of number of searches with the keyword 

‘big data’. This phenomenon has been taking place since the 

year 2012 (see. Fig.1). However the question about context 

of the searches stays open so the further research is sorely 

needed.  

Over the past five years, the emergence of huge data sets 

and data-intensive science are fundamentally changing the 

way researchers work in virtually every scientific discipline. 

This phenomenon can be easily observed while analyzing 

bases of scientific publications (see. Fig.2.). 

Big Data is currently understood as the term increasingly 

used to describe the process of applying serious computing 

power to seriously massive and often highly complex sets of 

information [4], data sets whose sizes exceed the capacity of 
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Fig. 1  Big data search term – interest over time with forecast,  Source: Own elaboration 
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conventional database tools for gathering, storing, managing 

and analyzing data [5]. The above definitions are timeless 

and universal because they are not domain-specific and do 

not specify the typical big data features in any point of time, 

however they emphasize the change that has happened as 

compared to ‘conventional database’. This point of view is 

highlighted for example by Dumbill [6] who states that: Big 

data is data that exceeds the processing capacity of 

conventional database systems. The data is too big, moves 

too fast, or doesn’t fit the strictures of database architectures.  
Other examples of definitions underline the unstructured 

character of data, i.e. accordingly to  Rouse [7] big data is a 

general term used to describe the voluminous amount of 

unstructured and semi-structured data a company creates - 

data that would take too much time and cost too much money 

to load into a relational database for analysis.  

Model 3V of META Group [8] is usually considered a 

starting point for describing big data in the modern sense. 

The big data notion was not considered then, but its 3 basic 

features were taken into account: Volume (very large 

volumes of processed data), Velocity (variability and 

dynamics of processed data), Variety (variety of processed 

data). Later various authors tried to choose other features 

characteristic for big data, which could enhance the ‘v’ 
model, particularly: Value – the processed data is valuable, 

Veracity – another way ‘accuracy’ or ‘truthfulness’, 
Visualisation – the possibility to present the vast amount of 

data in a way that would be comprehensible, easy to 

understand and read. 

The ‘Volume’ feature is the most difficult to verify among 

the original 3V because the amount of data significantly 

increases with the IT development.  The volume of large 

datasets may differ depending on the area of application. The 

remaining ‘v’ features seem very important: the possibility of 

real-time analyses of particular variables, such as stream 

data, sensor data (velocity) and analysis of various 

unstructured data (variety). These features are characteristic 

to contemporary big data in contrast to the previous 

approaches to massive data processing. 

Attempts to define the term big data are as well very 

general and timeless as bringing up the technological aspects 

and trends which on one hand describe the concept in a more 

detailed way but on the other hand go obsolete very quickly. 

At the same time, because of dynamics of the discussed term 

different opinions can be found agreed that the concept is not 

yet fully definable. 

II. THREE-ASPECT APPROACH TO BIG DATA.  

THE AUTHOR’S WORK ON UNDERSTANDING OF BIG DATA 

CONCEPT 

The lack of unified definition of the term big data coupled 

with the high recognition and popularity as well in scientific 

papers as in popular publications induced the Authors to 

investigate its common understanding by different 

professional and social groups.  

The Authors conducted research on the context of using 

the term ‘big data’ in press articles from daily newspapers 

[3]. The analysis of online edition the newspaper of Agora 

(one of the biggest media companies in Poland) was 

conducted twice: in March and September 2014. The 

thematic context of 10 of the top search results for the key 

word ‘big data’ had been analyzed after excluding the 

incidental cases where the document’s context was not 
relevant to the research subject.  

The Authors proposed “three-aspect approach”, 
identifying three essential aspects of big data: technological, 

business,  social. 

The technological aspect in the above classification 

represents a focus on the methods of big data analysis and 

information technology used. Considering the methods of 

analysis the big data concept is based first of all on well-

grounded statistical methods, artificial intelligence, machine 

learning and data mining. Similarly to the latter, the aim of 

big data analysis can be exploration of implicit associations 

and patterns in large data sources. The big data approach is 

to analyze all the accessible transaction data rather than a 

representative sample. Such approach does not require a 

predefined model and hypothesis, but enables discovering 

 

Fig. 2  Number and subject areas of scientific publications on big data in Scopus base,  Source: Own elaboration 
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previously unknown patterns in all the accessible data. 

Moreover the big data approach gives a possibility to 

analyze unstructured data such as texts from internet pages. 

The Business aspect of the described classification 

focuses on applications of big data. Considerably shrinking 

cost of data gathering and processing makes it worth to 

process the data which were previously not possible or 

economically not feasible. The new approach can be the 

solution for information overload which refers to the 

situation when there is enough accessible and relevant data 

but there are no capabilities to process or draw conclusions 

on the basis of the data [9]. The big data can be considered 

the next stage in evolution of business intelligence and 

predictive analysis. In this context the possibility of using 

transactional data directly for analysis seems to be very 

important qualitative change.  This change is especially 

viable for implementation of new organizational solutions 

and methods. As Płoszajski [10] notices in history it was 

always so that when the prevalence replaced rarity, the 

necessity for new business models arose.  

Part of the new applications are old but improved 

solutions for data mining, risk modelling, fraud detections, 

churn predictive modelling, load forecasting for electric 

power systems, stock technical analysis, optimization of 

logistics [11]. Combining the concept of big data with other 

ideas (e.g. GIS, cloud computing) allows many new benefits, 

for example in supporting public administration, regional 

electronic communities [12]. 

The social aspect of big data is in the Authors’ opinion 
associated with social consequences of data processing 

results. These matters are often overlooked in definitions of 

big data concept. Alongside the clear and unquestionable 

advantages for society, there are also some threats, the first 

of which is associated with massive processing and using of 

personal data. In contemporary world every person leaves 

large amount of electronic traces such as records in the data 

bases or different archives of unstructured data.  These are 

the data describing the activities of the internet user, in 

particular e-mails, posts on social networking websites, 

pages visited, keywords and phrases input into search 

engines, billings and geolocation data from mobile networks, 

data on financial transactions (payments with credit cards, 

bank transfers), data from loyalty programs, purchases, 

medical sensitive data, video from monitoring systems. The 

abovementioned data may have great commercial value (for 

example enable personalized targeting and displaying 

custom ads) and public value (i.e. protection of public 

security). The essential issue in question is the required level 

of privacy which can be different in commercial and public 

applications of big data processing.  

The Author’s researches on the concept of big data were 
focused on assigning the context to the press articles and 

notes. Because some of the papers were focused on several 

aspects, the total number of references in each text was over 

10. The summarization of research results is presented in 

table I. 

It should be highlighted that the research encompassed 

only nonprofessional press. Moreover what is puzzling is a 

very small number of references to technological aspect. The 

articles which were strictly economical were focused on the 

examples of big data applications. Most of the references 

were to the social aspect. The potential threats of privacy 

were often discussed especially in the contest of data 

processing by various institutions, the control of the internet 

and social networking websites by commercial units. 

It is generally can be seen in the press articles that 

particularly interested for journalists is the social aspect, to a 

lower degree applications and least interesting were the 

technological and analytical issues. The reason for this lack 

of interest in technological aspects is probably the lack of 

expertise and competencies in technology and data 

processing. Most of the journalists were trying to follow 

popular, trendy topics. Popularizing big data the journalists 

often emphasize the influence of technological developments 

and economic changes on society. 

III. RESEARCH ON KNOWLEDGE BIG DATA CONCEPTS 

The Authors decided to explore the knowledge and 

understanding of big data among students.  The aim of the 

research was also to verify the hypothesis that the social 

aspect of new technologies is particularly important for the 

respondents. The studied community was a group of students 

from the Warsaw School of Economics.  

Apart from openness to the new solutions, which is the 

typical feature of young people, it is vital to be broadminded 

and realize the potential of the new technologies 

applications. In particular the students of economic schools 

should have well-grounded, good idea about ICT 

applications in widely understood economy. This issue is 

especially important for this research. The future users of big 

data – based solutions will probably be today’ students of 

economics, statisticians and analysts (so called data 

scientists). A broad group of big data users will probably be 

the management professionals from companies and 

institutions who will commission studies of big volumes of 

data. Therefore the group of respondents was intentionally 

chosen to draw conclusions about the desirable new 

directions for higher education in the area under 

consideration. 

The group of 140 students underwent the survey using 

traditional paper questionnaires with closed questions. 

Among the surveyed persons 75 were first-year students and 

65 second of third-year students. In the Warsaw School of 

Table I.  Research on the concept of big in the press articles 

and notes   

 

Aspects 

Period technological business social  

March 2014 1 5 8 

September 2014 3 5 7 

Source: Own elaboration 
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Economics the first-year students implement the standard 

study program including, inter alia, basic courses on 

technology and statistics.  

In the next years of studies the students have more 

possibilities to choose the courses and their sequence 

depending on their interests. For this reason in the research 

procedure students are divided on two groups – the first year 

of study and higher (II and III) years of studies. The 

respondents were asked to state whether they are acquainted 

with the term ‘big data’ and more detailed questions 

regarding the understanding or the considered term (11 

questions) and its characteristic features (8 questions) were 

asked. The data were gathered during the educational 

activities not relevant to big data concept. Such a form of 

survey ensured virtually 100% response rate.  

The assumption was made that the students have enough 

knowledge on the basic level to understand the capabilities 

of modern information technologies and their applications 

(in particular in business), and also they should realize the 

social consequences of using big data. 

For the question „Have you ever met the term ‘big data’ in 

contest of new possibilities of massive data processing?” 
there were 58% of positive answers. It should be noted that 

the number of positive answers is increasing. Among the 

students of the first year there were 40% of positive answers, 

while on the higher years of studies there was 77%. 

Although it cannot be claimed clearly that the subject of 

big data is included in the obligatory courses for bachelor 

studies, the teachers may mention about it during the 

obligatory course of ‘Statistics’ on the first year of study.  

Moreover the concept can appear in the content of other 

courses however it is not fully discussed.  

In this case the understanding of big data term is of special 

interest. The further analysis of survey results will only take 

into account the students who have acquaintance with the 

term big data.  A clear majority of respondents (68%) 

understands big data concept very broadly, as every 

processing of large amounts of data. This group does not 

think of big data in terms of theoretical considerations and it 

can be supposed that they understand the term ‘big’ in a 

purely common way. However regarding the continuous 

theoretical considerations on the term big data and the lack 

of uniform definition it cannot be assumed that this ‘shallow’ 
understanding is not correct. 

The students’ faith in the efficiency of typical big data 
methods can be observed. Most of them (65%) claim that the 

characteristic feature of big data is quality of data 

processing: 67% of the first year students, and 62% of the 

higher years of study. In consequence most of the students 

do not see the problems of data quality which are in fact 

typical to big data. And again the awareness of importance of 

this problem increases along with the year of studies (17% 

totally, in which 7% for the first year and 24% for the second 

and third year). 

The majority of the respondents stated that great business 

value of processed data is characteristic for big data (83% of 

all the respondents, 77% first year of study, 86% higher year 

of study). Because the respondents are students of economics 

it seems natural that they notice the significance of detailed 

data in management. However it can be noted that the 

students’ attitude to the massive data processing tends to be 

slightly indiscriminate. And again the criticism increases 

long with the education level and is probably caused by 

improving knowledge. Considering the field of study, it can 

be assumed that the business aspect of big data is more clear 

for the respondents than the technological one. The 

technological issues are not explained in detail, similarly the 

analytical methods are discussed only on the selected study 

specializations on master degree. 

The survey results on social aspect of big data are also 

interesting. According to most of the students a threat to 

privacy when using massive data processing for surveillance, 

monitoring of individuals and identification are not 

associated with big data (45% of positive answers). This is 

also the case with privacy law and personal data processing 

with IT tools (35%). Generally the number of positive 

answers is not low. Compared with the previous research on 

journalists, the students pay more attention to possibilities of 

using big data for economic purposes than on threats to 

privacy.  It can be assumed that young people somehow used 

to partial loss of privacy, due to the fact they extensively use 

internet, in particular social networks that is necessarily 

associated with privacy issues. However to prove the 

hypothesis it would be necessary to conduct specific studies. 

The above discussed results of the survey are related 

primarily to questions about the opinion: how wide is the 

concept of big data, which is practical importance and what 

could be the negative consequences of applications. Other 

questions allow for verification of the correct understanding 

of the concept. Most respondents correctly classified 

technology of high-performance computers into big data idea 

(62%) and very large amount of processed data (91%). 

These questions do not relate to technical terms and the 

answer seems to be intuitive. On the other hand, there is no 

knowledge of IT terminology associated with big data.  

The results showed poor understanding of problems of big 

data (particularly in IT) among students of economics. There 

is also an increase in knowledge at the later years of study, 

mainly in statistics and the possibility of use of big data 

solutions. 

IV. BIG DATA AND EDUCATION 

The widespread use of Internet, mobile computing and 

sensor networks are generating massive amounts of data 

available for decision making. As the Internet of Things 

grows the data can be collected from more sources. The 

increasing storage capacity and cloud storage solutions allow 

the data to be gathered across longer periods of time, and a 
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greater number of variables can be monitored, at a relatively 

low cost and with less effort than ever before.  

This situation brings opportunities and challenges to many 

domains, so the educational institutions should definitely 

focus on this emerging field to satisfy the market demand for 

professionals in big data analyses, applications and 

technologies. 

Given the broad scope of the issues covered by big data 

domain, higher education in economic schools should 

provide an overview of the possible uses of big data in 

business and administration institutions. The key aspect is to 

develop students' ability to critically evaluate the 

technologies, and consequences of their application. The 

Authors while browsing information about educational 

offering were attempting to identify academic courses which 

are related to any aspects big data. 

Table II presents an overview of university courses that 

strictly or somehow referred to big data. The faculty name in 

the second column of the table provides a context for the 

course name. The short research on available courses was 

made by analyzing the online resources of the USOS systems 

of different universities where the detailed syllabi of the 

courses are available.  The syllabi contain content of subjects 

for each classes. The criteria to choose the course as 

somehow related to big data were that at least one of the 

topics has the keyword ‘big data’.   
The 15 example courses have been identified among 

different levels of education: bachelor or master degree, 

post-diploma and also studies founded from Erasmus 

program. It is worth to notice that, the range of faculties and 

their specializations is quite broad from social sciences, 

through business oriented to strictly technological ones. Five 

of them refer directly to the phrase ‘big data’ in their titles 

and all of them are offered by information technology or 

economic faculties or specializations. These technical and 

economical faculties also some other courses related to big 

data such as programming, visualization of information, 

social networks etc. The term ‘big data’ also appears in 

descriptions of strictly humanistic subjects, for example 

offered by Faculties of Polish Studies in the context of social 

media. 

The presented research shows that the term ‘big data’ is 

applied in broad range of domains. The technological aspect 

(in the context of applied IT solutions) is mainly visible on 

IT oriented fields of study and in the context of analytical 

methods, also can be met on IT and economic studies. The 

business aspect of the analyzed courses is mainly considered 

from the social media on humanistic studies. 

The social aspect of big data is also considered. It should 

be noted that among the identified courses commercial 

applications or public administration point of view are not 

present. We can suppose that there are some courses that 

deal with business data processing but this is not exposed in 

the course syllabi as ‘big data’. However it cannot be said 

that the term ‘big data’ is used only on technical studies. 

There are first attempts to create the fields of study 

addressed to future big data specialists. One of those efforts 

is the master-level study in SGH (Warsaw School of 

Economics). “Advanced Analytics – Big Data” has 
interdisciplinary character and it is placed in scientific 

disciplines: economics, management sciences, mathematics 

and informatics. Competencies of the graduates are focused 

Table II. Overview of university courses that referred to big data   

 

no. Course name University / faculty or institute 

1 Big data Warsaw School of Economics 

2 Big data Wrocław University of Economics / Management IT and Finance 

3 Big data and business analytics University of Zielona Góra / IT 

4 Big data processing University of Warsaw / Mathematics, Informatics and Mechanics 

5 Big data processing University of Wrocław 

6 Business intelligence systems Nicolaus Copernicus University in Toruń / Management 

7 Concurrent and Distributed Programming University of Warsaw / Mathematics, Informatics and Mechanics 

8 Culture 2.0: social media Jagielonian University in Kraków / Polish Studies 

9 Design and visualization of information Nicolaus Copernicus University in Toruń / History 

10 International Forecasting and Simulations University of Warsaw / International Relations 

11 Landscape of today's Polish Internet Kazimierz Wielki University in Bydgoszcz / Administration and Social Science 

12 Mass media Universitas Opoliensis / Polish Studies 

13 R and Big data Warsaw University of Technology / Mathematics and Information Science  

14 Social networks and multi-agent systems University of Zielona Góra / IT 

15 Social portals - the role and importance University of Social Sciences / IT 

Source: Own elaboration 
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on the problems of acquiring, ordering, storing and analysis

of large data volumes using advanced tools. The competen-

cies of the graduates are planned to be the focused on busi-

ness and economic phenomena and processes.

The new field of study will educate the specialists in data

acquiring – as well structural as unstructured – from many

resources  (i.e.  data  bases,  data  warehouses,  internet,  text

files,  sensor  data  and  geolocation  data)  and  their  analysis

which  encompasses  searching  for  hidden  associations,

knowledge  extraction,  creating  prognostic  and  simulation

models and interpretation of the results.

Among the specialization courses apart from detailed eco-

nomics, there are some courses on data bases and data ware-

houses, decision rules, optimization methods, graph and net-

work theory, data mining, text mining, data visualization and

concept of big data. Moreover the large number of computer

laboratories was foreseen with SAS software. [13]

It should be noted that the field of study described above

is aimed at educating relatively few analytics and big data

professionals. Another issue is education of many specialists

of  management,  finances,  administration  and  other  fields,

who should have general knowledge on big data, directed on

the ability to use this concept.

V. CONCLUSIONS

Above considerations show the multiaspect  and relative

immaturity of big data concept.  The concept  is  constantly

evolving due to the very relative term ‘big’ and can be under-

stood in many different ways. The research of popular paper

articles, survey among students and research on educational

curricula of Polish universities also confirm this hypothesis

on multiaspect and nonuniform understanding of the big data

concept. As the research shows, in spite of high recognition

of big data term, its understanding among students of eco-

nomic studies is mainly intuitive and associated with every-

thing that is related to data storage and processing of large

data volumes. The specific big data features poorly recog-

nized by students and often highlighted by big data profes-

sionals are:  lack or poor structuring of data and their pro-

cessing for analytical purposes in a real-time.

Apart from poor understanding of the concept, the inter-

esting aspect is the respondents’ faith in the business utility

of big data solutions. The business aspect for this group is

most important. Such attitude is differs from the attitude rep-

resented by most of the journalists for whom the business as-

pect in most cases is an occasion for discussing and describ-

ing  potential  problems  of  privacy violation  and  its  social

repercussions.

The analysis of academic curricula related to big data also

indicates its broad conceptual scope. Depending on the field

of study various aspects are  discussed.  At present the stu-

dents of economic studies are supposed to be future man-

agers.  Once on the labor market they will probably expect

to have information technologies and analytical methods to

bring them valuable data to help them improve business per-

formance. This can bring positive effects in the form of in-

creased IT investments for data analysis and big data appli-

cations. In this situation the interest in big data technologies

should be used as a chance to improve the level of education

in this area, so the future managers could understand real ca-

pabilities offered by massive data processing. The education

in this field is  necessary not only for  small group of data

analysis specialists/data scientists but also (to some certain

degree) to all the students of economic studies. Simultane-

ously, apart from providing technological knowledge the care

should  be  taken to  understanding the  social  aspect  of  big

data. Improper use of personal data may lead to society’s re-

luctance and in consequence for example to establishment of

legal  regulations  significantly  limiting  the  applications  of

new technologies of massive data processing what could be

harmful for the country economy.
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Abstract—This  paper  is  devoted  to  the  cloud  computing

model and the opportunities and challenges connected with its

utilization by business organizations, including the most signifi-

cant issues related to the cloud migration strategy. It is com-

posed of five parts.  In the first,  some facts concerning cloud

computing as a new technology and the reasons for organiza-

tions using this type of computing model are provided.  Next,

the notion of cloud computing is briefly defined and the most

significant  opportunities  and  possibilities  linked  with  cloud-

based solutions are presented and discussed. The following part

is focused on the analysis of the most important problems and

challenges  connected  with  the  cloud  computing  model.  The

penultimate part of the paper deals with the issues connected

with the cloud migration strategy, focusing on the most impor-

tant elements. In the final part of the paper, the most significant

conclusions and suggestions are offered.

I. INTRODUCTION

HE dynamic development of solutions available using

the cloud-based model and the growing interest in them

can be noticed taking place over recent years. Cloud com-

puting is perceived as one of the components of the next-ge-

neration IT infrastructure (NGI) of contemporary organiza-

tions and a very important technology of the future [1]. Ac-

cording to the report by the McKinsey Global Institute, it is

regarded as one of twelve potentially disruptive technologies

that will transform business and the global economy [2].

T

The importance of cloud computing as a technology has

been confirmed by various studies. The results of the 18th

Annual Global CEO Survey (1322 company leaders from 77

countries) conducted by PwC indicate that cloud computing

is considered by CEOs as one of the six most strategically

important developments in digital technologies [3]. Accord-

ing to the results of the 2014 Technology Innovation Survey,

conducted by KPMG among almost 800 global technology

industry leaders, cloud computing is a top technology that

will have the greatest impact in driving business transforma-

tion for enterprises [4]. In addition, the results of a survey of

ICT professionals, carried out by the German Federal Asso-

ciation  for  Information  Technology,  Telecommunications

and New Media (BITKOM), confirms the importance of this

technology. 64% of those surveyed consider cloud comput-

ing as the leading information and communication technol-

ogy trend [5]. 

The  significance  of  cloud  computing  additionally  in-

creases because of the fact that it enables other highly im-

pactful technologies, including: mobile Internet, automation

of knowledge work, the Internet of Things, and Big Data [2],

[6], [7].

So, in the context of the importance of this technology

and its transformational potential, it is pertinent to analyze a

few of the key issues connected with it, which this paper will

proceed to do. They include the following aspects:

• the opportunities and benefits connected with cloud

computing utilization,

• challenges and concerns connected with cloud com-

puting usage,

• the cloud computing strategy and its key elements.

II. OPPORTUNITIES AND BENEFITS CONNECTED WITH

CLOUD COMPUTING UTILIZATION

There are many diverse benefits and opportunities arising

from the adoption of a cloud computing model and different

mixes of the delivery (SaaS, PaaS,  IaaS) and deployment

(public, community, private and hybrid clouds) models. Al-

though cost is very often indicated as a key benefit, ([8], [9])

in fact there are much more important advantages associated

with this  approach.  According to  the results  of  the above

mentioned  2014  Technology Innovation  Survey,  there  are

four main categories of benefits connected with this technol-

ogy. They include [4]:

• improved business efficiencies/productivity (37%),

• cost reductions (22%),

• faster innovation cycle (11%),

• accelerated time to market (10%).

Other reports  also often indicate considerations such as

[2],  [10],  [11]:  increased  agility,  opportunities  connected

with the implementation of new business models, improved

collaboration among business units and partners, geographic

expansion, creating new opportunities for SMEs. If the is-

sues connected with an organization’s productivity are con-

cerned, there are two main considerations. They are [2]:

An analysis of the opportunities and challenges connected with

utilization of the cloud computing model and the most important

aspects of the migration strategy
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• infrastructure and operating expenses,

• application development and packaged software.

According to estimates by the McKinsey Global Institute,

in relation to the first of these, productivity gains could reach

20-30%. They result from [2]:

• reduced infrastructure and facilities footprint,

• high task standardization and automation.

In  the  second  case  the  McKinsey Global  Institute  esti-

mates that productivity gains could reach 10-15%. They re-

sult from [2]:

• standardization  of  application  environment  and

packages,

• faster experimentation and testing.

There  are  many aspects  of  the  cloud computing model

which can result in lower costs. For example, if the physical

IT infrastructure is considered the most important aspects in-

clude [2], [8], [9], [12], [13]:

1. Reduction or elimination of waste related to the low

level of hardware utilization.

2. Reduction of costs connected with hardware main-

tenance.

3. Lowering costs related to energy consumption.

4. Possibilities for the permanent analysis of costs and

the selection of the optimal service level.

In  the case of software utilization, the cloud computing

model can lead to the reduction or elimination of costs con-

nected with:

1. Purchase  and  installation  of  software,  its  mainte-

nance and upgrade.

2. Purchase of wrongly selected software (see [14]).

3. Low level of software usage.

4. Developing and testing of applications.

There are many new factors connected with cloud com-

puting which  have an impact  on faster  innovation cycles.

Easy and cheap access to tools for the development and test-

ing of new products or services, e.g. cloud-based Big Data

tools, is a good example in this context [7]], [15]. Big Data

tools are already being used for this purpose by a growing

number of companies [16].

Simultaneously, the implementation of cloud-based solu-

tions leads to a diminishing demand for IT department em-

ployees to be responsible for the maintenance of an organi-

zation’s physical IT infrastructure and, correspondingly, the

possibility to release some of the budget previously allocated

for this purpose. This allows for the reinvestment of the sav-

ings on innovative products or services. According to the re-

sults of the earlier cited survey conducted by the Manchester

Business  School  and  Vanson  Bourne,  this  occured  in  the

case of 62% of the companies surveyed  [9].

Use of the PaaS model is a good example as far as accel-

erated time to market is concerned. In this case companies

which develop their own software instead of creating their

own environment can instantaneously use ready-made tools

for the application building process, delivered to them as a

service.

If company agility, understood as the capacity of an orga-

nization to identify and capture opportunities more quickly

than  competitors,  is  considered,  cloud  computing  signifi-

cantly  increases  the  possibilities  of  companies  in  this  re-

spect,  due  to  the  fact  that  utilization  of  the  cloud-based

model considerably broadens opportunities for the quick and

flexible adjustment of an organization’s IT infrastructure to

new needs or new market situations. Such situations can re-

quire the implementation of new applications, adding new

services  or  increasing computational  capacity. In  addition,

using  cloud-based  solutions  can  be  quicker  than  using  a

company’s own staff [2].

Utilization of the cloud computing approach also provides

organizations  with  numerous  new  opportunities  to  imple-

ment new business models.  In many cases,  these business

models would not be feasible without usage of this computa-

tional model. An innovative business model called car shar-

ing, implemented by the Zipcar company, is an example of

such a situation. This business model is based on a compli-

cated management system of a single set of cars which are

shared by many users, which would not be possible without

an advanced IT system where one of the key elements is the

utilization of the cloud computing model [17].

Improved collaboration among business units and partners

is made possible by the provision through the cloud of easily

accessible, continually developing, applications. This aspect,

combined with the above mentioned opportunities to build

and implement new business models, provides organizations

with new possibilities for geographic expansion.

The  cloud  computing  model  also  provides  small  and

medium enterprises  (SMEs) with significant  opportunities,

especially in  respect  of  costs.  In  the  case  of  the  smallest

SMEs or start-ups with only small levels of capital at their

disposal, this is not in relation to the reduction of costs pre-

viously incurred for IT infrastructure but rather opportunities

to access hardware and software which would not be achiev-

able in the traditional computational model, owing to finan-

cial  barriers,  particularly around the purchase of hardware

and software and the employment of skilled IT workers to

cover maintenance. The cloud model and the associated pos-

sibilities of “hiring” services connected with physical IT in-

frastructures or applications, enables smaller firms to more

effectively compete with large organizations [8].  They can

also access sophisticated solutions such as the above men-

tioned Big Data tools or the programming environment in

the PaaS model. 

III. THE MOST IMPORTANT CHALLENGES AND

CONCERNS CONNECTED WITH CLOUD COMPUTING

UTILIZATION

As is  the  case  of  all  IT  solutions,  those  offered  in  the

cloud model bring not only benefits  and opportunities but

also problems and challenges. According to the results of the

above mentioned 2014 Technology Innovation Survey, there

are  three  main  groups  of  challenges  connected  with  the

cloud computing model. They include [4]:
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• security (23%),

• technological complexity (16%),

• risk management (15%).

Security  anxiety  is  undoubtedly  the  key  concern  con-

nected with this technology, and is confirmed by the results

of  other  studies  [2].  According  to  the  Cloud Security Al-

liance there are various types of security concerns including

such aspects as: data loss/leakage; account, service, and traf-

fic hijacking; shared technology vulnerabilities or insecure

application programming interfaces [18]. Of course the level

of the potential risk depends on many factors, including the

type of cloud being used, the service provider, the technolo-

gies being used (including data encryption) as well  as the

procedures it uses, or the procedures applied by a client-or-

ganization. In the latter case, it also relates to the phenome-

non called  shadow IT, which is  the  use  by employees  of

cloud-applications not approved by their IT departments for

business purposes [19].

The spread of the cloud computing model should also re-

duce the issue of technological complexity, due to the fact

that  service providers are likely to do everything to make

their solutions as simple and as easily manageable as possi-

ble. Such a trend is already perceivable (see [20]). 

The third issue which causes the biggest anxiety among

managers is risk management connected with the utilization

of the cloud computing model. Apart from the above men-

tioned security-related issues, some of the most import chal-

lenges are those connected with the availability of services.

The  deeper  the  dependency of  an  organization  on  cloud-

based solutions, the more important this issue is. In spite of

numerous publicized cases of problems with the availability

of cloud services from well known providers, availability of

this type of service is generally at a very high level. This fact

is confirmed by the results of various studies (see [21]). Re-

gardless of the level of availability of cloud services, every

organization which utilizes the cloud computing model has

to have appropriate procedures and technological solutions

in place in case of  problems with access  to  services.  The

same relates to the management of other types of risks.

Apart  from the above mentioned issues,  there are other

challenges and limitations connected with the implementa-

tion and utilization of  the cloud computing model.  In  the

case of technical issues, one of the most important, and often

underestimated issues, is network capacity. This is due to the

fact that cloud-based technology is deployed through mas-

sive  data  centers  that  necessitate  high-capacity bandwidth

[2].  Simultaneously  bandwidth  requirements  can  signifi-

cantly differ depending, for example, on the type of cloud-

based application (basic, intermediate or advanced) [6].

The next element can constitute a significant hurdle in the

process of adoption of a cloud computing approach, which is

a reservation regarding the usage of the cloud-based model

(lack of trust in cloud-based solutions). Such reservations are

typically connected with issues such as concerns about plac-

ing sensitive data on third-party servers somewhere in the

world. An important element of these concerns is the earlier

mentioned issue relating to the reliability of cloud-based so-

lutions. In spite of improvements in cloud technology, high-

profile downtime accidents continue to take place. As a re-

sult, they affect public perceptions concerning the reliability

of cloud-based solutions.

The next significant challenge which can constitute an im-

portant  barrier to the implementation of cloud-based solu-

tions are structural issues and cultural resistance in organiza-

tions’ IT departments. It is connected with the fact that usage

of such computation models causes deep changes in IT man-

agement practices and the functioning of IT departments. It

can, and in many cases does, lead to raising concerns about

loss of control and the lowering of significance and position

of  these  departments  in  companies.  In  fact,  in  the  new

“cloud realities”,  their  role  will  be  significantly different,

moving to that of broker of IT services [22].

The newly required skill sets are the next issue which can

be a source of fear and which can cause resistance. It relates

to the skills of the employees of IT department and not only

of technical nature. In this context a demand for a new type

of manager, called “true program managers”, has been indi-

cated. They should be leaders who know how to cooperate

with internal technologists and third-party vendors in order

to  pull  together  a  particular  solution  and  deliver  it  as  an

overall program [1]. Another significant factor is connected

with the complexity of  migrating enterprise IT systems to

the cloud [2].

There are also many legal challenges. They relate to such

aspects as: regulations concerning the place of data storage

and access  to  that  data,  data  ownership,  privacy and data

protection issues, the applicability of the law connected with

data protection and the scope of vendors’ responsibility (in-

cluding liability for data residing in a particular online loca-

tion). These issues have yet to be settled by policy makers,

and  a  significant  barrier  is  the  fact  that  the  law in many

countries does not address these issues. An important con-

straint in the ability to take advantage of some of the benefits

of  cloud-based  solutions  (especially  those  connected  with

public clouds) is the fact that in many countries data protec-

tion laws restrict  the possibility of storage and transfer  of

some types of data outside their borders [2], [23]. A further

legal issue constitutes a significant concern in the case of the

utilization of public clouds. It relates to inquiries from gov-

ernmental agencies (e.g. the National Security Agency in the

U.S.). Namely, public cloud providers can be obliged to pro-

vide  information  concerning  their  customers,  but  may be

legally barred from informing them about this fact [1].

IV. THE MOST IMPORTANT ELEMENTS CONNECTED WITH

THE CLOUD STRATEGY

In spite of the growing interest of organizations of various

sizes in adopting cloud-based solutions it does not mean that

they have a cloud strategy. According to research conducted

by IDC only 17.9% of young organizations (fewer than five

years of operation) and 10.2% of mature ones (more that five

years of operation) have an optimized cloud strategy. That is:
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• a broadly implemented, cloud-first  strategy which

is proactively managed,

• clearly driving business innovation while improv-

ing IT operational efficiency [24].

Although one could perceive the utilization of the cloud

computing model as a relatively simple issue, this is in fact

not  the  case.  There  are  numerous  potential  problems  and

challenges connected with its implementation and many as-

pects have to be carefully analysed and planned. It is obvi-

ous that implementation of cloud-based solutions is simplest

in  the  case of  companies  without  any previous “burdens”

and legacy systems i.e.  start-ups.  But the bigger the com-

pany  is,  with  many  complicated  business  processes,  the

greater the scale of the challenges. Because of this fact it is

especially  important  for  organizations  to  have  clear  and

comprehensive cloud strategies, including the cloud migra-

tion plan, in case they decide to utilize a cloud-based model.

Generally a strategy for the utilization of cloud-based so-

lutions and migration to this computation model should be

based on three key phase (see Fig. 1).

Fig.  1 Cloud utilization strategy and its three phases (source: own

source)

In the preliminary assessment phase a management board,

or especially established special committee, should make a

preliminary assessment of  the usefulness  of using a cloud

computing model in the context of its impact on the organi-

zation’s functioning.

This relates to such issues as:

• assessment  of  whether  the  cloud  computing  ap-

proach aligns with the organization’s culture e.g. in

terms of  outsourcing or not outsourcing any of its

own operations (a culture of risk avoidance [25]),

• assessment  of  whether  the  cloud  computing  ap-

proach aligns with the organization’s objectives and

what would be the migration goals (improvement of

productivity, cost reduction, increased agility, new

business models implementation etc.),

• appraisal of the risk connected with the migration

process in the context of the potential impact on it

of internal and external factors,

• assessment of which key stakeholders would be im-

pacted by the migration process and how.

In the context of the above mentioned issues, it is evident

that many organizations, for various reasons, do not decide

to move to the cloud. According to the results of Computer-

world’s Forecast survey conducted among 194 IT executives

in May and June 2014, almost one third of those surveyed

declared that their companies had no such plans (see Fig. 2). 

And there is one more significant element of this phase - a

comprehensive assessment of the readiness of the organiza-

tion for the migration process.  It  is  concerned with issues

such  as  technical,  human  and  organizational  aspects.  Ac-

cording to the results of the Chief Infrastructure Technology

Executive  Roundtable  (CITER)  organized  by  McKinsey,

there are six key elements important in the context of an or-

ganizations’ “cloud readiness”.

Fig.  2 Organizations’ strategies for cloud computing (source: [11])

They include such issues as [1]:

• well defined and well understood workflows to sup-

port cloud offerings,

• highly automated IT infrastructure,

• the  right  technical  skills  and  training  to  support

cloud of company’s IT department,

• effectively broken down/collapsed by company's IT

department  technological  silos  (e.g.,  Windows,

UNIX, storage, networking),

• extensive  self-service  options  (e.g.,

development/test servers) offered by the company’s

IT infrastructure,

• a strong understanding of the issues connected with

forecasting the demand for cloud offerings.

In the case of a positive assessment of the sense and ad-

visability of using a cloud-based solution, it is then neces-

sary to move to the second phase - development of a migra-

tion plan. In its scope it is necessary to analyze the more de-

tailed  issues  (including technical,  legal  and  organizational

ones) and make final choices, such as:
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• determination  of  the  final  migration  goals  and

choosing the  business  processes  which  should be

cloud-supported,

• selection  of  the  deployment  model  (cloud  type)

which will be used by the organization,

• selection  of  the  delivery  model(s)  (SaaS,  IaaS,

PaaS) which will be applied and determination of

the scope of their utilization (type of cloud-based

applications,  elements  of  the  infrastructure  which

will be moved to the cloud etc. – see Fig. 2)

• selection of the approach for adopting cloud-based

solutions.

In  the  case  of  this  last  issue  there  are  two  basic  ap-

proaches  which  can  be  chosen  by  an  organization  i.e.

“brownfield” and “greenfield”. The first one concerns the pi-

loting of individual technologies and next deploying them in

the current IT environment in order to replace solutions used

so far. The second one relates to situations in which an orga-

nization deploys a separate standalone environment for new

applications,  and  legacy  applications  are  migrated  to  this

new environment [1]. In the context of decisions concerning

deployment  and  delivery  models  organizations  should  re-

member that such choices have a significant impact on is-

sues relating to the level of direct control of the organization

over the solution and risk connected with it (see Fig. 3).

Knowing  the  specific  elements  connected  with  the

planned  delivery  and  deployment  model,  the  organization

can then start the process of selection of a provider of cloud

services. In this context an important aspect is to determine

the provider’s role and scope of engagement in the migration

process as well as the parameters which should be fulfilled

by the services delivered in the cloud mode. As far as the

first  aspect  is  concerned,  according  to  the  results  of  the

above mentioned Chief Infrastructure Technology Executive

Roundtable (CITER) organized by McKinsey, there are four

important roles of vendors in the process of cloud migration.

They include such issues as [1]:

• implement and integrate solutions,

• provide managed services (e.g. hosting, storage, in-

cident monitoring/response),

• provide IT staff augmentation for  ongoing opera-

tions,

• design  a  company's  architecture  and/or  IT  infra-

structure environment.

As far as the second aspect is concerned, in this case it is

necessary to determine the parameters which should be ful-

filled by the services delivered in the cloud mode and work-

ing  out  the  metrics  (Key Performance  Indicators)  as  pre-

cisely as possible, allowing for their control [10]. It is also

extremely important to determine requirements for such is-

sues as: data security, back-up procedures, location of  data,

ownership of data or the scope of the provider’s responsibil-

ity.

Fig.  3 Inherent risk relationships with cloud service delivery and de-

ployment models (source: [25])

Other important issues which have to be planned include:

• the means of integration of  the cloud-based solu-

tions with those which will remain functioning in

the traditional way,

• determination of a disaster recovery plan and proce-

dures including a risk management program and in-

cident management,

• organizational changes (especially in the IT depart-

ment)  i.e.  their  scope,   their  implementation  and

overcoming potential cultural resistance,

• necessary training and its scope,

• a cloud governance model.

The third and final phase of activities connected with the

introduction of cloud-based solutions to an organization is

the implementation phase, the maintenance and monitoring

of their functioning in the context of the performance of the

organization as a whole. The key issues which have to be re-

alized in this phase include:

• final selection of the service provider and signing

the contract  including a Service Level Agreement

(SLS),

• elaboration, together with the vendor, the migration

plan  based  on  the  selected  approach  of  adopting

cloud-based  solutions,  including  the  scope  and

dates of necessary trainings,

• execution of the planned trainings,

• implementation of the planned cloud-based services

and their integration with those functioning in the

“traditional” way, as according to the plan,

• testing  the  functioning  of  the  implemented  solu-

tions and making required corrections,

• monitoring the functioning of the implemented so-

lutions based on a previously prepared cloud gover-

nance model and making necessary improvements

and corrects.
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V. CONCLUSION

The  results  of  numerous  surveys  clearly  indicate  the

growing interest of organizations of varying types in IT solu-

tions available using the cloud computing model. This fact is

also confirmed by the data concerning the dynamic growth

of the cloud computing market and cloud data center IP traf-

fic [6].

Undoubtedly, utilization of cloud services provides orga-

nizations with many opportunities. They are not only con-

nected with such issues as the reduction of IT-related costs

or productivity improvements, but they also have significant

influence on a faster innovation cycle,  increased agility or

implementation  of  new  business  models.  Also  more  and

more  organizations discern  that  without  cloud-based  solu-

tions it would be more difficult to be able to store, analyze

and use the rapidly increasing amounts of data critical for

their market success and development.

But  utilization  of  cloud-based  solutions also brings  nu-

merous potential challenges and concerns related to such is-

sues as the reliability of cloud services, data security, privacy

or cloud-platforms compatibility. Also the migration process

to cloud solutions includes many aspects which have to be

well thought out and carefully planned. It relates not only to

purely technical issues but also to legal and organizational

ones. In the context of the last aspect, one should remember

that  implementation of  a cloud-based approach,  especially

when it is a larger scale program, will be a type of reengi-

neering project, as it is connected with a deep rethinking of

the way an organization conducts its own operations. In this

case problems of  the  various  types of  potential  resistance

(especially connected with the IT department and its chang-

ing role) and overcoming it, should be carefully addressed.

An important challenge is also the lack of so called “best

practices” which could be applied by organizations in their

migration  process  (see  [11]).  In  this  situation  properly

planned and executed cooperation with vendors is a very im-

portant aspect and one of the success factors.

Taking into consideration the above mentioned remarks, it

is necessary to stress that an incorrect and ill-considered ap-

proach to the cloud computing phenomenon can lead to a sit-

uation where, instead of expected benefits, numerous prob-

lems arise,  negatively or even destructively influencing an

organization’s functioning and the realization of  its  goals.

This results from the fact that cloud-based projects are con-

nected to the IT infrastructure, a crucial component of every

contemporary organization and the foundation of their func-

tioning.
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Abstract—The  aim of  this  study  is to  answer  the  question

about risk factors for the information system (IS) projects in
public  organizations in Poland.  These factors were identified
based on a critical review of literature, practical collaboration,
the case study and logical deduction.  The paper continues as
follows.  Firstly,  a  relationship  between  risk  factors  and  a
project success is explained and risk factors presented in the
literature  are  shown.  Secondly,  a  methodology  of  examining
risk  factors  for  the  IS  project  in  public  organizations  is
presented. Thirdly, the risk factors for the IS projects in public
organizations in Poland are identified  and the framework of
risk  factors  presented  in  the  literature  is  improved.  In  this
framework the factors are classified into eleven groups, namely
(1)  top  management  support;  (2)  manage  processes  in
organization;  (3)  involve  end  users;  (4)  manage  information
system  development  process;  (5)  make  system  requirement
analysis; (6) plan the project; (7) manage, monitor and evaluate
the  project;  (8)  manage  project  team;  (9)  manage  team
experience; (10) manage team communication; and (11) public
sector procedures and processes.  This paper concludes with a
presentation  of  the  study’s  contribution  and  limitations,

implications for the findings and the stream of future work. 

I.  INTRODUCTION

HE  information  systems  (IS)  projects are  always

connected to substantial risk. A considerable number of

IS projects still use more resources than planned, take longer

to complete and provide less quality and functionality than

expected [1], [2]. The questions are, what are risk factors for

IS  projects  and  how  manage  risk  in  IS  projects?  Among

some  most  common  risk  factors  for  IS  projects  are:

unrealistic  goals,  inaccurate  estimation  of  necessary

resources, badly defined requirements, poor presentation of

a project  status,  and  unmanaged  risk  [3],  [4].  It  has  been

identified that a poor risk management (RM) of IS projects

often  leads  to  failure  in  IS  projects  both  in  public  and

business organizations [5]. 

T

Although some managers claim that they manage risk in

their projects, there is evidence that they do not manage it

systematically  [6].  This  shows  that  public  and  business

organizations  should  improve  not  only  their  ability  to

identify,  but  also  manage  the  risk  associated  with

projects [7]. 

The existing studies  mostly examine risk factors  for  IS

projects in business  organizations  [8]-[10]. There are only

few studies concerning risk factors for IS projects in public

organizations [11], [12]. This portrays the need for studying

risk factors influencing the success of IS projects in public

organizations. Therefore, conducting research among Polish

public  organizations  should  contribute  to  greater

understanding of risk factors for IS projects and should help

fill the gap in the existing body of knowledge.

This  article  focuses  on  analyzing  risk  factors  in  IS

projects in public organizations in Poland. Its  aims are to:

(1)  indicate  risk  factors  for  IS  projects  in  public

organizations  in  Poland,  and  (2)  define  a  risk  factor

framework for IS projects in public organizations.

The  article  is  structured  as  follows.  Section  I  is  an

introduction to the subject. Section II states the theoretical

background  of  risk  factors  for  IS  projects.  Section  III

describes  a research methodology. Section IV presents  the

research findings on risk factors for two IS projects in Polish

public  organizations  and  the  risk  factors  framework

presented in the literature is  enhanced. Section V provides

the study’s contributions and limitations, implications for the

findings and the stream of future works. 

II.  LITERATURE REVIEW

A. IS Project Success and Its Risk Factors

Is  there  a  relationship  between  risk  factors  and  project

success?  This  question  has  been  considered  relevant  by

people from both academic and practitioners’ communities

already for a long time, especially in the area of IS, where

projects  have  a  long  history  of  failing  [13]-[16].  What

exactly is  defined  as  risk?  Risk  is  the  occurrence  of  any

event that has consequences for, or an impact on the success

of an IS project  [17]. Many authors define that all projects

involve risk of some sort [18]. There is no project without a

risk. Risk management (RM), therefore, is one of the main

issues of a project. Its positive impact on planning, decision

making, avoiding bad events, and giving a proper response

to a risky situation is remarkable [19]. RM is both a science

and  an  art  for  identifying  the  treats,  assessing  and

controlling  them  by  applying  the  most  effective

manner [20]. 

The success  of  IS  projects  is  traditionally measured  by

time,  budget  and  requirements  criteria.  Many  researchers

define a project  success in terms of compliance with time

limits,  cost  limits  and  meeting  requirements  [21].  The

significant impact on projects success has RM [22]. It helps

to identify and manage risk, and thereby prevent IS projects

from  getting  off  the  track.  RM  involves  identifying  the

potential risk,  measuring,  monitoring and controlling them
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in an organization to meet its strategies and objectives, and

leads to decrease the undesired effects in project life cycles.

There is a general  consensus that effective planning and

implementation of a RM methodology both positively affect

the success rate of any project  [23]-[26]. There are several

methodologies  of  project  RM that represent  the course of

actions  required  to  manage  risk  during  IS  projects  [27].

However, the main point is to identify the exact risk factors

for IS projects  [28]. We found only five papers  published

after  2010  defining  risk  factors.  Characteristics  of  the

publications are presented in Table I. 

Based on the literature findings, there have been identified

ten risk groups (RG). Namely, (1) top management support;

(2) manage processes in organization; (3) involve end-users;

(4)  manage  information  system  development  process;  (5)

make business requirement analysis; (6) plan the project; (7)

manage,  monitor  and  evaluate  the  project;  (8)  manage

project  team;  (9)  manage  team  experience;  (10)  manage

team communication. Each of risk groups is clearly defined

by particular  risk  factors.  The  compilation  of  risk  factors

grouped into risk groups is presented in Table II.

B. Risk Factors for IS Projects in Public Organizations 

In  the  literature,  researchers  are  conducting  studies  on

identifying  risk  in  public  organizations.  Patanakul  [11]

conducted research on large-scale IS projects in the public

sector. There were defined the exact risk factors: 

− system design and implementation; 

− problems in requirement identification;

− project management and governance;

− problems in managing project risk;

− problems  in  project  monitoring,  control  and

managing changes; 

− problems in project governance; and

− contract management.

Aritua, Smith and Bower [12] run research on risk factors

in public sector in the UK. The research focused on public

organizations’ projects in general, not in the context of IS

projects. According to them, rejecting the risk of a general

nature,  specific to certain sectors of the economy, the risk

factors can be distinguished as follows: 

− linking strategy and projects;

− difficulties in project delivery;

− skills shortage and resources;

− cash flow and funding problems;

− sustainability and environmental legislation;

− challenges of procurement;

− competition for contractors; and

− change in government policy.

Analyzing the above risk factors, it can be noticed, that

some of  them are  the same as  defined  in  the risk groups

presented  in  Table  II.  However  the risk,  namely:  contract

management,  challenges  of  procurement,  and  change  in

government policy are not included among the risk defined

for business organizations.

C. Risk Factors Framework for IS Projects

Risk usually comprises  a lot  of  factors  interacting with

each  other.  Researchers  have  built  several  frameworks  to

classify the factors and present relations between them [34],

such as the MIT90s framework of Morton  [35], the project

life-cycle  framework  of  Markus  and  Tanis  [36],  the

strategic-tactical framework of Holland and Light  [37], and

the  process-control-information  (PCI)  framework  of

Bemelmans [38]. The literature presents, that the success of

IS projects is dependent on the dynamics and interaction of

the organizational and technical factors  [39]-[40], [41]. The

authors structure and classify the risk factors in the MIT90s

framework which covers organizational as well as technical

issues. The framework is simple and easily extendable and

can,  therefore,  be  used  in  different  settings  for  multiple

purposes  [34]. For instance, the framework was applied for

supply  chain  information  systems  critical  success  factors

[34], [42]. 

The  MIT90s  framework  contains  the  following

dimensions [35]:

− Project  strategy  –  project  goals  and  how  the

organization fulfills these goals;

− Structure – process,  functions,  and structure of the

project in organization;

− Individual and roles – the roles,  skills, knowledge,

social ties and attitudes of people;

− Management process - the management process that

steers the implementation project; and

TABLE I.
CHARACTERISTIC OF THE PUBLICATIONS

Publication Research characteristics Research result

S. Liu, L.Wang (2014) survey, 26 respondents (IS managers) identified 27 risk factors

S. Sundararajan, M. Bhasi, P. K. Vijayaraghavan (2014) 1 case study identified 20 risk factors

C. Lopez, J.L. Salmeron (2012) interview, 12 respondents (IS/IT projects experts);

risk evaluation using IPA method

identified 46 risk factors

L.Jun, W. Qiuzhen, M. Qingguo (2011) survey, 93 respondents;

the influence between factors were measured

identified 7 risk factors

P.K. Dey, B.T. Clegg, D.J. Bennett (2010) 1 case study identified 41 risk factors
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− Technology  –  the  information  system  being

implemented. 

The MIT90s framework indicates that the success of IS

projects dependents on the interaction of the organizational

and  technical  system.  The  framework  (Fig.  1)  provides

opportunities for better understanding of dependency among

risk  factors.  Firstly,  risk  factors  can  be  grouped  into  five

dimensions  of  the  MIT90s  framework  which  is  easy  to

present  from  a  management  perspective.  Secondly,  the

framework of risk factors also provides an understanding of

the dynamics and cause-effect relationships of a complex IS

projects. The arrows in Fig. 1 indicate that changes in one of

the five interacting dimensions are influencing the other. The

risk  identified  in  one  dimension  will  cause  the  higher

probability of risk in the other dimension. For example, RG6

Plan the project – the factor R34 Poor project planning, will

influence  RG8  Manage  project  team,  R45  Inadequate

composition  of  project  team.  Poorly  planned  project

TABLE II.
RISK FACTORS FOR IS PROJECTS

Group of risk Risk factor Source

RG1
Top management 
support

R01 Lack of top management commitment to the project [29] [30] [32]

R02 Top managers make important IT decisions without consulting the others [29] [32]

R03 Unrealistic projects outcomes [30][33]

R04 Excessive project size [29] [31]

R05 Change in ownership or senior management during the process of development [30]

R06 Time too short/too long [29]

R07 Unrealistic schedule [29]

RG 2
Manage processes 
in organization

R08 Resources shifted away from the project because of changes in organizational priorities [29] [30]

R09 Major effect of project implementation on organizational structure [30] [33]

R10 Mismatch between organization culture and required business process changes needed for new 
system

[30]

R11 Changes in organizational priorities [29]

R12 Continuous changes in the organizational environment [29]

RG 3
Involve end-users

R13 Lack of user participation [29] [30] [31] [32] [33]

R14 Users resistant to change [29] [30] [32]

R15 Target users are unfamiliar with the technology and require additional training [29] [30] [31]

R16 Users with negative attitudes toward the project [30] [32]

R17 User is not committed to the project [29] [30] 

R18 Users constantly request further changes [29]

R19 Conflicts between users departments [29]

RG 4
Manage 
information system 
development 
process

R20 High level of technical complexity [29] [30] [31] [32]

R21 Immature technology [29] [30] [32] [33]

R22 New technology and use of technology that had not been used in prior projects [29] [30] [32]

R23 Lack of effective development methodology [30] [32] [33]

R24 Large number of links to other system required [29] [30]

R25 Inadequate system documentation; incomplete or non-existent [29] [32] [33]

R26 Lack of proper tests [29] [32]

R27 Lack of integration between systems [29] [32]

RG 5
Make system 
requirement 
analysis

R28 Continually changing scope and system requirements [29] [30] [32]

R29 Unclear or incomplete system requirements [29] [30] [33]

R30 System requirements not adequately identified [29] [30] [32]

R31 Conflicting system requirements [30]

R32 Failure to manage end-user expectations [29]

R33 Lack of frozen requirements [29] 

RG 6
Plan the project 

R34 Poor project planning [29] [30] [31] [32] 

R35 Inadequate estimation of required resources [30] [32] [33]

R36 Critical activities are not identified [29] 

RG 7
Manage, monitor 
and evaluate the 
project

R37 Project progress not monitored closely enough [29] [30] [31] [32] [33]

R38 Lack of an effective project management methodology [29] [30] [32] [33]

R39 Ineffective communication [29] [30] [32] [33]

R40 Inexperienced project manager [29] [30] 

R41 Project manager lacks required skills [29] 

RG 8
Manage project 
team

R42 Lack of knowledge management [33]

R43 Frequent turnover within the development team [29] [30] [32] [33]

R44 Team members are unmotivated [29] [32] [33]

R45 Inadequate composition of project team [29] [32]

R46 Improper definition of roles and responsibilities [29] [33]

RG 9
Manage team 
experience

R47 Team members lack of specialized skills required by the project [29] [30] [31] [32]

R48 Inadequately trained development team members [30] [32]

R49 Team members are unfamiliar with the technology [29] 

RG 10
Manage team 
communication

R50 Conflict and no cooperation between the team members [29]

R51 Team member are in many localizations [33]

R52 Inadequate team size [33]

EWA ZIEMBA, IWONA KOLASA: RISK FACTORS FRAMEWORK FOR INFORMATION SYSTEMS PROJECTS IN PUBLIC ORGANIZATIONS 1577



generates  risk  of  underestimation  or  overestimation  of

resources. 

III. RESEARCH METHODOLOGY

The goal of this research was to analyze risk factors for IS

projects, described in the literature, in the context of public

organizations  and  identify  the  most  critical  ones.  The

following research questions were posed:

1. What are the risk factors for IS projects?

2. What  are  the  risk  factors  for  IS  projects  in  public

organizations?

3. Is  there  any  significant  influence  between  risk

factors?

Research methods included a critical review of literature,

the case study, practical collaboration and logical deduction.

The following steps were taken.

The first step. The empirical evidence was searched aimed

at  peer-reviewed  journal  publications  from 2010  to 2015.

The process was supported by the use of electronic tools for

the search and selection of publications. The search included

journals  indexed  in  bibliographic databases,  i.e.  Ebsco,

ProQuest, Science Direct. The search was conducted using a

relevant  set  of  keywords  and  phrases  such  as  ‘‘software

project”  or  ‘‘information  technology  project”  and  ‘‘risk

management”  or  “risk  factors”,  and  ‘‘project  success”

included in paper abstracts in all possible permutations and

combinations  (taking  into  consideration  the  logical  AND,

and  OR  as  appropriate).  A  search  was  done  on  the

appearance of any combination of these terms, with a result

of 933 hits. All hits of 4 pages or less were excluded and

narrowed to reviewed academic journals in English. Then, a

second selection was made by evaluating the abstracts of the

publications  selected  in  the  first  round  of  selection.  This

second  round,  it  was  necessary  to  make  sure  that  the

publications  included all  three  topics:  software/IT  project,

project  success,  and  project  risk management.  The search

process  resulted  in  a  total  of  13  journal  publications,

published between 2010 and 2015.

The  second  step.  Risk  factors  for  IS  projects  were

improved on the basis of practical collaboration the authors

with IT companies that develop IS systems for business and

public organizations. 

The third step.  After  careful  evaluation  of  the literature

findings, practical collaboration and logical deduction, risk

factors  for  IS  projects  were  further  refined,  classified and

presented based on MIT90s framework. In the framework,

the risk factors were considered in five groups as (1) project

strategy,  (2)  structure,  (3)  individual  and  roles,  (4)

management process, and (5) technology.

The fourth step. Using the case studies approach, the risk

factors for IS projects in public organizations in Poland were

defined.  Moreover,  semi-structured  interviews  with  end-

users and project team members were conducted as well as

shareable documentations related to IS projects management

were  analyzed  during  the  study.  Data  was  obtained  from

documents and records such as statement of work, project

plan,  risk  management  plan,  minutes  of  meetings,  review

meetings, reports, project overview presentations and project

closure reports. This study was conducted in 2010 and 2013.

It concerned IS projects in two Polish public organizations.

The IS projects  included development and implementation

of integrated IS. 

The  fifth  step.  The  risk  factors  included  in  MIT90s

framework  were  evaluated  and  further  developed.  The

framework  was  supplemented  by  additional  risk  factors

defined for RM of IS projects in the public organization. 

IV. RESEARCH FINDINGS

A. Case Studies of IS Projects in Public Organizations

Public organizations in Poland, due to territorial scope of

their operations are divided into public organizations at the

state  level,  embracing  the  whole  Poland,  and  public

organizations  at  the  local  levels,  district  or  county.  The

described case studies of IS projects refer to the state level,

where project management took place and the local levels,

where IS was implemented.

Fig.1. Risk factors framework for IS projects based on Scott Morton [35]

organizational border
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RG 1 Top management support
RG 2 Manage processes in 
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RG 5 Make system requirement analysis
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RG 8 Manage project team
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Two similar projects, one successful and one not, will be

used to present the application of risk factors in IS projects

[43].  Information  about  a  project  was  gathered  by

participation in those projects and conducting series of semi-

structured  interviews.  Data  was  obtained  from documents

and records  such  as  statement  of  work,  project  plan,  risk

management  plan,  minutes  of  meetings,  review  meetings,

reports,  project  overview presentations and project  closure

reports. 

Table  III  shows that  those two projects  were  similar in

terms of  scope and  size.  As a result,  the outcomes of  the

projects  were  different.  Project  A ended  only  as  a  partial

success.  Finally, IS  was implemented but  it  was not  fully

used by the end-users after 12 months. The completion of

Project A was also significantly delayed. Project B was fully

successful.  IS  was implemented and it is fully used by its

end-users.

Project A was carried by a public organization at the state

level. The aim of the project was to improve and automate

government  processes  and  to  implement  an  integrated

information  system,  i.e.  an  ERP system in  sixteen  public

organizations at  the local  levels.  The ERP system used to

this  point  of  time was out  of  date.  The results  of  change

were  to  centralize  management  of  the  organizational

structure of all sixteen public organizations and automation

of  supporting  government  processes  for  finance  and

accounting,  human  resources  management,  payroll

management,  inventory  management,  and  fixed  assets

management. The expected benefits of the project were to

eliminate unnecessary documentation,  systemize document

circulation, ensure a smooth flow of information, and make

information  accessible  (which  is  relevant,  timely  to

appropriate users and in an appropriate form). A specifically

set up project  team of the central  public organization was

responsible for the implementation of the ERP system. The

project team was composed of people from the departments

of  the  central  public  organization,  such  as:  accounting,

human  resources,  payroll,  fixed  assets,  and  inventory

management,  and  from the  IT  department.  Moreover,  the

project team was supported by the members of IT company,

especially  business  analysts,  systems analysts,  and  project

team leaders. 

Project  A was  managed  using  PRINCE2  methodology,

however  only  few  documents  were  created.  There  was

created  a  risk  procedure,  however  the  risk  was  never

escalated  to  steering  committee.  The  risk  registry  was

fulfilled at the beginning of the project, but was not updated

during  the  project.  The  project  team  was  not  properly

instructed about necessity of risk reporting.  The basic risk

management  approach  was  missing.  The  risk  was  not

properly  managed.  Often  the  risk  was  not  identified  but

happened as an issue.

Project B was also carried out by a public organization.

The aim of the project was to implement IS for supporting

processes of service provision for citizens. As a result of the

project  the  following  types  of  IS  were  implemented:

integration platform, business intelligence, enterprise portal,

web based information portal and mobile terminal software.

The  project  was  undertaken  as  a  consequence  of  the

diagnosed  problems  arising  from  the  lack  of  IT  system

integration.  The lack  of  integration  made it  impossible to

have quick access to information indispensable for effective

functioning  and  monitoring  of  operations  of  public

organizations and caused an ineffective flow of information

between  the  public  organizations  and  the  cooperating

institutions. The lack of system cooperation compounded the

difficulties in monitoring funds allocation and expenditure,

and  the  difficulties  in  monitoring  the  use  of  funds  by

individual public organizations. 

Project  B  was  managed  using  PRINCE2  methodology,

where all necessary documents essential for effective project

management  were  created.  The project  team was formally

established. Particular people were permanently assigned to

particular parts of the project. Their scope of responsibilities

was explicitly defined. The project team consisted of an IT

specialist  group  and  a  government  group  made  up  of

specialists  who  were  the  main  users  of  the  system.  Risk

management  was  conducted  concurrent  with  the  project

implementation.  The  end-users  participated  in  a  series  of

conferences,  where  a  clearly  defined  project  goal  and

TABLE III.
PROJECT A AND PROJECT B – COMPARISON OF BASIC VARIABLES

Features Project A Project B

Project type Information system Information system

Sector Public organizations Public organizations

Initial schedule 12 months 18 months

Budget Realistic Realistic

Success criteria
On time, within budget, successful installation of ERP 
system

On time, within budget, successful installation of 
web-based information system

IS software Custom made Custom made

Customers Public organization employees
General public, 
Public organizations employees

No of end users 400 35 000

Project management 
methodology

PRINCE2
(only few basic documents where created)

PRINCE2
(full documentation needed were created)

Risk management No (no risk registry provided) Yes (risk registry provided)

Project result after 12 months Software was made but not fully used after 12 months Software was made and fully used after 12 months
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successively accomplished tasks were presented. Moreover,

they actively participated in analysis  meetings where they

defined  the  system  requirements.  The  project  had  a

coherently  worked-out  schedule  that  also  included  a

business  team  meeting  schedule.  The  business  team  was

kept informed about the project progress and participated in

the final IS testing.

B. Risk Management of IS Projects in Public 
Organizations

 In  project  A,  the risk was not  identified  and  managed.

Whereas,  RM  was  applied  to  project  B  in  a

methodologically correct manner. 

Based on the examination of the case studies, the authors

can  draw the  same observations  (Table  IV).  Obviously,  it

can be stated that in case of project A, 27 risk factors did not

occur, although 25 risk factors occurred and they were not

managed.  The lack  of  RM could  have  contributed  to  the

failure  of  the  IS  project.  Finally,  IS  was  created  and

implemented with a significant delay. In case of project B,

38 risk factors did not occur, and 14 risk factors occurred

and they were  managed.  Project  B was completed on the

schedule.  It  can be assumed that  RM played  a significant

role in the IS project success.

However, there were several other risk factors which were

not  included  in  the  risk  factors  framework  for  business

organizations (Fig. 1). They were:

− changing  government  processes  during  project

implementation; 

− changing  and  inconsistent  legal  regulatory

framework;

− challenges of procurement procedure;

− financial capability of project contractor; and

− managing contract.

Changing  government  processes  during  project

implementation. Changes in government processes during

the  project  always  generate  the  need  to  change  the  IS

requirements. The changes of IS requirements are one of the

most frequent reasons of IS project failures. The change of

requirements  influences  the  scope  of  the  project  and  its

functionalities and can extend the project duration. 

Changing  and  inconsistent  legal  regulatory

framework.  Changes  to the rule of  law which take place

during  the  project  can  affect  and  often  affect  IS

requirements. As it was mentioned above, the change to the

requirements  influence  the  scope  of  the  project  and  its

functionality  and  can  extend  the  project  duration.

Unfortunately,  the  changes  to  Polish  legal  system  are

frequent. It is partially connected with the fact that recently

the Polish economy has gone through the transition from a

central planned economy to a market economy and it had to

adjust and is still  adjusting the legal system to the market

economy. 

Challenges of procurement procedure. There are several

factors which must be met in a procurement procedure. One

criterion of offer evaluation must be a price. Other criteria

may  be  freely  chosen  depending  on  the  object  of  the

contract, e.g. quality, technical merit, functionality, usability.

Typically,  a  tender  is  chosen  using  the  price  criterion.  In

Poland, the cheapest offer is often chosen. As a result the

ratio of price to quality is not always maintained.

Financial capability of project contractor. The payment

for the contractor for the works done within the IS project

framework  takes  place  after  the  final  IS  technical

acceptance.  In  practice  it  may  take  from  few  to  several

months.  During  this  time  the  contractor  has  to  cover  the

running costs from own resources. This creates the risk of

losing  financial  liquidity  if  the  contractor  does  not  have

appropriate financial backing. 

Managing contract. An effectively managed contract can

impact on a timely completion of IS project. However, it is

extremely difficult to predict all conditions that may occur

during the contract realization process. There is a need for

long  term  planning  and  considering,  e.g.  identifying  all

current and future systems that must be integrated. There is a

high risk that some minor requirements might be omitted in

the contract.  The contract  cannot  be significantly changed
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Fig. 2. Risk factors framework for IS projects in public organizations
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during  the  project,  as  it  is  one  of  the  procurement

procedures. 

C. Risk Factors Framework for IS Projects in Public 
Organizations

The above identified risk factors for IS projects in public

organizations are creating the new risk factors group: public

sector procedures and processes. This group is included in

the  risk  factors  framework  proposed  by  Morton  and

presented  in  Fig.  1.  The  new  group  of  risk  factors  was

classified  into the  framework  dimension  named Structure.

The factors are the part of this dimension, because they are

related to  processes  and functions of IS projects in public

organizations. Furthermore, they influence project  strategy,

management  process  and  technology.  The  enhanced  risk

factors framework for IS projects in public organizations is

presented in Fig. 2.

As  mentioned  above,  public  sector  procedures  and

processes  have  an  impact  on  project  strategy.  Especially,

they affect project planning which has to account for such

identified risk factors as a procurement procedure, changing

government  processes  and  financial  capability  of  project

contractor.  Public  sector  procedures  and  processes  also

influence managing, monitoring and evaluating IS project as

they are more complex and have to account for additional

identified  risk  factors.  Public  sector  procedures  and

processes  have  an  impact  on  management  process.

Managing  contracts,  in particular,  requires  from managers

specialist experience and the knowledge of the rule of law.

Public  sector  procedures  and  processes  also  influence

technology.  Changes  to  the  requirements  caused  by

changing  government  processes  or  a  legal  regulatory

framework must be reflected in IS projects, especially in IS

functionality. Moreover, these changes often result in delays

in the IS project  implementation. The potential changes to

the  IS  project  lead  time  are  limited  by  the  procurement

procedure.

In conclusion, public organizations must take into account

more risk factors in the risk management of IS projects than

business organizations. Fig. 2 presents the framework of risk

factors for IS projects in public organizations. 

V. CONCLUSION

Identifying  and understanding  risk factors  is  crucial  for

the success of IS projects in public organizations. The paper

enhances  the  framework  of  risk  factors  identified  in  the

literature  and  proposes  a  comprehensive  risk  factors

framework for IS projects in public organizations. 

This study contributes to the research on risk factors for

IS  projects  in  two  ways.  Firstly,  the  risk  factors  for  IS

projects in business organization are analyzed and presented.

Secondly, the unique risk factors  for  IS projects in public

organizations  are  identified  based  on  the  case  studies

approach.  In  summary,  there  are  eleven  groups  of  risk

factors  for  IS  projects  in public organizations,  namely (1)

top  management  support;  (2)  manage  processes  in

organization; (3) involve end users; (4) manage information

system development process; (5) make system requirement

analysis;  (6)  plan  the  project;  (7)  manage,  monitor  and

evaluate the project; (8) manage project  team; (9) manage

team  experience;  (10)  manage  team  communication  (11)

public  sector  procedures  and  processes.  Moreover,  the

proposed risk factors framework for public organization is

based on MIT90s framework. The framework indicates that

risk factors are not standing alone, but they influence each

other. 

In  this  research,  public  organizations  could  find

knowledge  related  to  the  risk  factors  impacting  on

successful IS projects. Especially, this research can be useful

for  the  Central  and  Eastern  European  countries.  This  is

because the countries are similar. Their similarity concerns

their  analogous  geopolitical  situation,  their  joint  history,

traditions,  culture,  and  values.  In  addition,  the  similarity

reflects  in building democratic  state structures  and a free-

market  economy, participating in the European  integration

process, the levels of information systems implementation in

public  organizations.  Moreover,  they  have  to  resolve  the

same problems and overcome the same political, economic,

social,  technological  obstacles  in  their  transition  from

traditional  public  organizations  to  organizations  based  on

information systems. 

As with many other studies, this study has its limitations.

The main is  that,  it  is  only based  on  two case  studies  in

Poland.  Caution  should  be  taken  when  generalizing  our

findings. The issues of risk factors for IS projects in public

organizations, therefore, should be explored in greater depth.

There is a need to examine other case studies, and verify and

enhance the risk factors framework. This will be considered

as a future work. 
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Abstract—Many methods can be used for the evaluation of

website quality. While they can be used for different purposes

and require different assessment approaches it  is  not easy to

select proper method adequate to the needs. Presented research

is  focused  on  building  a  repository  of  knowledge  about  the

methods for the assessing the quality of website. The repository

in  the  form of  ontologies  covers  various  methods  of  quality

assessment and makes possible their proper selection. Proposed

approach was  verified  with  main methods  and  the  resulting

ontology can act as a repository of domain knowledge.

I. INTRODUCTION

n  the  sectors  related  to  e-commerce  and  online
advertising,  the  number  of  users  visiting  corporate

websites,  blogs,  portals  and  social  platforms  directly
determines  revenue.  More  users  increase  the  potential  of
advertising,  which  has  a  direct  impact  on  the  number  of
transactions, the amount of revenue, and the ability to engage
new customers  [1].  In  the  United  States,  recent  revenues
from online  advertising amounted  to  42.78  billion  dollars
[2], while in Europe, it amounted to 27.3 billion euros in the
advertising sector [3] and 363,1 billion euros in e-commerce
[4]. It is worth noting that for businesses using a website to
generate transactions, the website’s quality can have a major
impact  on  sales  [5].  Poor  quality  of  service  and  user
experience  can  cause  existing  Internet  customers  [5],
potential sales, and repeated visits to be lost [6]. Therefore,
in  order  to  maximize  profits  from e-commerce  or  online
advertising,  website  owners  should  only offer  the  highest
quality experience and services. 

I

The  quality  of  a  website  can  be  understood  as  the
qualification of how well it meets the needs of users [7]. It
should be noted that quality is defined by a model composed
of characteristics and features/criteria describing its various

components [8].  In  the literature,  there  are  many methods
used to assess the quality of Internet websites, with the most
formalized of those including: eQual [9], Ahn [10] SiteQual
[11], Web Portal Site Quality [12] and Website Evaluation
Questionnaire  [13].  They have  been  widely  used  in  both
academic  work  [14]  and  business  practice  [15].  By
examining  the  different  methods  was  observed  similarity
between  them.  Characteristics  and  criteria  for  quality
assessment based on a Likert  scale were used and for  the
getting  knowledge  about  quality  of  services  surveys  were
explored.  The reason for these similarities is that different
methods are often based on the same scientific theories and
source references. 

Analysis  of  the  literature  and  areas  of  practical  use  of
methods and models for  the assessment of website quality
indicates  a  gap  in  the  area  of  knowledge  repository
construction. Namely,  there is no repository of knowledge
covering some important methods for assessing the website
quality. The possible construction of such a repository in the
form of ontology allows formal specification and analysis of
the various methods of assessment and factors affecting the
quality of website [24], as well as consequent sharing and
reusing that domain knowledge [17]. The ontological form
provides  access  to  the  knowledge  gained  from individual
assessment  methods  and  enables  the  processing  of  this
knowledge. It is also important to enable the integration of
heterogeneous  data  [18]  from  a  variety  of  assessment
methods.  As  a  result,  it  will  also  be  possible  to  assess
websites  through  a  variety  of  methods  defined  in  the
ontology and compare individual results of that assessment
in  a  single  terminology  and  a  reference  plane.  In  this
approach,  the  problem  of  building  such  a  repository  is
divided into two subproblems. They successively concern (1)
the  construction  of  the  source  ontologies,  reflecting  the
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specific methods for quality assessment; (2) the integration
of  source  ontologies  in  the  target  ontology,  which  is  a
complete repository. This approach is justified by the above-
mentioned similarities between the different methods, so that
individual source ontologies are close to each other in terms
of structure and concepts. Proposed approach of building a
repository of knowledge is graphically represented in Figure
1. 

This  article  presents  guidelines  on  how  to  design  an
ontology reflecting the various quality assessment methods
and their integration in the repository of knowledge. Then,
using these assumptions new algorithm was proposed based
on the integration of the five methods in the repository. The
article concludes with a presentation of research findings and
possible future directions for work. 

II. LITERATURE REVIEW

The possibility of constructing a repository of knowledge
on  the  methods  and  models  of  assessing  the  quality  of
Internet  services  in  the  form  of  ontologies  confirms  its
definition,  as  the  term "ontology"  in  computer  science  is
defined  as  the  "formal  specification  of  conceptualization"
[19]. Essentially, it allows concepts and domain knowledge
to be captured.  A similar definition states that  ontology is
treated  as  a  form  of  data  structure  and  a  tool  for  data
representation, allowing knowledge to be shared and reused
in  artificial  intelligence  systems  that  use  a  common
vocabulary [20]. Therefore, ontology seems to be a natural
form  of  representation  for  the  repository  of  knowledge
concerning methods of quality assessment. This is due to the
fact that the use of ontologies will create conceptual models
that  explain  the  structure  of  the  different  methods  of
evaluation criteria. The use of ontologies will also be shared,
making it possible to repeat the use of such structures and
facilitate better management.

The  possibility  of  using  ontologies  as  a  repository  of
knowledge  is  confirmed  by  various  studies  where  among
others  a  biomedical  knowledge  base  was  created  using
ontologies  [21].  Ontologies  are  also  implemented  in  the
knowledge bases of various systems, e.g. an expert system
for the study of company financial ratios [22] and a decision
support system for the construction of railway infrastructure

[23]. Analysis of the literature shows that ontologies are also
used in the systems and methods of quality assessment. For
example,  [24] presents an ontology quality that  formalizes
the  knowledge  necessary  to  evaluate  the  quality  of  e-
government. In contrast, [25] proposes the use of ontologies
in the quality assessment of tourism services websites. In this
case,  the ontology serves as a repository of knowledge on
issues related to the tourism sector. However, analysis of the
literature showed that  there is no repository of knowledge
covering some important methods for assessing the quality of
website. Meanwhile, the reasons discussed above and the use
of  ontologies  both  demonstrate  that  the  construction  of  a
repository  of  knowledge  about  the  methods  of  assessing
website quality based on ontologies is justified.

The  ontology  construction  methodology  is  frequently
used,  although  it  differs  in  the  degree  of  formalization,
destination  and  detail  [26]-[30].  The  most  formal  and
detailed methodology includes Methontology [31] and NeOn
[32]. Methontology proposed an "ontology life cycle" based
on the so-called "evolving prototypes" [29]. This approach
assumes  that  the  individual  steps  of  this  methodology,
namely  I  specification,  II  conceptualization,  III
formalization,  IV implementation,  and V maintenance,  are
performed continuously, and each cycle is replaced by a new
version of the ontology. The NeOn methodology is focused
on  developing  an  ontology  network  instead  of  a  single
ontology. An ontology network is understood here as a set of
related  ontologies  through  a  variety  of  compounds,  e.g.
mapping  and  versioning  [26].  Methontology  defines  the
process of conceptualization in detail,  while NeOn largely
formalizes the problem of ontology specification.

Concerning  the  integration  of  ontologies,  it  should  be
noted that the concept of integration is not clearly defined in
different works. Reference [33] distinguishes three types of
ontology  integration:  integration  of  ontologies  into
applications,  integration  and  reusing,  and  integration  by
merging.  Integration  and  reusing  is  defined  as  the
construction of a new ontology by using existing ontologies.
Merging  is  the  unification  of  multiple  ontologies  from a
given field into a new ontology. Merged ontologies may vary
in appearance and function, including taxonomy of concepts,
method of implementation, etc. Conflicts arising from these
differences  should  be  resolved  when  merging  ontologies
[33]. Reference [34] stated that ontology created by such a
merger  should capture  all  the knowledge contained in  the
original  ontologies.  Two approaches  may be  used:  a  new
ontology can be created that reflects the source ontologies,
or what is known as bridge ontology can be created. Bridge
ontology contains the original ontologies and the relationship
between them. In [35] integrating and merging operations are
defined  as  equal.  They  include  the  creation  of  a  new
ontology  from  two  or  more  existing  ontologies  with
overlapping  parts.  In  addition,  reference  [34]  defines  the
terms  being  similar  to  integration,  i.e.  alignment  and
mapping. Alignment is a preliminary process by which it is

Fig 1. Proposed approach to building repository of knowledge 
by integration of ontologies
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possible  to  integrate  ontology in  a  widely understandable
way.  It  is  a  process  of  discovering  similarities  between
ontologies.  These  similarities  may  occur  between  the
concepts,  their  instances,  or  a  similarity  in  the  ontology
structure. Mapping, on the other hand, refers to representing
the relationships that exist between ontologies.  As result a
specification of the semantics of one ontology coverage by
another  is  obtained which can  be  represented  as  a  map
describing  the  mutual  relations  between  the  elements  of
mapped  ontology).  Relationships  between  ontologies  are
stored separately from the ontology and are not part of them.
Therefore,  the  mapping  does  not  change  in  any  of  the
ontology. Mapping allows to get a result somewhat similar to
bridge ontology. However, in bridge ontology, as opposed to
mapping, source ontologies and connections between them
are stored in one entity. 

III. CONSTRUCTION OF THE SOURCE ONTOLOGIES

In  order  to  successfully  complete  integration,  it  is
necessary  to  construct  an  appropriate  source  ontologies,
reflecting the various website  quality assessment methods.
Consequently, the design of the source ontology is affected
by  the  structure  of  the  quality  models  included  in  the
assessment  methods  and  aspects  relateted  to  their  future
integration. As indicated in Paragraph 1, each of the methods
of  evaluation  is  based  on  the  quality model  composed  of
characteristics  and  features/criteria  describing  its  various
components. Each of the source ontologies should reflect the
quality  model,  which  can  be  represented  by  a  general
structure, as illustrated in Figure 2. 

With regard to the structure of the ontology generated by
integration, it is assumed that the target (integrated) ontology
should  contain  a  unified  model,  including  all  the
characteristics  and  evaluation  criteria,  and  simultaneously
contain  therein  quality  models  derived  from  different
methods.  The  purpose  of  storing  individual  quality
assessment models (source ontologies) in the target ontology
is to determine which method and characteristics derives a
given criterion. Ability to determine the source method of a
given criterion allows the integration of heterogeneous data
from a variety of assessment methods into knowledge base.
The inclusion in the ontology of a unified model allows to
use  it  as  a  knowledge  repository  on  evaluation  criteria.
Therefore, the ancestor of each criterion should be a model
from  which  the  criterion  is  derived  together  with  the
characteristics.  In  addition,  if  certain  criteria  are  found in
many  different  models  of  assessment  contained  in  the
ontology,  then it will take more than two direct  ancestors.
This problem is illustrated in Figure 3. 

Figure  3  shows  part  of  the  quality  characteristics
contained in Ahn and eQual  methods.  Moreover  Figure  3
also includes a hypothetical model, which is a result of the
unification of the ontologies of these methods. Three further
examples of criteria are included, of which "availability" is
derived  from the Ahn method,  "ease_of_learn_to_operate"
comes  from the  eQual  method,  and  "ease_of_navigation"
occurs in both methods. Given that a unified model for the
assessment  will  include  the  union  of  assessment  models
included  in  the  methods  eQual  and  Ahn,  it  should  also
include  the  criteria  found  in  these  models.  Therefore,
ancestors  of  the  criterion  of  "availability"  should  be
characteristics included in the Ahn and unified model. The
criterion "ease_of_learn_to_operate"  should be in the form
of ancestral  characteristics in eQual model and the unified
model.  In  contrast,  the  ancestors  of  the  criterion
“ease_of_navigation” should be the characteristics of each of
the three models. However, such a link between criteria with
multiple characteristics using subsumption relations should
not  occur,  as  this  would  mean  redundancy.  A  redundant

Fig 2. General quality model

Fig 3. The problem of criteria membership for the evaluation models included in the target ontology
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occurrence of a subsumption relationship is in turn treated as
an error in the method of integration formulated in [35]-[38].

The problem presented above can be solved through the
method  of  use  adopted  by  the  authors  of  the  ontology.
Namely, at the stage of the source ontology specification, it
was found that  the constructed ontology criteria  would be
separated from the characteristics. This approach allowed for
applications with greater transparency of the ontology. This
is also consistent with the representation of open and closed
world assumptions in the ontology [39]. Namely, the each
quality model contained in the various assessment models is
a closed model. This means that it is complete, and a new
one cannot be added to it. The quality evaluation criteria are
the open portion of the world, which means that there may be
additional criteria that are not yet included in the ontology.
For these reasons, the part of ontology reflecting the quality
model was used to partition taxonomic relationships between
concepts  occurring  at  the  same  level  of  hierarchy.  In
contrast, disjoint-decomposition taxonomic relationship was
among  the  criteria  used,  as  these  criteria  describe  the
different parts’ quality,  but there may be other criteria  for
describing the quality. This solution allows for independent
criteria  of  quality  models  in  certain  ways.  In  addition,  it
allows for inclusion in the ontology of many quality models,
including  the  unified  model.  Therefore,  the  hierarchy  of
concepts of a target ontology should be similar to structure
shown in Figure 4, which is the result of the integration of
ontologies  eQual  and Ahn.  Figure 4  shows a hypothetical
ontology with three quality models eQual, Ahn and model
obtained as a result of their unification. Furthermore, in the
illustrated  ontology,  regardless  of  the  quality  models  the
criteria belonging to these models were incporporated. 

To get  a  similar  structure as  that  shown in Figure  4,  a
compromise  between  a  fully  integrated  ontology  and  so
called bridge ontology was chosen [34]. Namely, the target

ontology should  include  a  fully unified  model  of  quality,
including  the  characteristics  derived  from  the  source
ontologies, along with the methods of assessment, for which
the source ontologies were built. Additional models, such as
eQual and Ahn, as well as quality characteristics, should be
included in the target ontology in the form of components,
which can be simply described as external.  This will avoid
any inconsistencies,  where the same quality characteristics
will occur in the different models. An example may be the
characteristics  of  "Information_quality"  appearing  in  the
eQual and Ahn models. As a result of the full integration,
only  one  such  characteristic  appears  in  the  resulting
ontology, and it would be included in the unified model and
the eQual and Ahn models. This would include criteria that
belonged to both eQual  and Ahn model.  Consequently,  in
each of these models, union of information quality criteria
has existed. These models would not be as consistent with
their actual structure, as defined in the relevant methods of
quality  assessment.  The  solution  of  this  problem,  which
allows for the incorporation of quality models (eg. eQual and
Ahn) as "external", but simultaneously makes it possible to
include them in the target ontology, is go find a use for them
other than for IRI identifiers’ unified ontology.

Separating  the  criteria  of  the  quality  characteristics  of
ontology  concept  hierarchies’  source  requires  that  the
reasoner  infers  membership  criteria  for  the  relevant
characteristics of the subsumption relation linking them. For
this  purpose,  the  criteria  should  be  linked  to  the
characteristics using the appropriate relationship,  as shown
in Figure 5.  

Fig 4. Hypothetical effect of eQual and Ahn integration in the target ontology

Fig 5. Proper configuration of relation “isCriterion” and “hasCriterion”
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The diagram shown in Figure 5 contains concepts Ch and C,
where  Ch  represents  any  quality  characteristics,  and  C
defines any criterion. By analyzing Figure 5, it can be seen
that the relation "hasCriterion" with a universal quantifier is
established as  a  necessary and sufficient condition (≡)  Ch
concept,  which  is  also  the  domain  and  scope  of  this
relationship. The relationship "isCriterion" of the existential
quantifier is a necessary condition ( ) criterion C, for which

coverage is a quality characteristic Ch. This solution can be
understood as follows: (a) there are certain criteria in the C
group that belong to the characteristics of the Ch group ("C
isCriterion some Ch"), (b) the characteristics of Ch are only
those  criteria  that  belong  to  the  characteristic  ("Ch
hasCriterion  only  Ch").  This  configuration  relationship
between  "isCriterion"  and  "hasCriterion"  allows  for  the
exploration of membership criteria to the characteristics and
describe this kind of membership as a comprising specific
criteria in the relevant characteristics. Presented in the form
indicated,  the  relationship  is  very important,  as  our  study
showed that a different configuration could lead to erroneous
conclusions inferred by the reasoner. An example of such a
configuration error in the indicated relationships is included
in Figure 6.

Figure 6 shows a configuration in which the relationship "has
Criterion” is marked as a necessary and sufficient condition
(≡)  with  an  existential  quantifier,  and  the  scope  of  this
relationship  is  criterion  C.  This  formulation  relationship
"hasCriterion" could cause inconsistent ontology at the level
of the relationship.  This will be explained by the example

provided in Figure 7. In addition, will be used to clarify the
description of the reasoning process, saved using descriptive
logic expressions (1) - (12). 

Usability≡Design∪Usability1 (1)

Design≡¬Usability1 (2)

Design≡∃hasCriterion.appropriateness_design (3)

Usability1≡∃hasCriterion.ease_of_navigation (4)

System_quality≡∃hasCriterion.ease_of_navigation (5)

System_quality≡∃ hasCriterion.appropriateness_design_style (6)

appropriateness_design≡appropriateness_design_style (7)

from (4), (5) Usability1≡System_quality (8)

from (7)
∃ hasCriterion.appropriateness_design…

…≡∃ hasCriterion.appropriateness_design_style (9)

from (9),(3),(6) Design≡System_quality (10)

from(8),(10) Design≡System_quality≡Usability1 (11)

from(2),(11) (Design≡Usability1)∧(Design≡¬Usability1)≡∅ (12)

Figure 7 shows a portion of the target ontology, which is a
hypothetical result of the integration of eQual and Ahn. The
contents of Figure 7 include the quality characteristics eQual,
i.e. "Design" and "Usability1", which make up the partition
(i.e.  they  are  disjoint  and  fully  fill  the  space  of  eQual
concept),  which  describes  the  axioms  (1)  and  (2).  In
addition,  Figure  7  contains  the  concepts of
"ease_of_navigation",  "appropriateness_design"  and
"appropriateness_design_style",  which  are  some  of  the
criteria. The criterion of "ease_of_navigation" is used in the
Ahn method in the characteristics of "System_quality" and
the method eQual characteristics "Usability1".  The criterion
of "appropriateness_design" occurs in the characteristics of
the  "Design"  eQual  method  and  an

Fig 6. Wrong configuration of relation “isCriterion” and “hasCriterion”

Fig 7. Relationships between criterion and characteristics which raise the inconsistency inference
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"appropriateness_design_style"  functions  in  the
characteristics of "System_quality" Ahn method. In addition,
the  concepts  of  "appropriateness_design"  and
"appropriateness_design_style"  were  considered  to  be
equivalent to (7). Therefore, the concepts relating to design
in an integrated ontology will be linked to the relationship
"isCriterion" both with the concept of "System_quality" as
well as "Design". The concept of "ease_of_navigation" in an
integrated  ontology  will  be  linked  to  the  relationship
"isCriterion",  the  concepts  "Usability1"  and
"System_quality". Assuming that:

• the  concepts  "Design"  and  "System_quality"  are
necessary and  sufficient  conditions include relations 
"hasCriterion  some  appropriateness_design"  and
"hasCriterion  some  appropriateness_design_style"
(expressions (3) and (6)),

• then the concepts "Usability1" and "System_quality",
as necessary and sufficient conditions, would cover the
relationship  "hasCriterion  some  ease_of_navigation"
(expressions (4) and (5)),

during the integration of ontology, inconsistency would arise
if  the  reasoner  effect  and  "hasCriterion"  relationships  are
defined  as  the  necessary  and  sufficient  conditions. If,  for
example the concept of "System_quality" has the necessary
and  sufficient  condition  "hasCriterion  some
ease_of_navigation", then it shall be deemed to be equivalent
to  the  reasoner,  the  other  concepts  having  the  same
condition.  Therefore, it will be deemed to be equivalent to
the concept of "Usability1" (8). On the other hand, based on
a  necessary  and  sufficient  condition,  "hasCriterion  some
appropriateness_design_style" shall be deemed equivalent to
the concept of "Design", which has an equivalent condition
"hasCriterion  some appropriateness_design"  (9),  (10).  The
situation will appear when the concept of "System_quality"
is equivalent to the concepts "Usability1" and "Design" (11).
Accordingly, the reasoner also recognizes that these concepts
are  equivalent  (12).  The  fact  that  the  concepts  of
"Usability1" and "Design" create a partition is important, so
that they are mutually exclusive and can not be considered
equivalent to (12).  This raises the inconsistency inference.
The example given there is that there is no inconsistency in
the  target  ontology  due  to  the  fact  that  the  relationship
"hasCriterion"  and  "isCriterion"  between  concepts  of
characteristics and quality criteria are defined as shown in
Figure 5. 

During integration there may be other inconsistencies that
must be addressed on a regular basis. This will be discussed
using  the  example  of  concepts  called  "Criterion"  coming
from the ontology eQual and SiteQual. In view of the fact
that the method eQual grading scale covers a range of values
from 1 to 7, a restriction should be imposed on the concept
of "Criterion" in the ontology eQual " hasEvaluationValue
only integer  [>  =  1,  <=  7]".  Meanwhile,  in  the  SiteQual
method the evaluation of criteria includes the values from 1
to  9,  so  that  the  concept  of  "Criterion"  in  the  ontology

describing  this  method  will  be  limited  to
"hasEvaluationValue only integer [> = 1, <= 9]". While the
integration of ontologies these concepts should be unified,
the question arises:  "What  range of  values  should include
restricting the concept of "Criterion" in a unified model of
the  target  ontology?".  In  order  to  solve  the  conflicts
mentioned,  we  decided  to  adopt  a  solution  from  the
PROMPT  algorithm.  It  occurs  when  one  of  ontology  is
considered to be the preferred one and conflicts of this type
are resolved in its favor [40]. During the integration, target
ontology  that  unifying  source  ontologies  will  be  the
preferred.  Therefore,  the  order  of  the  integrated  source
ontology will have a partial effect on the resulting form, a
unified model of the target ontology. 

Based on these observations, conclusions and guidelines,
the  source  ontologies  was  built,  reflecting  the  website
evaluation quality methods. These ontologies, in the form of
primary evidence, and inferred by the reasoner, are presented
in: eQual [41], Ahn [42] SiteQual [43] Website Evaluation
Questionnaire [44] and Web Portal Site Quality [45]. More
of the construction process of source ontologies is described
in [46].  Based  on  the literature  analysis  presented  earlier,
feedback  and  observations,  we  formulated  the  integration
algorithm that was then applied in the process of ontology
integration of website quality evaluation methods. 

IV.  SOURCE ONTOLOGIES INTEGRATION ALGORITHM IN THE

TARGET ONTOLOGY

The developed ontology integration algorithm is closely
related  to  refactoring  and  ontology merging  support  tools
offered  by Protégé  editor  [47].  These  tools  make it  much
easier  to carry out the integration process.  The integration
algorithm is divided into three parts. Part I is performed only
once  as  part  of  the  integration  process.  It  concerns  the
preparation for the integration and the integration of the first
source ontology in the target ontology. Part II  includes the
integration  of  the  criteria  and  the  placement  in  the  target
ontology the individual models of evaluation coming from
the  integrated  ontology,  as  with  the  methods  that  are
reflected  by the different  source  ontologies.  Part  III  deals
with the construction of a unified quality model in the target
ontology. 

Part I: Preparing for the integration and integration of the
first ontology. As a result of the first part of the algorithm,
contained in the target ontology is the first source ontology.
This part consists of four steps. 

1. In order to prepare for integration, new empty ontology
should be created in the Protégé editor, which are then
integrated source ontologies. The created ontology IRI
identifier must be given a value of "Integrated". 

2. Then the first source ontology for integration should be
selected;  open  the  target  ontology  “Integrated”  in
editor Protégé and import the selected source ontology
(e.g. "eQual"). 
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3. The next step is to use the "Merge ontology" option in
order to merge the source ontology (e.g. "eQual") and
the  destination  ("Integrated").  In  this  way,  the  two
ontologies will be included in the same file ontology. 

4. Then, using refactoring tools, change the IRI identifier
of the source ontology elements to "Integrated" value,
which is the IRI identifier of the target ontology. This
should  be  performed  for  all  elements  of  the  source
ontology, with the exception of the concepts contained
therein describing the quality model (for "eQual" the
following concepts should be left unchanged: "eQual",
"Service_interaction",  "Empathy",  "Trust",
"Information_quality",  "Usability",  "Design"  and
"Usability1").  This  action  will  preserve  the  quality
model of the source ontology in the target ontology. 

Part  II:  Integration  of  another  source  ontology  in  the
section containing the criteria and quality model. As a result
of this part of the algorithm, another source ontology will be
placed into the target ontology (another website evaluation
quality model and their criteria).  It  consists of two stages,
having in total six steps.
Stage I: Selection of another source ontology to integration
and alignment of parts of the source and target ontologies
containing criteria. 

1. Next  source  ontology  for  integration  should  be
selected. 

2. Then,  to align the parts of the ontologies containing
criteria,  identify the  relationship  between the quality
criteria present in the target ontology (i.e. "Integrated"
in  accordance  with  its  current  content)  and  in  the
source ontology to be integrated into the next stage. To
do  this,  use  the  dictionaries,  thesaurus,  toolsof  the
Protégé  editor  and  source  literature  concerning
approaches represented by ontologies. 

Stage II: Integration of another source ontology. 

1. With  Protégé  editor  open  the  target  ontology
"Integrated", perform another source ontology imports
(e.g. "Ahn"). 

2. Using the tool "Merge ontologies", connect the source
ontology (e.g. "Ahn") and the target (e.g. "Integrated",
which already contains concepts from "eQual").  

3. The next step is to change the IRI of the previously
assigned  values  (e.g.  "Ahn")  to  "Integrated"  for  all
elements from the source  ontology except  those that
describe the quality model (for Ahn they are concepts,
"Ahn",  "Information_quality",  "System_quality"  and
"Service_quality").  This  action  will  fit  together  just
called  concepts  of  criteria  of  source  and  target
ontologies. The relations and concepts that are rooted
in  the  ontology,  i.e.  "Criterion",  "Quality"  and
"Service", will also be matched in this way. 

4. The  next  action  is  to  introduce  the  relationships  of
equivalence  and  subsumption  between  concepts  of
criteria  derived  from  the  source  and  the  target
ontologies. These relationships should be identified at
the stage of aligning criteria (Part II, Phase I, Step 2).  

Part  III:  Building a  unified  model  of  quality.  This  part
consists of three stages, having in total 4 steps that should be
done at the end of Part II of the algorithm. 
Stage I:  Aligning quality models. You need to specify the
link between quality characteristics included in the unified
model. As in the alignment step occurring in the second part
of the integration algorithm, a number of tools must also be
used here to facilitate the identification of links. 
Stage II:  Construction of  a unified model of quality.  This
model  should  include  the  characteristics  contained  in  the
source and target ontology. After determining its structure,
the previous unified model contained in the target ontology
should  be  replaced.  Quality  characteristics  of  a  unified
model  should  contain  relationship  "hasCriterion".  The
criteria should be related to the characteristics of the model
relationship "isCriterion". 

Fig 8. Algorithm for ontology integration
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Stage  III:  Verification  of  consistency  and  absence  of
redundancy and resolving conflicts. 

1. This  should  focus  on  the  consistency  of  the  target
ontology obtained using reasoner. 

2. Conflicts  involving  two  equivalent  characteristics
having different names can also occur here. Then you
need  to  decide  what  the  characteristics  that  will  be
included in the model should be called. Furthermore,
one  criterion  may be  associated  by  the  relationship
"isCriterion" with two characteristics  included  in the
unified  model.  Such  conflicts  must  be  resolved  by
selecting the preferred characteristics and relationships
derived from a previous version of the unified model.

A block diagram of the integration algorithm is  shown in
Figure 8.

V.  RESULTS

In  order  to  integrate  the  source  ontology  built  earlier,
according to the algorithm presented in point  IV,  the first
part  of  the  process  of  integration  was completed,  i.e.  the
creation of an empty target ontology, and integrated in there
the  eQual  source  ontology.  Then  a  second  ontology  was
selected for integration,  which was Ahn ontology,  and the
alignment of concepts representing criteria was carried out.
In this step links were identified between the target ontology,
which already contains eQual, and the source ontology Ahn.
The links detected are shown in Table 1. It should be noted
that the alignment of the ontologies created some problems.
Namely, certain relationships between concepts may not be
obvious.  Therefore,  in order to determine the relationships
between concepts  of  criteria,  dictionaries,  thesauruses  and
source  literature  concerning  methods  of  integration
represented by ontologies were used.  The second problem
results from the the fact  that  the integrated  ontologies are
creations of secondary structures, developed on the basis of
quality  assessment  methods.  The  criteria  contained  in  the
individual methods are typically in the form of sentences, so
that  their  names  are  in  the  long  form.  Therefore,  in  the

analysis of the links there may appear to be some confusion
regarding the full wording of the concept. 

Based on the identified relationship between the criteria
set out in Table 1, the next stage of integration was carried
out,  i.e.  a  merging  ontologies  in  Protégé  editor.  In  this
framework the following things were achieved: import Ahn
source ontology to target ontology,  ontology merging with
the use of the tool "Merge ontologies", the change values of
IRI identifiers for concepts / criteria in Ahn ontology, linking
respective  pairs  of  concepts  with equivalent  relationships.
Therefore, the target ontology, which is a unified ontology
eQual and Ahn at the level of criteria, was achieved. 

Then  the  concepts  representing  the  characteristics  of
quality models  Ahn and eQual  were aligned,  as  shown in
Table 2. The relationship between the characteristics set out
in Table 2 is presented in that way due to the fact that the
criteria  included  in  the  particular  characteristics  were
symlinked in it at the same level of hierarchy. For example,
if  the  "Service_quality"  has  been  recognized  as  being
equivalent  to  the  characteristics  of  "Service_interaction",
then e.g. the criterion of "instills_confidence " (belonging to
the ”Service_quality”) would occur on the 3rd level of the
proposed  hierarchy  along  with  the  characteristics  of  the
"Trust” (including the ”Service_interaction").  The criterion
of "reputation" (belonging to the "Trust") would be at level
4, resulting thus in a hierarchy in which on one level in the
context  of  the  characteristics  of  "Service_interaction"  are
both  criteria  and  subcharacteristics.  This  could  cause
problems  with  inconsistency  during  the  inference  by  the
reasoner, so in this case these characteristics associated with
subsumption relationship. 

The last  step was to  check the consistency and  lack of
redundancy  in  an  integrated  ontology.  Such  redundancy
appeared as a result of the reasoner, in the case of the criteria
from the target and source ontology having the same name or
having been recognized as equivalent, and belonging to two
different  characteristics  included  in  the  unified  model.  In
each of these cases, there was a redundancy of subsumption
relationship between the  criteria  and  characteristics  of  the

TABLE I. ALIGNING THE CONCEPTS OF CRITERIA IN THE TARGET ONTOLOGY CONTAINING THE EQUAL MODEL AND SOURCE ONTOLOGY AHN

No. Relation type
Target ontology (containing eQual) Source ontology Ahn

Characteristic Criterion / Concept Characteristic Criterion / Concept

1. equivalence Usability1 ease of navigation System quality ease of navigation

2. equivalence Design appropriateness design System quality appropriateness design style

3. equivalence Design sense of competency Service quality professionalism and competence

4. equivalence Design positive experience System quality audio-visual experience

5. equivalence Information quality information accuracy Information quality information accuracy

6. equivalence Information quality information believability Information quality information reliability

7. equivalence Information quality information timeliness Information quality information timeliness

8. equivalence Information quality appropriate format of information Information quality appropriate format of information

9. equivalence Trust security of personal information System quality security of personal information

10. equivalence Empathy personalization Service quality adaptation to the user's needs

11. equivalence Trust confident about delivery goods and services Service quality providing whatever promised
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unified  model.  Selected  examples  of  such  redundancy are
presented  in  Figure  9,  which  shows  both  the  redundant
relationship  within  one  sheet,  as  well  as  within  different
characteristics.  

For  example,  a  couple  of  equivalent  concepts
"personalisation"  and  "adaptation_to_the_user’s_needs"
belongs to  the characteristics of  the "Service_quality"  and
"Empathy".  On  the  other  hand,  the  subcharacteristics  are
included  in  the  single  characteristic  "Service_interaction".
So  here  there  is  a  redundancy  in  a  single  sheet.  This
redundancy  resulted  from  the  fact  that  the  criterion  of
"personalisation"  in  the  ontology eQual  being  part  of  the
category  of  "Empathy"  and  the  criterion  of
"adaptation_to_the_user’s_needs"  in  Ahn  ontology  being
one of the characteristics of "Service_quality". As a result of
the recognition of these criteria as being equal to each other,
they  take  the  relationship  between  them  and  the
characteristics  to  which  they  belong.  A  similar  situation
occurs, for example, in the case of matched pairs of concepts
"sense_of_competency"  and  "professionalism_and
_competence",  which  are  among  the  characteristics  of
"Service_quality" and "Design" as a result of the equivalence
that  exists  between  them.  This  type  of  redundancy
relationship is resolved in accordance with the assumptions
described in Section III of the article, i.e. for the benefit of
the target ontology,  keeping derived from the relationship,
and  removing  accounts  from the  source  ontology (in  this
case from the ontology Ahn).  Integrating ontology models
eQual and Ahn and including the quality model unifies these
two methods, presented in the elementary form [48], in the
form deduced by the reasoner [49].

Other iterations of the process of integration of the various
source  ontology  and  of  the  target  ontology  integration
proceeded analogously to those presented above. Previously
built  ontologies  accompanied  the  target  ontology  in  turn
systematically: SiteQual, Website Evaluation Questionnaire
and Web Portal  Site Quality [50]. Therefore,  the ontology
[50] contains five source ontologies. For the unified model
of quality, consisting of five basic models as deduced by the
reasoner, each model is presented separately in [51]. 

VI. CONCLUSION

Even a cursory analysis of [50] and [51] shows a very high
level of complexity in this built ontology. At the same time,
it can be concluded that the construction of such an extensive
ontology,  as  a  result  of  the  integration  of  the  source
ontologies,  is  much  less  complex  than  its  construction
process from scratch, even with the use of formal ontology
construction  methodology.  Thanks  to  the  presented
approach,  the  problem  of  ontology  construction  unifying
quality assessment methods was decomposed for a few minor
problems  involving  construction  of  the  source  ontologies
were  integrated.  This  resulted  in  an  ontology  containing
quality models used in the various methods and a model that
unifies the different methods. It is worth noting that in all of
the integrated methods a total of 115 criteria were used. In
the integrated ontology, 94 criteria are listed, due to the fact
that part of the criteria are repeated in the various methods.
However,  when one takes  into account the fact  that  some
criteria are equivalent to those of others, one can consider
there  to  be  70  different  quality  criteria  in  an  integrated
ontology.  Therefore,  we managed  to  limit  the  number  of
applied  ontology  criteria  by  almost  40%.  The  resulting

TABLE II. ALIGNING THE CONCEPTS OF QUALITY MODEL IN THE TARGET ONTOLOGY CONTAINING THE EQUAL MODEL AND SOURCE ONTOLOGY AHN

No. Relation type
Target ontology (containing eQual) Source ontology Ahn

Parent concept Characteristic Parent concept Characteristic

1. equivalence Quality Information quality Quality Information quality

2. reverse subsumption Quality Service interaction Quality Service quality

Fig 9. Redundancy of relationships in the target ontology containing the source ontologies eQual and Ahn
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ontology presented in [51] can act as a repository of domain
knowledge,  due  to  the  fact  that  it  includes  a  number  of
methods and models that evaluate the quality of websites. It
may also  allow for  the  integration  of  heterogeneous  data
from a variety of assessment methods, and thus assessment
websites  through  a  variety  of  methods  defined  in  the
ontology, so that the individual results of the assessment can
be  compared  in  a  the  same  terminology  and  a  reference
plane.  Constructed  repository of  knowledge,  together  with
presented  in  [16]  website  assessment  criteria  selection
process could be at the core of the expert system of website
quality assessment, which should be the direction of further
research.  In  addition,  further  work  should  include  the
development  of  ontology  about  the  possibility  of
environmental data records about ontology users. 
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Abstract—The paper presents the method of a group decision 

making in a competitive environment. We deal with a group 

decision when the group of people with different preferences 

are to make one single decision. The group decision selection 

process is modeled with the use of multi-criteria optimization 

task. It is solved with the use of reference point method. This 

method is an interactive method in which every person specifies 

its requirements in the form of a reference point, expressing the 

desired values for its evaluation function. On the basis of the 

provided reference point, a scalar achievement function is built. 

Maximization of this function generates a solution of the multi-

criteria task.  This solution is presented to every person for 

acceptance or as a basis for the modification of the reference 

point. The paper contains the example of application of the 

proposed method to support a group decision by three people 

with different preferences. 

I. INTRODUCTION 

The paper presents the method of a group decision 

making in a competitive environment. A group decision 

means that several people, whose interests are conflicting, 

are supposed to make one decision. One should conjoin 

divergent interest of all people, in order to arrive to a 

compromise solution for all. The aim of the selection 

decision is the best solution for the group, and not for 

individual members of that group. No solution is selected for 

a single person, it is looking for all persons in a group. 

The selection process of a group decision can be modeled 

with the use of game theory {5], [6], [11], [14]. 

The process of a group decision making is modelled with 

the use of multi-criteria optimization with a vector evaluation 

function. Each coordinate of this vector is the value of 

decision evaluation function for each person. The decision 

selection is performed with the use of an interactive 

computer system. Each person provides his proposition of 

the decision result for his/her evaluation function. These 

propositions constitute parameters of the multi-criteria 

optimization task and that is then solved. Then, each person 

evaluates the solution. Each of them may agree to the 

obtained result or not. In the second case the person or 

persons provide a new value of the parameter - their new 

propositions and the problem is solved again for the new 

parameters. The selection process is not a one-time process, 

but an iterative process of learning about the decision 

making. The process of a group decision making is to 

support the members of a group to obtain as much as 

possible. 

 

II. MODELING OF A GROUP DECISION MAKING 

 

Our aim is to find an adequate group decision in a 

competitive case. The process of making a group decision is 

modeled by introducing a respective decision variable. 

Moreover, there are the s. c. decision evaluation functions, 

which constitute criteria evaluating the solution from the 

point of view of each person. Each person has its own 

evaluation criterion - its evaluation function. These functions 

are a measure of satisfaction of every person by a given 

solution; they evaluate a degree of achieving a goal by every 

person. The bigger value of the function means a bigger 

satisfaction, so every function is maximized. The basis for 

evaluation and selection of a group decision are all 

evaluation functions – the criteria for all persons. 

The group decision selection problem is modeled as a 

multi-criteria optimization task: 

 

}:))(),...,(),({(max 021 Xxxfxfxf k
x

  (1) 

 

where:   k,...,2,1  – particular persons,  

nRX 0  - the feasible set,  

021 ),...,,( Xxxxx n  - a group decision, 

RXf i 0:  – the decision evaluation function 

by a person i , ki ,...,2,1 . 

Task (1) relies on finding such a feasible decision 

0Xx  for which k  evaluations attain the best possible 

values. There is a common restraining of decision which 

constitutes a solution. 

The vector functions ),...,,( 21 kffff  defines the 

correspondence of any decision variable vector 0Xx  and 
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the respective evaluation vector ),...,( 1 kyyy . They 

measure the decision quality from the point of view of 

decision evaluation. Particular coordinates 

kixfy ii ,...,1),(  are scalar functions of decision 

evaluation for thi  person, ki ,...,2,1 . The image of 

the feasible set 0X  by the function f  constitutes a 

collection of achievable evaluation vectors 0Y . 

Task (1) is formulated in the domain of evaluations, i.e. 

the following task is considered: 

 

}:),...,{(max 01 Yyyy k
x

   (2) 

where : Xx  – a vector of decision variables,  

),...,( 1 kyyy  – a vector of evaluations, 

particular coordinates iy  representing the results 

of the decision x  for the person i , ki ,...,2,1 , 

)( 00 XfY  – the set of achievable evaluation 

vectors.  

The set of achievable evaluation vectors 0Y  is provided 

in a non-explicit way – through the set of feasible decisions 

0X  and the model ),...,( 1 kfff . In order to calculate  

the value y , a simulation of the respective model is 

necessary: 0),( Xxxfy . 

The aim of task (1) is the aid in finding a decision that 

would be the most compromising for all persons. 

 

III. EQUITABLY EFFICIENT SOLUTION 

 

The solution in the selection decision process should 

satisfy certain properties that persons accept as reasonable. 

Namely, such a solution should be: 

 an optimal solution in the sense of Pareto – i.e. such 

that you can not improve the solution for one person 

without worsening the solution for the other persons, 

 symmetric solution – i.e. that it should not depend on 

the way the persons are numbered; as no one is more 

important that the others. Persons are treated in the 

same way in the sense that the solution does not 

depend on the name of person or on other factors 

specific to a given person, 

 equalizing solution - that is, a vector that has less 

variation of coordinates of evaluation is preferred in 

comparison to a vector with the same sum of 

coordinates, but with a greater diversity of 

coordinates. 

 

Any decision, that satisfies the above conditions is an 

equitably efficient decision. Hence, this Pareto-optimal 

decision satisfies additional conditions – anonymity and the 

axiom of equalizing solution. 

 

The non-dominated results ( Pareto - optimal) are defined 

as follows: 

 

}=Y  )D+y( :Yy{ = Y 000

~ˆˆˆ    (3) 

 

where: }0{\
~

DD  – a positive cone without the top. 

As a positive cone, it can be adopted 
k

RD
~

. Appropriate 

acceptable decisions are specified in the decision space. The 

decision 0
ˆ Xx  is called efficient decision (Pareto - 

optimal), if the corresponding vector of evaluations 

)ˆ(ˆ xfy  is a non-dominated vector [7], 16], [17]. 

Finally, in the multi-criteria problem (1), which is used to 

select a group decision, the relation of preferences should 

satisfy additional properties: anonymity property and the 

property of equalizing solution. 

The relation is called an anonymous relation if, for every 

vector 
k

k Ryyyy ),...,,( 21  and for any permutation 

P  of the set },...,1{ k , the following property holds: 

 

),...,,(),...,,( 21)()2()1( kkPPP yyyyyy    (4) 

 

No distinction is made between the results that differ in 

the arrangement of coordinates. Evaluation vectors having 

the same coordinates, but in a different order are identified 

and that is the anonymity property. 

Moreover, the relation of preferences satisfies the axiom 

of equalizing transfer, if and only if the following condition 

is satisfied: 

 

for the evaluation vector 
k

k Ryyyy ),...,,( 21 : 

ii

iiii

yy

yeeyyy

0for  

 "'"' 
  (5) 

 

Equalizing transfer is a slight deterioration of a better 

coordinate of evaluation vector and simultaneously 

improvement of  a poorer coordinate. The resulting 

evaluation vector is strictly preferred in comparison to the 

initial evaluation vector. This is a structure of equalizing – 

the evaluation vector with less diversity of coordinates is 

preferred in relation to the vector with the same sum of 

coordinates, but with their greater diversity. 

Non-dominated vector satisfying the anonymity property 

and the axiom of equalizing transfer, is called equitably non-

dominated vector. The set of equitably non-dominated 

vectors is denoted by WY0̂ . In the decision space, the 

equitably efficient decisions are specified. The decision 

0
ˆ Xx  is called equitably efficient decision, if the 

corresponding evaluation vector )ˆ(ˆ xfy  is an equitably 
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non-dominated vector. The set of equitably efficient 

decisions is denoted by WX 0
ˆ  [2], [9], [13]. 

The relation of equalizing domination can be expressed 

as the relation of inequality for cumulative, ordered 

evaluation vectors. This relation can be determined with the 

use of mapping 
kk

RRT :  that cumulates 

nondecreasing coordinates of evaluation vector. 

The transformation 
kk

RRT :  is defined as 

follows: 
i

l

ii kiyTyT
1

,...,2,1for    )()(    (6) 

 

Define namely by )(yT  the vector with decreasing 

ordered coordinates of the vector y , i.e.. 

))(),...,(),(()( 21 yTyTyTyT k , where 

)(...)()( 21 yTyTyT k  and there is a permutation 

P  of the set },...,1{ k , such that )()( iPi yyT  for 

ki ,..,1 . 

The relation of equalizing domination e  is a simple 

vector domination for evaluation vectors with nondecreasing 

coordinates of evaluation vector [2], [9], [13]. 

 

The evaluation vector 
1

y  equitably dominates the vector 

2
y  if the following condition is satisfied: 

 

)()( 2121 yTyTyy e    (7) 

 

Solving the problem of decision selection in the group 

decision process consists in determination of the equitably 

efficient decision which satisfies the preferences of every 

persons. 

 

IV. SCALARING THE PROBLEM 

 

For determination of equitably efficient solutions of  

multi-criteria task (1), a specific multi-criteria task is solved. 

It is the task with the vector function of the cumulative, 

ordered evaluation vectors, i.e. the following task: 

 

}:))(),...,(),({(max 021 YyyTyTyT k
y

  

  (8) 

where: ),...,,( 21 kyyyy  – an evaluation vector, 

))(),...,(),(()( 21 yTyTyTyT k   

a cumulative, ordered evaluation vector, 

0Y  – the set of achievable evaluation vectors. 

 

Effective solution of multi-criteria optimization task (8) 

is an equitably efficient solution of the multi-criteria task (1). 

To determine the solution of a multi-criteria task (8), the 

scalaring of this task with the scalaring function 
1

0: RYs  is solved: 

 

}:),({max o
x

Xxyys      (9) 

where: ),...,,( 21 kyyyy  – an evaluation vector, 

),...,,( 21 kyyyy  – a control parameters for 

individual evaluations. 
 

It is the task of single objective optimization with 

specially created scalaring function of two variables - the 

evaluation  vector  Yy  and control  parameter 

k
Ry ; we have thus 

1

0: RYs . The 

parameter ),...,,( 21 kyyyy is available to each person. 

That allows  any person is capable to review the set of 

equitably efficient solutions. 

The optimal solution of task (9) should be a solution of 

the multiple criteria task (8). Scalaring function should 

satisfy certain properties - the property of completeness and 

that of sufficiency. The property of sufficiency means that 

for each control parameter y  the  solution of the scalaring 

task is the equitably efficient solution, i.e. WYy 0̂
ˆ . The 

property of completeness means, that by appropriate changes 

of parameter y  any solution WYy 0̂
ˆ  can be achieved. 

Such a function completely characterizes equitably efficient 

solutions. Inversely, each maximum of such a function is an 

equitably efficient solution. Each equitably efficient 

solutions can be obtained with appropriate value of control 

parameter y . 

Complete and sufficient parameterization of the set of 

equitably efficient solutions WY0̂  can be achieved, using the 

method of the reference point for the task (8). In this method 

the aspiration levels are applied as control parameters. 

Aspiration level is such value of the evaluation function that 

satisfies a given person. 

The scalaring function defined in the method of reference 

point is as follows: 

 

k

i

ii

ii
ki

i

i

yTyT

yTyTyys

1

1

))()((

))()((min),(

  (10) 

 

where: ),...,,( 21 kyyyy  – an evaluation vector, 

))(),...,(),(()( 21 yTyTyTyT k  - a cumulative, 

ordered evaluation vector, 
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),...,,( 21 kyyyy – a vector of aspiration levels, 

))(),...,(),(()( 21 yTyTyTyT k  - a cumulative, 

ordered  vector of aspiration levels, 

 – an arbitrary small, positive adjustment 

parameter. 

Such scalaring function is called a function of 

achievement. The aim is to find a solution that approaches as 

close as possible the specific requirements – the aspiration 

levels [2], [7], [13].  

Maximizing this function w. r. to y  determines the 

equitably efficient solution ŷ  and the equitably efficient 

decision x̂ . Note, the equitably efficient solution x̂  depends 

on the aspiration level y . A solution of the multicriteria 

optimization problem makes correspond of solution 

proposals of particular members of the group to the 

respective levels of aspiration. 

 

V. METHOD OF SUPPORTING THE GROUP DECISION 

 

The solution of the multi-criteria task (8) is a set of 

equitably efficient solutions. In order to solve a given 

problem it is necessary to pick one solution which will be 

evaluated by all persons. Due to the fact that the equitably 

efficient solution is a whole set of solutions, the persons 

perform the selection with the help of an interactive 

computer system. Such a system makes possible to have a 

guided overview of a whole set of solutions. The tool used to 

view this set of solutions is function (10). Maximum of this 

function depends on the parameters kiyi ,...,,2,1 , , 

which are applied by all persons. In the reference point 

method each person expresses its preferences by 

specification, with the aid of his/her evaluation function, of 

such a value that would be fully satisfactory. That is the 

value of the aspiration level for his/her evaluation function. 

For any stage of the selection process the persons may 

provide different aspiration levels. Such levels of aspiration 

constitute steering parameters of the scalarization function. 

On this basis the task is solved and the system proposes the 

solution corresponding to the current values of those 

parameters - for further analysis. 

 

The method of supporting the group decision is the 

following: 

 

1. Iterative algorithm - propositions of particular decision. 

1.1. Interaction with the system - each person provides 

his/her own proposition of the decision for its 

evaluation function as his/her level of 

aspiration kiyi ,...,2,1, . 

1.2. Calculations – computing particular values from 

the equitably efficient solution 

Wk Yyyyy 021
ˆ)ˆ,...,ˆ,ˆ(ˆ  and the equitably 

efficient decision Wk Xxxxx 021
ˆ)ˆ,...,ˆ,ˆ(ˆ . 

1.3. Evaluation of the obtained solution - each person 

may accept the solution or not. In the second case - 

each person provides his/her new proposition and 

provides a constant value of his/her level of 

aspiration kiyi ,..,2,1,  and another equitably 

efficient solution is set out. (Return to sub-point 

1.2).  

2. Establishing the decision, when the decision fulfills the 

requirements of all persons. 

 

This is not a single optimization act but a dynamic 

process of looking for solutions, during which the persons 

learn and may change their preferences. Comparing the 

result of the decision kiyi ,...,2,1,ˆ  with the aspiration 

point kiyi ,...,2,1, , each person finds what is not 

achievable and how his/her proposition kiyi ,...,2,1,  is 

far from a possible solution kiyi ,...,2,1,ˆ . This allows 

for a proper modification of their own propositions – with 

regard to their own levels of aspiration. These levels of 

aspirations are specified adaptively in the process of 

teaching. This process finishes when such decisions are 

found, which allow to fulfill the aspirations of persons in a 

maximum possible degree. 

 

Method of supporting the group decision is presented at 

diagram 1.  

 

 
Fig. 1. Method of supporting the group decision making 

 

Such a manner of making decisions does not impose any 

strict scenario and allows for the possibility of modifying the 

preferences for every person in the decision making process. 

Persons learn during the selection process about the decision 

making problem. The persons may check the results of every 

allowed proposition. All members of a group have an equal 

part in the decision making process. They all have an equal 

possibility for eventual changes of their preferences. The 

computer will not replace people in the decision making 

Model of decision making process 

) ),((max O
x

Yyyys  

Person i, i=1,2,...,k 

iy  iŷ  
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process; the whole process of selecting a decision is guided 

by all persons. 

 

VI. EXAMPLE 

 

To illustrate the support of the group decision making the 

following example is presented - selection of a group 

decision by three persons [3]. 

The problem of selecting the decision is the following: 

3,2,1  –persons,  

}0  x,0  x,0  x,0  

,6024x3

,60342 :{

4321

4321

4321

4

0

x

xxx

xxxxRxX
 -  

the feasible set, 

04321 ),,,( Xxxxxx  - a group decision, 

43211 23)( xxxxxf  – the decision 

evaluation function by person 1, 

43212 42)( xxxxxf  – the decision 

evaluation function by person 2, 

43213 25)( xxxxxf  – the decision 

evaluation function by person 3, 

 

The problem of selection of a group decision is expressed 

in the form of multi-criteria optimization task with three 

evaluation functions: 

 

}:)25

,42

,23{(max

04321

4321

4321

Xxxxxx

xxxx

xxxx
x

   

 (11) 

where: 0X  - the feasible set, 

04321 ),,,( Xxxxxx  - a group decision  

 

To select the solutions of (11), the reference point 

method is used for the task with cumulated coordinates of the 

evaluation vector ordered in a non decreasing manner. 

The first step of the vector analysis is to use the one-

criteria optimization for evaluation function of every person 

separately. As a result there is the so-called matrix of goal 

realization including the values of each criterion, received by 

solving one of the three one-criteria problems. This matrix 

allows for evaluation of the scope of changes of particular 

evaluation function on the allowed set; it provides a certain 

information about the conflict of the evaluation functions. 

Matrix of goal realizations generates the utopia vector that 

represents the best values of each separate criterion. 

 

 

 

 

Table 1. Matrix of goal realization with the utopia vector. 

 

Optimization 

criterion 

Solution 

  1ŷ         2ŷ         3ŷ   

Person's Evaluation 1    1y  

Person's Evaluation 2    2y  

Person's Evaluation 3    3y  

   66          30        -12 

   20          80          40 

  15          -15         75 

Utopia vector    66         80         75 

 

When analyzing the table 1 it might be observed that the 

biggest selection possibilities has person 2, lower - person 3 

and the lowest one - person 1. 

 

People in the group do control the process by means of 

aspiration levels. The multi-criteria analysis is presented in 

table 2. 

 

 

Table 2. Interactive analysis of looking for solutions.  

 

Iteration Pers. 1        Pers2        Pers.3 

  1ŷ           2ŷ          3ŷ  

1 Aspiration point y  

Solution ŷ  

   66            80             75 

   24            66             66 

2 Aspiration point y  

Solution ŷ   

   55            65             60 

   26,76       65             60 

3 Aspiration point y  

 Solution ŷ  

   50            60             55 

   30,17       60             55 

4 Aspiration point y  

Solution ŷ  

   48            58             53 

   31,54       60             55 

5 Aspiration point y  

Solution ŷ  

   45            55             50 

   33,59       55             50 

6 Aspiration point y  

Solution ŷ  

   43           53             48 

   34,5        53             48 

 

At the beginning of the analysis every person specifies its 

preferences as the aspiration point equal to the utopia vector 

coordinate. The obtained solution prefers by person 2 and 

person 3 and is too small for person 1. The group wants to 

improve the solution. Therefore, all the people in the group 

decrease their requirements in the next iteration. One obtains 

a slight improvement for person 1 and deterioration for 

person 2 and person 3, but the group wants to improve the 

solution for person 1. In subsequent iterations all individuals 

reduce their requirements and improve the value obtained for 

the assessment of persons 1, at the cost of two other person. 

For iterations  5 and 6 the following decisions are found:  

)07,13  2,02;  5,12;  ;78,3(ˆ 5
x  and 

)24,12  2,41;  5,07;  ;27,4(ˆ6
x . The analysis reveals that 

there is deep influence of person 2 and 3 on the solution; 

however, for person 1 it is far less significant.  
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The final selection of the specific solution depends on the

preferences of all persons. The presented example shows that

the method allows the persons to learn about their decision-

making possibilities. The search for compromise for every-

one is continued in this method.

VII. CONCLUSION

The paper presents the method of supporting the group de-

cision  making.  The  selection  of  decision  is  performed  by

solving the multi-objective task according to the optimiza-

tion criteria. This method is characterized by:

• the use of information about everyone's preferences

in  the  form of  aspiration  points  -  values  of  goal

function that are fully satisfactory to them and the

optimal option of the scalar achievement function in

order to organize the interactions with all persons,

• the assumption that the preferences of persons are

not completely fixed and they may change during

the decision making process.

Reference  point  method applied  to  the  of  multi-criteria

problem indicates a solution which would be suited to the

preferences of all individuals in the group.

The participation of any members of the group in the deci-

sion making implies acceptation of a final choice. In such a

course  of  action  one  does  not  replace  people  in  decision

making. The whole process of decision making is guided by

all persons.
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Abstract—Modern organizations, knowledge-based organiza-
tions in particular, seek new IT solutions supporting business
processes and knowledge management realized by them. One of
the solutions, postulated by the authors supporting the actions
of such organizations may be computer software in the form of
software agents, considered in our study in terms of software
agents society. The purpose of this article is to analyze the re-
sults of authors' three-year study on the modeling aspect of the
software agents society in knowledge-based organizations. The
paper presents  theoretical  issues  connected  with  the  use  of
knowledge  management  systems  in  organisations,  partial
results  of  interviews  with  developers  of  agent  solutions  in
Poland,  a  proposal  of  a  methodology  for  designing  agent
societies, elements of a developed prototype of an agent solution
and findings of qualitative research in the area of usability of
software agents.

I. INTRODUCTION

EVELOPMENT of organization’s theory for  modern
forms of management of the company's action results

in that solutions need to adapt their structure and functional-
ity to meet the specific needs of the organization. One exam-
ple  is  to  look  at  the  management-oriented  approach  to
knowledge, which is seen as an important organization's re-
source.  Such knowledge,  perceived  in  the  literature  as  an
overt or covert knowledge, is an essential part of business
processes  that  such  organizations  implement.  Information
systems,  which  will  support  organizations  aware  of  the
knowledge processing content, should support on one hand
its codification, so that the knowledge partnership could be
stored as a resource system used by the organization and its
employees, and on the other hand the methodology to sup-
port the modeling of such systems should support its codifi-
cation changing tacit knowledge into overt. Solutions, which
according to the authors have the indicated characteristics,
are agent systems. 

D

The purpose of this article is to analyze the results of the
authors' three-year study on the modeling aspect of software
agents society in knowledge-based organizations. The study
conducted by the authors, initiated in 2012, on the modeling
of software agents' society in organizations based on knowl-
edge, were focused on the search for forms of use of soft-
ware agents in the context of their use in modern organiza-
tions and to determine whether these solutions, aided by se-
mantic knowledge representation, contribute to the improve-
ment of business processes. Due to its complexity, first an

analysis of the literature in this area was conducted in order
to arrange a society of agents in the registration system used
in organizations [1] [2] [3]. Further the IT companies, which
offer  agent-based  solutions,  have  been  asked  to  indicate
their  main  problems  of  modeling  and  implementation  [4]
[5]. As a result, studies on currently used multi-agent plat-
forms [6] and agent systems design methodologies  [7] al-
lowed us to propose a modeling methodology of software
agents' society [8] [9] [10], it’s possible architecture [11][12]
and to assess their impact on organizations [13][14][15]. As
part  of the  qualitative  research,  indepth  interviews  and
research experiments were used. The presented issues have
been addressed in chapters.  

Chapter 1 and 2 will present the introduction to the theory
of  knowledge-based  organization  and  knowledge  manage-
ment.  In  Chapter  3  the results  of  the 2013 qualitative  re-
search  in  the form of in-depth  interviews  with companies
forming agent-based solutions on the Polish market will be
given.  Later  in  Chapter  4,  the  methodology  of  modeling
software agents society will be shown, focused on the orga-
nization's knowledge for agents specification. Chapter 5 will
depict partial results of research, carried out in 2014, related
to  the  software  agents'  usability  analysis  in  promoting
knowledge about the organization and the processes occur-
ring in it.

II.KNOWLEDGE MANAGEMENT IN ORGANIZATIONS

The concept of knowledge management (KM) was devel-
oped to discover tools and methodology of management of
knowledge, which was described as one of classical factor
of production with land, labor and capital by Drucker [16]  .
The  term  of  knowledge  management  is  one  of  the  most
promotes an integrated approach to identifying,  capturing,
evaluating,  retrieving,  and  sharing  all  of  an  enterprise's
information  assets.  These  assets  may  include  databases,
documents, policies, procedures, and previously uncaptured
expertise and experience in individual workers [17].

Knowledge  management  system (KMS)  is  dedicated  to
help  organization  to  meet  its  goals  and  to  increase  its
effectiveness.  The literature  review shows that  there  are a
multiple definitions of knowledge management system have
been  proposed  in  the  literature,  and  debates  about  this
concept have been expressed from a variety of perspectives
and positions [18][19][20]. Also there are some models of
life cycle knowledge management in organization [21][22].

Modeling of software agents' societies in knowledge-based organizations.
The results of the study.
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Information  and  communication  technologies  (ICT)  may
play an important role in effectuating the knowledge-based
view  of  the  organization  to  manage  the  knowledge  it
possesses  [21][17].  KMSs  are  technologies  that  support
knowledge  management  in  organizations,  specifically,
knowledge generation, codification, and transfer. Nowadays
the impact of modern ICT (interactive communication chan-
nels, agent oriented technologies, etc.) in the company due
to developing of Web 2.0/3.0, i.e., social media, blogs, micro
blogs, forums, wikis, and others, make the impact in knowl-
edge-based organization. 

Knowledge-based  organizations  understand  the  impor-
tance of knowledge in the process of creating a competitive
edge and focus on creating value added based on an effec-
tive use of knowledge [23]. ICT solutions focused on the as-
pect of supporting. Such organizations should support busi-
ness processes that take place in them in the area of creating,
processing and sharing a contextual knowledge about them.
This  results  from  the  fact  that  knowledge-based
organizations focus not only on business processes but also
on  knowledge  management  processes  which  should  be
treated in such organizations equivalently. Nowadays knowl-
edge management system is facilitated by Web-based ICTs.
It is worth underlining, that the majority of companies use
well  known  ICTs,  for  example:  e-mails,  online  surveys,
social networks, Internet forums, business blogs, comments
posted on a producer website, business (specialized) portals,
online price comparison [24] [25]. 

The main tools of Web 2.0 allow users to share content
with each other and collaborate online. Web 2.0 features are
commonly known as  postulates,  namely the  idea  that  de-
scribes the people-oriented approach [26].  The next genera-
tion of the Web is Web 3.0 [27], which is no longer focused
on the people but on the machine. The idea of Web 3.0 re-
quires not only data, but also the metadata, which is infor-
mation about the data; it is reflected postulate transformation
into a computer network database. This allows data binding
on the Internet, taking into account the aspect of meaning,
differentiating  the  data  by  the  machine  with  the  identical
record, and also carried out on these data inference. It is an
extension of the existing web, but has better connections be-
tween the blocks of information by defining the importance
of accurate data available. As a result, programs that read the
information,  called  agents,  can  analyze  data,  understand
their meaning and find the relationships between them, and
perform complicated tasks assigned by the users [28]. It is
the main reason of implementation Web 3.0 into knowledge
management systems in organization.  One of the solutions,
that can help such organizations, are software agents soci-
eties which can support  the different  stages  of  knowledge
management systems life cycle.
The study shows the kind of models of agent supported or-
ganizations [1]:

• Information  allocation  model  - an  agent  model
refers to the way information flows between the or-
ganization and its environment, and additionally the
influence  of  the  information  on  the  organization,
using a software agent.

• The presence of authority’s model - the participa-
tion of agents as the authorities in a decision mak-

ing process relied on two features: modularity and
decentralization.

• Organizational  norms  and  culture  model  –  an
agent’s behavior depends on the organization’s his-
torical factors which are contained in the organiza-
tion’s norms and culture,

• Motivating model – the human factor can be sub-
jected to various influences which in the case of the
use of agent-based solutions come down to a cer-
tain decision imperative of an agent.

There are different functionalities of knowledge manage-
ment in such a kind of agent supported knowledge-based or-
ganization, e.g. in business context, health care context [29],
etc.  In  the  context  of  health  care,  multi-agent  software
(MAS)  may  play  an  important  role  in  effectuating  the
knowledge-based view of the e-health organization by en-
hancing the capability to manage the knowledge it possesses
[30]  [31].  There  is  the  method  of  evaluating  MAS in  e-
health knowledge management system. The model of multi-
agent knowledge management system is based on [32]: 

• knowledge creation about the user, 
• knowledge sharing of the presented problem, 
• contextual knowledge about the course of the con-

versation during knowledge distribution, 
• knowledge application in the organization.

There is a diversity of areas in medical industry and health
care systems that could benefit from systems based on agent
technology (especially MAS) [33] [34]: 1) systems diagnos-
ing diseases,  2) systems that recommend treatment,  3) pa-
tient history examination systems, 4) the support of pallia-
tive care units.

III. PROGRAM AGENTS' SOCIETIES AND PROBLEMS WITH

THEIR IMPLEMENTATION

One of the metaphors of embracing agent technologies is
to look for purposeful solutions in terms of software agent
society [35]. Agent societies used in knowledge-based orga-
nizations operate in an environment of ubiquitous communi-
cation and are usually aimed at supporting the organization
by supporting the processing and distribution of information
and  knowledge  using  semantic  knowledge  representation
mechanisms.  In  the process  of  developing  agent  solutions
supporting the improvement of business processes in knowl-
edge-based organizations a variety of approaches, depending
on their architecture and construction, are used. The use of
semantic  knowledge  representation  mechanisms  requires
that, at the design stage of the system, methods for acquiring
and  processing  knowledge  necessary  for  the  operation  of
agent solutions are set out. 

Conducted in 2013 qualitative research have been realized
in the form of a series of in-depth interviews with companies
which are the creators of agent solutions on the Polish mar-
ket [4][5]. A dozen of companies were invited for the study
but only 5 of them decided to participate.

Studies  have  shown  that  the  solutions  used  by  respon-
dents overwhelmingly support the human - computer inter-
action in the context of their possible use as an element of
knowledge  management  systems,  and thus can be consid-
ered in the context of the interface agents  with their own
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codified knowledge base, associated with organizations' in-
formation systems and actively participating in the ongoing
business processes. As part of the study different manufac-
turers' approach towards agent solutions supporting the im-
provement of business processes in organizations based on
knowledge have been analyzed and compared.  Among the
solutions offered to the market in the use of agent technolo-
gies in the sphere of supporting business processes in orga-
nizations managed by knowledge, the vast majority are so-
called  "virtual  advisors"  showing,  in  accordance  with  the
adopted typology, lowest level of socialization [30]. One of
the important issues raised in the context of the study was to
identify the workshop used by vendors of agent solutions on
the stage of their development. In this context, the focus was
mainly concentrated on methodologies of creating agent so-
lutions. Methodologies used in the construction of agent sys-
tems, what was highlighted by the creators of solutions ex-
amined, are focused mainly on their architecture, but only to
a  small  extent  allow  the  modeling  of  system knowledge.
There are no proven solutions that are using a methodical
approach to the modeling of knowledge representation se-
mantic mechanisms to the needs of agent structures. Respon-
dents confirmed the heterogeneity of methodologies appro-
priate to the solutions they use, the design of which requires,
on one hand the reference to the issues of software develop-
ment  methods,  and  on  the  second  engineering  theory  of
knowledge,  which  is  required  in  the  context  of  agents'
knowledge  base  modeling.  In  addition to the problems of
methodology, the respondents pointed to the need for find-
ing methods to assess the impact of the solutions they create
on the organization and its environment operation.

Despite differences in the details of the used methodolo-
gies design, or the tools used, companies generally agree on
the stages of agent-based solutions implementation. In sim-
ple terms it can be assumed that this process is based on four
main processes. The first one is to analyze and gather infor-
mation from a user under which the knowledge an agent will
have will be worded. Since the information comes from a
variety of sources such as individual interviews, search for
paper and electronic documents related to the user, and ac-
quired knowledge is not always codified in clear and under-
standable manner, it is necessary to systematize this infor-
mation. The next step is to design a model of this knowl-
edge, systematization and arrangement in a certain and clear
structure for the agent which will enable it to recognize the
thread and giving the user the right answers. The next step is
to implement the agent system. The last stage of testing the
system is usually the user's input and feedback concerning
its functioning. Feedback information from the customer al-
low us to evaluate whether the knowledge, which was intro-
duced to an agent is correct, if something has been omitted,
supplemented, whether the range or essence of knowledge
was in some way changed. Then this knowledge should be
updated. However, despite applying own methodologies the
companies  base on proven tools based on UML modeling
structures to facilitate knowledge sets, allowing for structur-
ing  knowledge  to  describe  some  of  the  relations  in  the
knowledge base, the design of systems architecture of agent.

Virtually all respondents covered by the conducted survey
declared that  the process  of  developing agent  solutions in
their company is more or less consistent with the outlined
above methodological scheme. However, even if any partic-
ular methodology was not specified, it does not mean taking
chaotic and random actions,  but  consistent  common-sense
approach, using necessary resources. Most differences in the
used approaches are declared in the process of knowledge
acquisition. 

After implementation of the solution manufacturers attach
great importance to feedback from the customer, confirming
the correctness of topicality and completeness of the knowl-
edge that was introduced to agent. 

With the  increasing  number  of  implemented  agent  sys-
tems and their complexity merits, there is a natural need to
systematize the knowledge concerning the activities under-
taken  and  their  standardization.  The  use  of  established
methodologies in the implementation of solutions is not dis-
puted by principle, but the very process of implementing the
chosen methodology into force is not carried without com-
plications. Among the fundamental problems that arise in the
implementation of methodologies  indicated by the respon-
dents two groups were dominating: 

The first group of problems of objective nature related to
the need of increasing the workload associated with the in-
troduction  and  updating  adopted  methodological  solutions
and methods and tools for their implementation. Even recog-
nized methodologies, including a set of procedures, are sub-
ject to constant alteration forced by changing organizational
and economic conditions resulting in assembly and aggre-
gating new knowledge. According to the respondents imple-
mentation of the new system, as well as an agent system, of-
ten creates  necessity to abandon the previously developed
business process execution mode. According to the respon-
dents, implementation and then maintaining particular solu-
tion require additional labor, which generally is not enthusi-
astically accepted  by both  the contractors  of  project  tasks
and team management

The  second  group  of  difficulties  are  the  unpredictable
problems subjectively linked to specific persons associated
with the solutions' life cycle.  Indicated by the respondents
fear of change, loss of autonomy, wont to existing, not al-
ways fully formalized mode, the impression of redundancy
of seemingly unnecessary documents required for the execu-
tion  of  implementation  makes  it  difficult  to  maintain  and
care for the implemented solution.

A very important aspect in the context of the use of ap-
proved methodologies for projects involving complex, partly
autonomous  structure  of  software  agents  society,  is  their
specificity  and  complexity  that  result  in  multiplication  of
methodological problems encountered in the implementation
of individual solutions. At the same time manufacturers of
commercially available software emphasized the lack of ex-
perience while working on more complex systems. None of
the respondents did not declare directly of the implementa-
tion  of  solutions  involving  cooperation  of  more  agents
within a specific software agents' society. 
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Depicted  here  problems  caused,  that  the  authors'  study
have been directed to the aspect of modeling agents' society
in the context of the methodological design aspect of such
solutions and to develop a method to assess the impact of
software agents on the environment in the context of the hu-
man - computer interaction. For this purpose, it became rea-
sonable to conduct a comprehensive analysis of the available
methodologies  and propose the best possible methodology
allowing for the implementation of software agents' society.
The specificity, diversity and complexity of software agents'
society designed to stimulate organizational processes in an
organization managed by knowledge,  forces  the establish-
ment of a transparent and universal model. Options include
the use of ready methodologies developed by the companies
with years of experience in developing agent solutions, or to
create a proprietary methodology based on own experience,
supplemented with elements taken from corporate method-
ologies. To conclude this aspect of research, three main as-
pects  should  be  noted,  which  according  to  the  authors
should support the defined methodology, supporting the im-
plementation of the agent system in organizations.  First  is
the focus on supporting the business processes modeling in
organizations.  Its  purpose  is  to  better  understand  business
conditions for which the organization's agent system is cre-
ated by the designers and future users of the solution. Sec-
ond aspect is the agents society architecture modeling which
will be aiding this business process. Targeting organizations
for the classic methods of semiformal defining the architec-
ture of the system in the form of UML causes that in case of
modeling agents' society it should also be used. The final el-
ement is the modeling of knowledge that must be considered
in the context of the business process involving people and
software agents. Methodology applied here should support
the codification of knowledge in a way that allows its under-
standing and application by both: the users and agents. This
aspect is crucial in the context of business process integra-
tion and knowledge management systems, where the task of
developed methodology should be an indication of the use
of  codified  knowledge  in  the  framework  of  business  pro-
cesses in the organization.

IV. METHODOLOGICAL ASPECTS OF THE SOFTWARE

AGENTS’ SOCIETIES DESIGNING

Conducted  interviews  indicated  that  currently  created
agent-based solutions offered by the companies relate to in-
dividual agent solutions. One of these aspects, that caused
the lack of implementation in the area of multi-agent sys-
tems, was to identify the problems with the integration of
knowledge  abstracted  within  the  agent  system.  Therefore,
one of the research aspects was to develop proposals for tak-
ing up modeling methodology of software agents' society in
the context of highest  level of agents' socialization, which
will  focus  on  the  aspect  of  system's  semantic  knowledge
codification  methods  and  business  processes  organization.
In order to develop such methodology a number of multi-
agent platforms [6] and methodologies [7] available in the
literature and methods of agent design solutions [11] were
tested. From the modern organizations' point of view, where

organizational knowledge is a key aspect of system design,
an  indication  of  how  multi-agent  modeling  environment
with a strong focus on knowledge of the system becomes
necessary, which the methodologies  presented here do not
show. None of analyzed methodologies [7] fully define orga-
nization's ontology, social relationships.  Only three do this
in limited way where designer is usually able to define only
concepts of agent ontology. Also the mechanism of agent's
interaction with the environment is not well realized by ana-
lyzed methodologies. Comparative analysis, at the stage of
the assumptions related the to design of multi-agent system
indicated, that the agent society, through the used methodol-
ogy, will have limited functionality. The result of the study
was to offer the methodology shown in chapter [8]. 

This methodology was created as a combination of soft-
ware agents' society design good practice, ontologies design
methods and BPMN notation used for the purpose of analyz-
ing the requirements for  the created agents'  society in the
context of the organization it’s supposed to support.

The proposed methodology consists of 8 stages, which
include:

1. Analysis and development of business process 
1.1. Specification of organizations involved in the

process and the posts performing the tasks.
1.2. Determination of relationships inside the orga-

nization.  At  this  stage  the  relationship  is  de-
fined  within  the  organizational  structure  that
supports the system. In case of an organization
it  is  a  structure  linking  the  different  depart-
ments and the process' participants positions.

1.3. Defining  the rules  of  starting and ending the
process.

1.4. Diagnosing the business process’ tasks.
1.5. Diagnosing the business process’ events.
1.6. Defining  the  conditions  governing  decision

gates.
1.7. Determining the extent of agent's support of a

specific task (realization of tasks, assisting the
task, none)

2. Resources'  identification of  in agents'  society set-
ting
2.1  Identification  of  inputs  and  outputs  of  the

main task
2.2  Identification of resources in the form of ser-

vices or external data

3. Analysis of the roles and responsibilities of agents'
society 
3.1 Defining the tasks carried out in the agent soci-

ety
3.2 Defining the roles of agents in the system
3.3 Diagnosing emergency situations (events)
3.4 Defining  the  inputs  and  outputs  based  on

events

4. Determining the hierarchical  structure of the rela-
tionship inside the organization 
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4.1 Reference of the organizational structure with
the main tasks carried out by agents

4.2 Determination  of  organization's  internal  rela-
tionships within the agent society

5. Determination  of  the  extent  of  agent  societies'
knowledge 
5.1 Identification of knowledge range of agent so-

ciety
5.2 Identification  of  the  resources  provided  by

agent  societies

6. Preliminary definition of agents'  internal architec-
ture  
6.1 Determining agent's classes
6.2 Assigning agents' classes to roles
6.3 Assigning agents' classes to resources

7. Essential definition of the agents' internal architec-
ture
7.1 Agent knowledge specification
7.2 Defining agent's behavior

8. Designing the interaction between agents

The  proposed  approach  for  agents'  society  modeling  is
considered  in  terms  of  the  heterogeneous  construction
agents'  societies  and  determines  the  combination  of  best
practices  for  agent solutions modeling to support  business
processes within the organization's information systems. In
particular,  this  methodology  is  dedicated  for  knowledge-
based organizations through its focus on modeling of the or-
ganization's knowledge using semantic mechanisms of rep-
resentation.

The proposed methodology has been developed upon the
experience  regarding  the  developed  prototype  of  agent-
based solutions supporting the operation of the organization
and developed in the context of building solutions support-
ing the interaction of users within the business processes in
which they participate [12].

Depicted in the [12] prototype of agents' society was used
to evaluate elements of the methodology and pointed to pos-
sible applications of agents' society to assist the interaction
processes between users.

For the purpose of prototype solution realization BPMN
process models were paid and extending the BPMN notation
was  proposed  by  a  number  of  new  artifacts  used  in  the
agents' society modeling process, based on the methodology
presented previously. Table 1 present the main artifacts. 

As a result, it became possible to develop elements of a
modeler  supporting  the  codification  of  knowledge  about
processes  which  involve  users  in  accordance  with BPMN
notation and allowing to define the knowledge resources of
the organization. Figure 1 presents such example.

Elements of the proposed methodology also served to de-
velop a tool that aids software agents' usability analysis in
the process of sharing knowledge in the organization's envi-
ronment. The approach proposed herein offers the following
advantages:

• Extending currently used standards for  describing
business processes to include sources of knowledge

that supports the performance of users' tasks (in the
context of the process, place and time).

• Enabling  direct  integration  of  organisational
knowledge  within  any  business  processes taking
place  in  an  organisation  within  the  scope  of  the
process  in  which  this  knowledge should  be  used
and the task that it supports.

• Automating processes of assessing the functioning
of  knowledge  management  systems  in  terms  of
their usefulness in supporting business processes.

• Generating  new  organisational  knowledge at  the
interface  of  business  processes  and  knowledge
management.

• Using  semantic  mechanisms  for  knowledge
description for  easier  integration  of  possessed
knowledge with internal organisational knowledge. 

• Independent operation from used IT solutions and
enabling integration of any knowledge management
systems and a process-oriented solution.

In order for agent systems to support business processes,
it is necessary to develop tools facilitating the evaluation of
an agent's usability in the process of performing users' tasks.

TABLE 1. 
PROPOSED ARTIFACTS 

Figure 1. Proposed extension of BPMN notation

MARIUSZ ŻYTNIEWSKI ET AL.: MODELING OF SOFTWARE AGENTS’ SOCIETIES IN KNOWLEDGE-BASED ORGANIZATIONS 1607



V.SOFTWARE AGENTS’ USABILITY

As part of the conducted qualitative research it was neces-
sary  to  determine  how software  agents'  societies  improve
business processes in organizations based on knowledge. On
the basis of the study, creators of agent solutions in Poland
were diagnosed and a test method allowing for evaluation of
the usefulness of agents in the context of human - computer
interaction was proposed - AUKP - Agent Usefulness  and
Knowledge Propagation analysis method (figure 2).

Figure 2. Agent Usefulness and Knowledge Propagation analysis
method

During  the  tests  of  usability  of  software  agents  imple-
mented in organizations, the analysis was conducted in the
following stages [15]:  

• Analysis  of  expectations  and  projected  system
usability.  Aim:  determine  the  expectations  of  the
users  in  relation  to  the  agent  system  and  its
functionality.  Proposed  method:  research  survey
analyzing the significance of the basic indicators of
the system usability. 

• Analysis  of  user  domain  knowledge.  Aim:
determine the user’s base knowledge in terms of the
domain  aided  by  the  agent  system.  Proposed
method:  survey  of  knowledge  which  the  user
obtains  as  a  result  of  working  with  the  agent
system. 

• Analysis of the system usability. Aim:  determine
the   values  of  the  specific   indicators   of   the
assessment of the system usability for the user and
the organization. Proposed method: direct analysis
of the agent system’s operation. 

• Analysis  of  the user’s knowledge  after  using  the
agent  system.  Aim:  to   determine  the  user’s
knowledge in the  field supported  by the agent sys-
tem after using the system. Proposed  method:  sur-
vey of knowledge obtained by the  user  as a result
of working with the agent system (as in stage 1). 

• Application   of   the   AHP   method   for
standardizing  the  results  of  the  analysis.  Aim:
standardization   of   the   results   with  regard  to
users’  expectations for  a comparative analysis of
agent systems. Proposed  method:  application  of
the  AHP  method  based  on  the results obtained in
stage 1 and stage 3.  

First, an analysis of previously conducted research on the
human - computer interaction in the context of agent usabil-
ity testing environments was performed. These studies have
shown objectivity of examining the usability in terms of the
agents' impact on the users. The assumptions concerning the
developed method and the results of the conducted experi-
ments  are  discussed  in  more  detail  in  the works  [13][14]
[15].  In  these  studies  researchers  assumed,  that  in  accor-
dance with the concept of utility, it is necessary to refer to
the  analysis  of  effectiveness,  efficiency,  satisfaction  and
propagation/dissemination of agent system's knowledge. For
this purpose, the process evaluation model for specified fac-
tors within the HCI theory was developed and 102 research
experiments were carried out, which aim was to evaluate the
operation  of  three  software  agents.  The results  confirmed,
that in the group of users and agents can be indicated, that
the agent-based solutions contribute to the improvement of
business processes in which they participate by improving
customer  satisfaction  and  propagation/dissemination  of
knowledge among users regarding the organization and the
processes,  in  which  the  organization  and  the  business
process recipient participate. 

The final results was given: analysis of the general level
of satisfaction shows that for users of software agents that
were used for experiment satisfactory level was above 0,6;
also  all  agents  reached  knowledge  propagation  indicator
above 0,75. 

Satisfaction and knowledge dissemination assume values
from 0 to 1, where 1 is the highest indicator of satisfaction
and  the  highest  level  of  knowledge  propaga-
tion/dissemination.

Next  two  parameters  (main  effectiveness  and  partial
effectiveness)  assume values  from -1 to1.  Values  above 0
mean that the system is effective, whereas values below 0 –
lack of the agent’s effectiveness. All agents gained measures
of  effectiveness  (main)  >0  and  effectiveness  (partial)  >0,
which can be interpreted as the possibility of implementa-
tion of indicated main goals by users and shows that the an-
swers generated by an agent were correct.

The last parameter indicates the number of agent objec-
tives performed per a minute. The conducted research has
also showed that agent C (with the result of 3.5 of an objec-
tive per minute) achieved the highest performance compared
to agent B (3 objective per minute) and agent A (2.5 goal per
minute).

All aggregate results shown here revealed, that in the case
where it is possible to identify high efficiency of agents and
their productivity, users indicated high levels of satisfaction
and knowledge gain. What is characteristic, increased pro-
ductivity of agents and their effectiveness, influenced the in-
crease of user's  satisfaction and the amount of  knowledge
they acquired.
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VI. CONCLUSION

As indicated  in  the  article,  the  theory  of  modeling  the
software agents' society is a complex research problem, par-
ticularly in the context of their use as a solution supporting
the selected type of organization. Developing the assessment
methods of the agents' impact on the processes taking place
in organizations and supporting their modeling methodolo-
gies,  required  to refer  not only to the current  state of  re-
search in this area, but also to focus on the essence of orga-
nizations for the purpose for which they will be developed.
The developed methodology, from the organization's  point
of view, supports the codification of knowledge that is con-
tained  herein  and contributes  to  a better  understanding  of
business processes that take place within. Such an approach
improves the process of organisational  knowledge integra-
tion within the modelled society of software agents and al-
lows the relationships of the company’s organisational struc-
ture to be mapped within a specific society of agents. The
next step in the development of this methodology may be
extending it by elements of modelling trust and reputation
within the agent society being developed.

The  proposed  assessment  method  allows  for  indication
whether the influence of agents on the processes that are re-
lated to the operation of the organization is visible. The con-
ducted experiments proved that the currently used agent sys-
tems in organizations improve ongoing business processes,
allow for the improvement of customer satisfaction and help
to propagate the knowledge about the organization and its
processes.  The  proposed method,  which  is  based  on  the
assumptions of agents’ interaction with users,  can be used
with  any  software  agents  that  have  an  interface  ensuring
communication  with  the  user.  The  proposed  approach,  in
accordance with the accepted criterion of usability, indicates
validity  of  an  analysis  of  knowledge  propagation  and
satisfaction  indicators,  by  which  the  impact  of  agents  on
business process participants can be determined, as well as
effectiveness  and performance indicators,  which allow the
agent  itself  to  be  assessed.  The  experiment  examined  the
interaction between the human being and computer, but the
developed  indicators  of  agents’  effectiveness  and
performance can be also used in the process of interaction
between agents in a given society.       
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HE main purpose of the workshop is to provide a forum
for researchers and practitioners to present and discuss

current issues concerning use of ICT in logistic applications
(hardware and software). There will be also an opportunity
for  hardware integrators,  software developers  and logistics
companies to demonstrate their solutions, as well as achieve-
ments, in different logistic systems.

T

TOPICS

The topics of interest include but are not limited to:
• Innovations in information systems supporting lo-
gistics  and  its  management  (WMS,  SCM,  TMS,
LIS, VMI, CRP, PLM, and others)

• Innovative  technologies  in  warehouse  manage-
ment:  RFID,  Voice  Picking,  Image  Recognition,
Pick Radar, etc.

• Logistics  process  modeling,  including influence
of warehouse automatic

• Optimization of logistics processes:
◦ optimal  vehicle  routing  and  management,
boundary conditions
◦ optimal  picking  routing  (global  optimization,
fast search, collision prediction and prevention)
◦ shared mobility systems
◦ day-to-day dynamic traffic assignment models
◦ effective  methods  of  picking  (multi  picking,
batch picking ect.)
◦ relationships  between  picking  efficiency  and
products decomposition in warehouse area

• Environmental  protection  (for  example  carbon-
aware transportation)

• Artificial intelligence systems and decision sup-
port systems in logistics

• BI, data mining and process mining in logistics
• Quality management algorithms and methods
• Material Flow Theory and applications
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Abstract—This paper presents  a paradigm-based approach
to  information  logistics.  The  approach  deals  with  extracting
concepts specific to information logistics in categories typical to
paradigms.  The  resulting  description  should  be  easily  con-
nected to complementary components which are based on other
paradigms, e.g. business process management and information
systems development. Empirical part aims at checking and en-
hancing features typical to information logistics. It is conducted
with action research of applying information logistics paradigm
in coordination of Erasmus+ program.  

I. INTRODUCTION

NFORMATION logistics has been a topic of research for
about three decades with more than hundred contributions

nowadays [1], [2]. It has several definitions with focus on a
variety of issues in different contexts of use. A common mo-
tive for information logistics is transfer of the right informa-
tion to the right place in the right time. The main active re-
search  directions  are  user-demand information  supply [3],
[4], efficiency of information flow [5], [6], cross-functional
supply  of  analytical  information  [7],  [8]  and  process  im-
provement  via information  flow [9].  About  two dozens of
organizations offer  their  information logistics products  for
real-life solutions. One can observe that  information logis-
tics in real-life applications cannot be separated neither from
defining chains of information processing and delivery nor
from automation of information processing by software sys-
tems. Many information logistics products are based on In-
formation and Communication Technologies (ICT) and sup-
port Business Process Management (BPM). Therefore, there
is a need to explore relationship between information logis-
tics,  business  process  management  and software  engineer-
ing. 

I

The goal of this paper is to analyze information logistics
from the perspective of paradigm theory.  It deals with ex-
traction  of  concepts  specific  to  information  logistics  and
connection of resulting descriptions to components of solu-
tion which use other paradigms. Fig. 1 presents a schema of
paradigm-based  approach  to  integrating  information logis-
tics to other components using meta-modeling technology.

This  approach  is  motivated  by  the  following  reasons.
First,  information  logistics,  business  process  management
and  software  systems  are  complementary  components  of
real-life solutions. They focus on different aspects and can
be captured more precisely in terms of paradigms. The no-
tion of paradigm is related to extraction of basic concepts
specific to a given area and it allows to avoid uncontrolled
overlapping with basic concepts from other paradigms. Sec-

ond, the use of paradigm-based approach makes a difference
in viewing information logistics. It makes a shift from entire
information logistics solution (which informally defines en-
terprise processes and uses information systems) to a kind of
specific component which can be connected to components
which are based on other paradigms. The benefit of such ap-
proach is in solving each class of problems in the most ef-
fective technology and then connecting them in complete so-
lution of real-life problems. Third, information logistics par-
adigm constitutes  foundations for formalization of the para-
digm  with the meta-modeling technology provided by Ob-
ject  Management  Group  (OMG),  especially  in  terms
of UML profiles. OMG Unified Modeling Language (UML)
[10] defines object-oriented software development perspec-
tive  and  OMG  Business  Process  Model  and  Notation
(BPMN) [11] defines business process management perspec-
tive. OMG offers UML profiles as extension mechanism and
defines a profile diagram for the purpose of defining new
UML profiles [12]. With use of this technology, formalisms
which  define  all  these  complementary  paradigms  are  ex-
pressed with the same meta-meta-models, which provides a
strong common ground for integration and interoperability.
This research shows that information technologies can offer
to logistics not only methods and environments for computa-
tions  or  methods  of  information  systems engineering,  but
also benefits from applying advanced meta-modeling tech-
nologies.

Fig.  1 A schema of integration of information logistics profile with other
components of solution with use of meta-modeling technology

This paper  is  structured as  follows.  Section 2 presents
and exploits paradigm-based approach. It  explains the role
of paradigms in computer science adhering to Kuhn's para-
digms in philosophy of science, attempts to apply paradigms
in computer science as well as multi-paradigm modeling ap-
proach and defines categories typical to paradigm descrip-
tion (paradigm template). Then, it describes analysis of in-
formation logistics definitions in literature made in order to
capture  core  concepts  and  issues  in  information  logistics.
Section 3 contains description of action research in which
features specific to information logistics are checked and en-
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hanced when solving real-life problems in the area of coor-
dination of Erasmus+ program.  Section 4 makes an attempt
to describe information logistics paradigm on the basis of
both analytical and empirical parts. Section 5 presents con-
clusions and plans for further work.

II. INFORMATION LOGISTICS AS A PARADIGM 

A. Fundamentals of Paradigms

    The popularity of the term paradigm, which has its roots
in ancient Greak παραδειγμα meaning pattern, exam-

plar, example, has been a contribution of a philosopher

of science Thomas Kuhn, who explained incommensurabil-
ity of theories in science by adhering to their diversified fun-
damentals. A paradigm in mature science stands for a set of
fixed key theories, scientific language, values and metaphys-
ical assumptions as well as procedures and instrumentation
needed to solve practical problems [13]. 
    The notion of paradigm corresponding to software has
first appeared as paradigms of programming [14] with de-
creasing scope of paradigm as a side effect of moving the
term of paradigm from science to technology. Then, it was
elaborated  in  context  of  several  reuse  approaches  to  soft-
ware  development  including  design  patterns,  components,
software architectures and frameworks [15]. Another use of
this term can be found in multi-paradigm modeling approach
[16], [17] which aims at dealing with heterogeneous solu-
tions. The need for effective solutions has made a difference
in viewing paradigm. It has replaced initial incommensura-
bility of theories in science by the request for pragmatic in-
tegration of technologies which are based on different para-
digms.
    A paradigm-based approach is based on the following as-
sumptions. Different classes of problems have effective so-
lutions in technologies which use different paradigms. In or-
der to develop software applications which deliver business
value to customers there is a need to integrate technologies
which are based on different paradigms. 

When comparing paradigm-based  approach  with typical
systems development the following differences can be iden-
tified.  Typical  development  may be easier  in simple cases
whilst paradigm-based approach may require extra effort on
interface definitions and collaboration between components
based on different paradigms. On the other hand, solutions
made with paradigm-based approach are easier to maintain
especially when integral components need to be updated. It
can deal more effectively with heterogeneous cases.  Addi-
tionally, it is easy to connect to newly added components. It
can provide more precision with traceability to sources. The
challenge is in assessing global features of solutions. As this
is a quite new approach, few experience reports from its ap-
plications are available.  

B. Questions and Methods 

    In order to capture information logistics as a paradigm
there is a need to define knowledge gathered in this field of
study in categories specific to paradigms. Thus, the follow-
ing questions can be posed for information logistics: What
are its values and (metaphysical) assumptions? What are its
scientific language and key theories?  What  is the class of
problems that  can  be solved effectively in this  paradigm?

What are instrumentation and procedures, i.e. methods and
technologies, needed to solve these problems? How to inte-
grate it with technologies which use other paradigms in con-
text of paradigm-based approach? 
    We assume that information logistics paradigm should be
based on its strong connotations to logistics.  The intuitive
understanding of information logistics is a kind of logistics
which is related to information instead of material goods and
services. 

In order to capture the essentials of information logistics
we have searched for common themes in information logis-
tics definitions and notions provided by both researchers and
practitioners collected in  literature overview [1], [2]. Num-
ber of appearance of a given common theme against  total
number of definitions analyzed is presented in brackets. 

Then, we have conducted a cross-analysis of these com-
mon themes with themes in logistics management definition
provided by the Council of Supply Chain Management Pro-
fessionals in order to check whether the common themes are
strongly related to logistics and thus they have appropriate
connotations to logistics. 

A  related  field  of  study  is  information  management.
Therefore,  we  have  compared  our  approach  with  the  ap-
proach  presented  in  Information  Management  Body  of
Knowledge.

C. Common Themes of Information Logistics

     Common themes of information logistics include:

• right information (20/33) with more precise specifica-

tion of what is right information in terms of content or
format (8/33), way or channel (3/33), size (1/33), qual-
ity (6/33) and requirements, needs or demands (6/33);

• right time (20/33) with adhering to "just in time" philos-

ophy (3/33) or efficiency (5/33);

• right place or location (16/33) with additional distinc-

tion to recipient or person  (7/33) or target group (3/33);

• information  flow  (9/33)  or  information  value  chains

(5/33);

• right cost or optimization of costs (6/33);

• two  cases:  information  distribution  and  information

about logistics of goods and services;

• operational activities (8/33) of gathering (2/33), select-

ing (2/33), production, receiving, processing, organiza-
tion,  optimization,  storage  (3/33)  and  distribution
(6/33);  focusing  on  dissemination  rather  than  produc-
tion and classification;

• managerial activities of planning (2/33), control and im-

plementation (1/33);

• infrastructure  in  terms  of  network  of  suppliers-re-

questors  (1/33)  or  information  logistics  infrastructure
with information systems support (13/33);

• relationship to other fields (2/33),  such as information

management,  knowledge  management,  communication
management and business networks.

The above classification of themes may be biased in several
ways. Definitions and notions may not cover full range of is-
sues addressed by research results or products. The analysis
was made on the basis of selection of issues in cited litera-
ture overview. There are probably implicit relationships be-
tween research results, research bodies statement of notion

1614 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



and information logistics product providers.  Therefore,  the
generalization of the common themes coverage to quantita-
tive coverage of themes in the area of information logistics
may be unjustified. However, they reflect quite well essen-
tials and issues in this area.

D. Cross-Analysis with Logistics Management

Council  of  Supply  Chain  Management  Professionals
(CSCMP)  provides  the  following  definition  of  logistics
management  [18]:  "Logistics  management  is  that  part  of
supply chain management that plans, implements, and con-
trols the efficient,  effective  forward and reverse flow and
storage of goods, services, and related information between
the point of origin and the point of consumption in order to
meet customers' requirements. Logistics management activi-
ties typically include inbound and outbound transportation
management,  fleet  management,  warehousing,  materials
handling, order fulfillment, logistics network design, inven-
tory  management,  supply/demand  planning,  and  manage-
ment of third party logistics services providers. To varying
degrees,  the  logistics  function  also  includes  sourcing  and
procurement, production planning and scheduling, packag-
ing and assembly, and customer service. It is involved in all
levels of planning and execution-strategic, operational, and
tactical.  Logistics  management  is  an  integrating  function
which  coordinates  and optimizes all  logistics  activities,  as
well as integrates logistics activities with other functions, in-
cluding marketing, sales, manufacturing, finance, and infor-
mation technology." 
    Table I presents a comparison of the common themes in
information  logistics  with  related  logistics  management
themes. It shows that in almost all categories some equiva-
lents can be found although they have different focus.  The
common themes of information logistics focus on provision
and distribution of right information at the right time to the
right  place.  Explosive  speed  of  information  available  via
global ICT applications, the need for gathering crucial busi-
ness information and chaos of information in organizations
are the main motivations for such statements of expected ef-
fects.  Less  attention  is  paid  to  the  core  term of  logistics
which is supply chain (similar to information flow and infor-
mation value chain). In fact,  logistics definition contains a
suggestion that right information, time and place should be
placed in a broader perspective of flows which contribute to
a more complex enterprise. 
   For many logistics operations one can find equivalents in
information  logistics  although they have their  specifics  or
smaller importance. Equivalents of transportation are distri-
bution, dissemination, gathering and receiving depending on
context. Warehousing corresponds to storage. Logistics net-
work design and fleet management are related to infrastruc-
ture management. Supply/demand planning finds its imple-
mentation in information flow design.  Similar to auxiliary
production planning and scheduling may be production, pro-
cessing  and  optimization.  Thus,  on  operational  level,  the
analogy is quite strong. Logistics management can broader
horizons  of  information  logistics  management.  Although
managerial activities of planning, control, implementation as
well as relationships to other fields have been identified in
scope of common themes for information logistics, logistics
management is involved in all levels of planning and execu-

tion, i.e. strategic, operational, and tactical and it covers in-
tegrative  activities  of  coordination  and optimization  of  all
logistics activities as well as activities in related fields.

   E. Comparison to Information Management

One could ask questions: What is the relationship between
information  logistics  and  information  management?  Don't
they deal with the same problems? (It seems similar to ques-
tions:  What  is  the  relationship  between  logistics  and  re-
source management?  Don't  they deal  with the same prob-
lems?) In our opinion, information logistics and information
management represent different traditions of research which
address  overlapping  problems and deliver  overlapping  re-
sults. Additionally, both terms are broad and abstract, which
makes difficulty in comparisons. One can expect that inter-
nal inconsistencies in both fields are encountered. In this sit-
uation, we compare only proposed paradigm-based approach
to information logistics with a concrete representation of in-
formation management  in Information Management Body
of Knowledge (IMBOK) [19].

IMBOK addresses problem of "huge complexities in the
territory where information technology, business and society
meet". It divides information management to six knowledge
areas:  information  technology,  information  systems,  busi-
ness processes, business information, business  benefits and

TABLE I.
COMPARISON OF COMMON THEMES IN INFORMATION LOGISTICS

WITH RELATED LOGISTICS MANAGEMENT THEMES

COMMON THEMES IN 
INFORMATION LOGISTICS

LOGISTICS MANAGEMENT 
THEMES

information  flow  or  information
value chains

a  part  of  supply  chain  manage-
ment

managerial activities of planning,
control and implementation

actions: plan, implementation and 
control

two  cases:  information  distribu-
tion and information about logis-
tics of goods and services

efficient,  effective   forward  and
reverse flow and storage of goods,
services, and related information

right  place  (location)  with  addi-
tional distinction to person  or tar-
get group

between  the  point  of  origin  and
the point of consumption

right information in terms of con-
tent  or  format,  way  or  channel,
size,  quality  or  requirements,
needs or demands

in  order  to  meet  customers'  re-
quirements

operational activities of gathering,
selecting,  production,  receiving,
processing,  organization,  opti-
mization, storage and distribution;
focusing  on  dissemination  rather
than  production  and  classifica-
tion;
infrastructure in terms of network
of  suppliers-requestors  or  infor-
mation  logistics  infrastructure
with information systems support

typical  activities:  inbound  and
outbound  transportation,  fleet
management,  warehousing,  mate-
rials  handling,  order  fulfillment,
logistics  network  design,  inven-
tory management,  supply/demand
planning,  and  management  of
third  party  logistics  services
providers

all levels of planning and execu-
tion:  strategic,  operational,  and
tactical

right cost or optimization of costs;
right  time with  adhering to  "just
in time" philosophy or efficiency

integrating function which coordi-
nates  and  optimizes  all  logistics
activities

relationship  to  other  fields,  such
as  information  management,
knowledge management, commu-
nication  management  and  busi-
ness networks.

integrates logistics  activities with
other functions, including market-
ing, sales, manufacturing, finance,
and information technology.
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business  strategy.  It  describes  four  types  of  information
management processes: 

• projects  related  to  information  systems  development

with use of information technology,

• business  change  which  makes  changes  in  business

process  and  business  information  areas  with  informa-
tion systems,

• business operations which lead to accomplish business

benefits,

• performance management where business strategy and

business benefits meet.
Table  II  presents  a  comparison  of  paradigm-based  ap-

proach to information logistics with IMBOK.  Although the
terms  information  logistics  and  information  management
seem to have a similar meaning, both have a broad scope
and   both  include  several  approaches.  The  comparison
which was made, shows that the differences might be on the
level  of  fundamental  assumptions,  such  as  goals,  focus,
scope and values. (Information logistics solutions which use
a more holistic approach could have more similarities to in-
formation management.)  In  fact,  this is an example of  in-
commensurability of  theories  in science,  as Thomas Kuhn
would call it. To continue his thought: established scientific
paradigms, committed groups of researchers and consistent
research results are the signs of mature science.

One of the common themes includes information manage-
ment on the list of fields to which information logistics has
relationships. This relationship may take form of appropriate
application of relevant theories and techniques in concrete
cases of information logistics solutions.

TABLE II.
COMPARISON OF PARADIGM-BASED APPROACH TO INFORMATION

LOGISTICS WITH IMBOK

PARADIGM-BASED APPROACH TO 
INFORMATION LOGISTICS

IMBOK

Information  logistics  profile  as  a
component  to  be  connected  with
others

Framework  to  cover  complexities
on the edge of IT, business and so-
ciety

Focus  on  extracting  and  formaliz-
ing specific features of information
logistics

Focus on a big picture, i.e. "every-
thing that has anything to do with
information in business"

Starts with transfers of the right in-
formation  at  the  right  time  to  the
right  place  with  interface  to  busi-
ness  process  management  (includ-
ing IMBOK business processes, in-
formation,  benefits  and  strategy)
and  interface  to  ICT  application
(including  IMBOK  information
technology  and  information  sys-
tems)

Covers:

• information technology, 

• information systems, 

• business processes, 

• business information,

•  business benefts, 

•  business strategy

Value of external consistency with
standards  and  easy  update  when
they evolve

Value of addressing entire field

III. ACTION RESEARCH BASED ON COORDINATION IN
ERASMUS+ PROGRAM

A. Motivation 

Information Logistics paradigm seems to be helpful in coor-
dination of Erasmus+ program [20]. There is a need to de-
fine rules and procedures, but business process perspective
is not sufficient for capturing all aspects of the reality. Many

parties  are involved  with their  specific  information needs.
Changes are made outside of control of coordinators. There
are several regulations of different kinds which need to be
satisfied.  Long  documents  which  sometimes require  inter-
pretations and informal rules applied in order to unify action
in similar exceptional cases cause difficulty to clearly under-
stand the rules for those who just occasionally are involved
in  the  program.  The  perspective  which  suggests  to  pose
questions: What is  the right information? What

is the right time? What is the right chan-

nel to get to a given target? is helpful in system-

atic elaboration of the right solution in this complicated situ-
ation.

B. Action Research Description 

The goal of the action research is to check common themes
of information logistics in a practical case and to enhance
them by extracting new features specific to information lo-
gistics. The objective of the actions is to improve informa-
tion  logistics  processes  during  coordination  of  Erasmus+
program in terms of analysis and explicit definition of the
needs for information transfers, their content, channels and
feedback. It should lead to a higher level of satisfaction of
the parties involved in the processes. As the author fulfills
duties  of  Faculty  Erasmus+  coordinator,  practical  benefits
resulting from process improvement this area are expected. 
    It is expected that the common themes of information lo-
gistics drive attention to several useful features which can be
analyzed for process improvement. After validation and en-
hancements,  they should be included in paradigm descrip-
tion.  Managerial  tasks  should  help  in  building  framework
for management. Operational activities are expected to help
in  extracting  stereotypes  of  activities.  Important  issues  of
analysis are how to develop infrastructure and how to opti-
mize effort related to its construction. 

In the next section, an attempt to capture complexity of
actions with traditional techniques and some limitations of
their application are presented. In the further part, informa-
tion logistics issues are analyzed. The following issues are
discussed in details:

• goals of information transfer,  

• management of group dynamics,

• flexibility  of  processes  depending  on  diversity  and

changes in areas controlled by external participants,

• promotion via different channels,

• the right information at the right time and in the right

place. 
    The descriptions are made according  to the following
template:

• description of the issue under consideration,

• comparison  to  business  process  management  (BPM)

perspective, especially to elements of BPMN,

• examples from the area of actions. 

The comparison to BPM is made because business process
and chain of information flow are similar concepts. Further-
more,  analysis of relationships between information transfer
and business process management is important from the per-
spective  of  making  relationships  between  complementary
paradigms which must work together in order to deliver so-
lution.
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C. An Attempt to Capture Complexity of Actions  

In order to deal with complexity of actions related to coordi-
nation and management of Erasmus+ program, several tech-
niques available for  project  managers  or business  analysts
can  be  applied  with  quite  satisfactory  results,  e.g.  stake-
holder analysis, document analysis,  organization modeling,
process modeling, checklists, regulations and checking their
compliance  with  framework  regulations,  metrics  and  key
performance indicators. However, due to large diversity of
cases, large dynamics and coordinative specifics, the appli-
cation of  these methods reveal  some limitations.  They are
useful at higher level of abstraction, but it seems to be im-
possible to cover and trace all details of changes in a reason-
able time. The resulting need for flexibility reduces the ap-
plicability of methods which tend to unification and formal-
ization.

Fig.  2  presents  stakeholders  who  require  coordination
during the Erasmus+ exchange actions. Erasmus+ agencies
at European and national level as well as university authori-
ties provide a variety of rules and regulations and then re-
quire  documents  and several  kinds of  reports.  They influ-
ence mainly strategy and tactical levels. Other stakeholders
are  interact  at  operational  level.  The  diversity  of  rules  at
partner university (including national regulations, university
processes and on-line systems) has impact on all processes
of exchange. It is reasonable that the work on information
logistics is based on the results of stakeholder analysis.

Fig.  2 Stakeholders who require coordination during the Erasmus+ ex-
change actions

High-level business process descriptions are useful for or-
ganizing and ordering the actions. However, due to coordi-
native specifics of these actions, low level business process
descriptions does not reduce much complexity, i.e. it  does
not reduce neither the number of participants of  a specific
interaction nor helps in defining a single sequential  course
of actions. Furthermore, it seems that business process man-
agement paradigm has been invented to solve a slightly dif-
ferent problems than these appearing in coordinative actions.

D. Goals of Information Transfer  

Description: Goals of information transfers need to be de-
fined because they are not default and they can be related to
several actions with different effects. The goals organize  re-
lated information transfers and they can be divided in sub-
goals. 

     Comparison to BPM: A given business event usually
starts business process which is strictly defined and formats
of documents are fixed. Business goals and objectives are
defined  at  higher  level  of  business  policy and  strategy or
they result from business process decomposition. Informa-
tion transfers may be more flexible and thus more creativity
can be involved in action. The goal acts as a frame of refer-
ence. 
     Example: Let's assume that the goal is to inform stu-

dents  about  possibility to take part  in Erasmus+ program,
about the rules and recruitment procedure. It can be imple-
mented  via  several  actions  which  can  be  stated  as  sub-

goals such as:

• provide short information via posters,

• organize a meeting,

• provide detailed information on the website,

• send e-mails to the students who expressed their inter-

est,

• send short message via existing information systems.

Each of the sub-goals can be decomposed to several actions 
and information transfers which need proper management.

E. Management of Group Dynamics 

Description: Information logistics defines target in terms of
both individuals and groups. Formation of groups and sub-
groups allows for increasing efficiency comparing to indi-
vidual treatments. It  is worth to mention that these groups
and  sub-groups  might  be  very  dynamic.  Therefore,  group
management  and  customization  of  messages  is  necessary.
The benefits are visible when rapid reaction on changes is
possible and when right information goes to the right target
group. This action can be classified as an infrastructure man-
agement action.  
    Comparison to BPM: Participants and their responsibili-
ties in business process can be specified in terms of swim-
lanes. BPMN allows to specification of multi-instance pools
on  conversation  diagram,  multi-instance  participant  on
choreography diagram and multi-instance task on collabora-
tion diagrams.  However, no support for modeling dynamic
change of participant's role is provided, i.e. phenomena that
the same physical participant becomes a participant on a dif-
ferent pool.  
      Example: Let's consider a group of students interested in
Erasmus+  exchange.  Some of  them can  belong  to a  sub-
group of students interested in bilateral agreements related
to mobility. Another sub-group may be interested in offers of
training. New students can be added to these groups as well
as some students might want to withdraw. Another group of
students  are candidates  for  exchange,  who can be divided
with  recruitment  decisions  for  these  nominated  and  those
who are not.  The sub-group of nominated students can be
further divided for a sub-group of these who fulfill all re-
quirements of application procedure and get accepted on one
hand and a sub-group of those who do not achieve it on the
other hand. All these changes happen dynamically in process
and they cannot be predicted from the start.

Erasmus+ 
coordinator

Erasmus+ 
agencies

University
authorities and 

regulations

Teachers

Candidates

Incoming 
students

Outgoing 
students

Partner 
universities

Other 
institutions
(training)
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F. Flexibility of Processes Depending on Diversity and 
Changes in Areas Controlled by External Participants

Description: The difficulty in defining fixed processes with
strictly defined information transfers might be caused by de-
pendence on external participants who act according to the
diversity of processes and they can make changes without
notification. Thus, goals can be achieved via flexibility of
action together with active processes of information acquisi-
tion. 
     Comparison to  BPM: Business  processes  are usually
fixed with limited number of routes connected by appropri-
ate gateways. It is assumed that external data are inserted by
participants within the defined processes. The difference in
information logistics approach is in the need to customize
the process and the content of information transfers to the
requirements and specifics of external participants. 
     Example: The processes of sending nominations for ex-
change  students  and  rules  of  application  procedures  are
good  examples  of  the  diversity.  Most  universities  accept
nominations of exchange students by e-mail, but there are
some exceptions, e.g.  nominations via their on-line system
or application by students themselves first with confirmation
by coordinators later on. The number of combinations of on-
line systems and kinds of required documents in paper in a
variety of formats and ways of delivery is really large. Fur-
thermore, these actions are spread over time adhering to dif-
ferent schedules and they are performed for a large numbers
of students. These circumstances cause that they are really
difficult to manage without systematic information logistics
methods.  

G. Promotion via Different Channels 

Description: Information  logistics  may  require  promotion
management in order  to reach target group. It  needs to be
done  via  different  channels  and  insights  from  marketing
studies are useful in order to make it effectively. 
      Comparison to BPM: This issue is specific to marketing
and it is not present in  BPM.
      Example: Typical promotion is made in order to inform
students about Erasmus+ program. In section III.D several
sub-goals related to different channels were described. It is
worth  to mention that  is  should be a consistent  campaign
with use of creative methods as well as traditional ones.

H. The Right Information at the Right Time and in the 
Right Place

Description: This statement could be a motto for informa-
tion logistics as it covers  the most popular common themes.
It is good to understand that these are main dimensions of
each information transfer and they should be assured all to-
gether.
    Comparison  to  BPM:  BPMN contains  element  called
data  object  which  represents  information  flowing

through  the  business  process.  Timing and  participants  are
described on collaboration diagram in context of the busi-
ness  process.  The  difference  is  in  focus  indicated  by  the
word  right,  i.e.  in information logistics one should ana-

lyze the needs for the right information at the right time and
in the right place from the perspective of participant rather
than optimization of request processing. 

     Example: In context of large amounts of rules and regula-
tions the idea to provide the right information at the right
time really promises to save participants time, increase con-
fidence of action, and thus  increase their satisfaction. Apart
from general  orientation,  exchange students  have different
needs for detailed information on several stages of prepara-
tion to exchange. Before recruitment they need information
about  the  rules  and  deadlines  of  recruitment.  Then,  they
need details of other stages: application, actions after accep-
tance, actions during their stay and actions at departure. It is
easier to prepare just one presentation for all, but the per-
spective of information logistics suggests that there should
be separate information packages adhering to the paradigm
of the right information at the right time to the right partici-
pants.

I. Discussion  

This  action  research  was  conceptually  inspirational.  It  al-
lowed to see the reality of Erasmus+ program coordination
in the new perspective of information logistics. The connota-
tions to logistics, transfers of right packages of information
to right target just in time and the notion of infrastructure ac-
tivate imagination to work on innovations in the coordina-
tion processes. Analysis according to the common themes in
information  logistics  has  driven  attention  to  the  aspects
which were not analyzed in detail before and allowed to see
them more clearly. The dimensions of the right information
transfers, details of group dynamics and more clear under-
standing of changes controlled by external participants with
related need for flexibility of processes should be taken into
consideration when making changes in the process together
with traditional techniques of business analysis and project
management.  To conclude,  this  action  research  (from the
perspective of process improvement) has provided inspira-
tion,  useful  terminology and  solid  bases  for  making deci-
sions about improvements. 

From the perspective of research on information logistics,
it has appeared that the common themes are at very different
level  of  abstraction.  Some of  them are  very concrete  and
they can be transformed to an attribute of information trans-
fer, e.g. content of information transfer. On the contrary oth-
ers are extremely general without indication on operational
action, e.g. relationship to other fields such as information
management, knowledge management, communication man-
agement  and  business  networks.  These  common  themes
which are concrete have led to more detailed results in anal-
ysis.  Those  more  general  require  an  extra  effort  to  make
them work. Regarding the enhancement to common themes,
the examples of issues are hierarchy of goals of information
transfers, management of group dynamics, and flexibility of
processes  depending  on  diversity.  The  question  arise
whether  they  are  typical  to  several  information  logistics
problems or they are specific just to the domain of this ac-
tion research. 

It  seems  that  the  common  theme  of  information

flow or information value chain is  a  good

proposition for a common ground between information lo-
gistics and business process management. Actions related to
sequences of information flows can be described by business
processes. Information transfer details, such as channel, de-
mands,  content,  time,  size and  quality constraints,  can  be
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provided  by information  logistics  perspective.  This  action
research  has  confirmed that  business  process  management
perspective is not sufficient to cover all aspects specific to
information logistics. The issue of  the right infor-
mation  at  the  right  time  and  in  the

right place (III.H) shows that these approaches can be

complementary. The goals  of  information  transfers  (III.D)
sometimes correspond to business process but sometimes to
a more general concepts in business strategy. Flexibility of
processes and their changes (III.F) might be represented in
their  description,  however  this  activity  is  profitable  only
when the cost of process update is lower than the cost of ac-
quiring updated information when it is needed. The changes
in assignments of individuals to group and dynamic change
of roles (III.E) seem to be in opposition of business process
fundamentals of having clearly defined participants of inter-
action. Promotion via different channels (III.G) is an exam-
ple  of  issue  which  is  outside  of  area  of  business  process
management.  Therefore,  this  action  research  has  revealed
several shades of relationship between information logistics
and business process management.

IV. TOWARDS INFORMATION LOGISTICS PARADIGM

The following attempt to define information logistics para-
digm is based on both analytical results and action research
insights with the categories of paradigms identified on the
bases  of  paradigms  in  philosophy  of  science  adjusted  to
technological context. Fig. 3 shows the contribution of the
parts of presented research for the components of informa-
tion logistics paradigm description.

Fig.  3 Relationship between the parts of research and the components
of paradigm template

A. Values and Assumptions 

Values come from two kinds of sources. The first one is par-
adigm-based approach with its tendency to define typical so-
lutions in terms of paradigms and allow for integration of
different  paradigms  for  real-life  solutions.  The  second
source is the area of information logistics which has identi-
fied several concepts and issues related to information logis-
tics. In the diversity of the field, the value of strong connota-
tions to logistics acts a point of reference when making deci-
sions.

    B. Core Concepts 

Mature  paradigms  have  their  scientific  language  and  key
theories. The first step to define them for Information Logis-
tics is a common language expressed as core concepts pre-

sented in Fig.  4.  It  details  concepts  related to information
transfer and envisages the need for further elaboration with
two packages of Activities and Infrastructure.

C. Class of Problems 

Information logistics can effectively solve problems which
appear as information chaos in organizations or during col-
laboration with other organizations.  They usually happen in
context of large amounts of information, large numbers of
stakeholders with different information needs, changes of in-
formation  outside of control of those who manage it, needs
to access to  crucial business information at the right time,
needs for flexible and informed customizations to external
parties  as well  as dynamic emergence of  new information
suppliers, requestors or channels.  

Fig.  4 Core concepts of Information Logistics

D. Instrumentation and Procedures

Methods  and  technologies  constitute  technical  equivalents
for  instrumentation  and  procedures  in  scientific  context.
They include ICT applications as well as techniques for vi-
sualization,  case  management,  information  transfer  opti-
mization, etc. In this approach a few kinds of methods can
be distinguished. These can be methods specific to informa-
tion logistics and methods for integration with other fields of
study. Another classification can distinguish between meth-
ods  for  defining,  elaborating  and  improving  solution  and
methods for working with solution.

E. Integration with Other Paradigms 

The main connection point needs to be defined to business

process management. The chains of information transfers are

complementary to operational activities related with  infor-

mation   acquisition  and  processing  in  context  of  circum-

stances which can be defined as stages of processing. The

second connection point should direct to effective ICT sys-

tems which support  users  in performing their tasks.  Other

connection points can be made to results from related fields

Paradigm theory Information logistics paradigm template

Values and assumptions

Core concepts

Class of problems
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of  study, such  as  marketing  studies,  information  manage-

ment, knowledge management, communication management

and business networks. They address connection points re-

lated to solution. Other  connection points can be made to

techniques for elaborating solution, e.g. in the areas of busi-

ness analysis and project management.

V. CONCLUSIONS AND FURTHER WORK

The paradigm-based approach is based on assumption that
different classes of problems have effective partial solutions
in technologies which use different paradigms and there is
a need to integrate technologies which are based on different
paradigms when developing real-life solutions. Information
logistics can be viewed as a paradigm. This paper has ad-
dressed the first task on the way towards information logis-
tics paradigm, which was the extraction of concepts specific
to information logistics and the attempt of their description
in categories specific to paradigms.
     A frame of reference for categories specific to paradigms
was elaborated on the basis of paradigms in philosophy of
science and contemporary uses of the term of paradigm in
computer science. When taking into account a large number
of diversified definitions of information logistics in litera-
ture,  the decision was made to build information logistics
paradigm with the value of strong connotations to logistics,
i.e. information logistics is a kind of logistics which is re-
lated to information instead of material goods and services. 

Core concepts  were  extracted with analysis  of  common
themes of information logistics definitions and notions pro-
vided by both researchers and practitioners.  The essentials
of information logistics appeared to be transfer of the right
information  at  the  right  time to  the  right  place.  Common
themes allowed to identify several issues, such as chains of
information flow, cost optimization, distinction between two
cases: information distribution and information about logis-
tics  of  goods  and  services,  types  of  operational  activities
with focus on dissemination rather than production and clas-
sification; managerial  activities and infrastructure manage-
ment, and relationships to other fields of study such as infor-
mation management, knowledge management, communica-
tion management and business networks.
      In order to keep compliance to the value of strong con-
notation to logistics, the cross-analysis was made in which
the common themes were compared with themes of logistics
management definition provided by the Council of Supply
Chain Management Professionals.  It  has shown that in al-
most all categories some equivalents can be found although
they have different motivation and focus. A brief comparison
to Information Management Body of Knowledge was also
made because information management and information lo-
gistics are related areas. The comparison has shown that, de-
spite of similarities, diversity in approaches still exists. 
     The empirical part was made as action research in the
area of coordination of Erasmus+ program. With the experi-
ence of facing real-life problems, the following issues have
been discussed: need to set up a hierarchy of goals of infor-
mation transfers, management of group dynamics, flexibility
of  processes  depending  on  diversity and  changes  in areas
controlled by external participants,  promotion via different
channels,  and  problems  with  the  right  information  at  the

right time and in the right place. Each issue has been illus-
trated with the examples and comparison to business process
management perspective has been discussed. A summary of
issues  on  the  edge  of  information  logistics  and  business
process management shows diversity of cases starting from
clear complementary relationship,  via issues which require
consideration according to criteria from yet another perspec-
tive, to the situation where business process cannot help be-
cause they do not deal with these issues.
      Both analytical research results and action research have
contributed to an attempt to formulate information logistics
paradigm. Within further work it is planned to supplement
the model with more concepts specific to information logis-
tics,  formulate a proposal  of  UML profile  for  Information
Logistics  and  provide  connections  to  related  technologies
which are based on other paradigms. The concepts specific
to information logistics can be gathered with more detailed
review of related work in information logistics area. A pro-
posal of UML profile for information logistics can be done
with application of meta-modeling technology delivered by
OMG. The most challenging task is providing connection to
technologies which are based on other paradigms since there
is no certainty whether it can lead to general results or these
relationships are specific to a case at hand. Additionally, the
research could benefit from more empirical research results
conducted also in different domains.
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Abstract— A supply chain is a network of suppliers, 

factories, warehouses, distribution centers and retailers, 

through which raw materials are acquired, transformed, 

produced and delivered to the customer. A supply chain 

management system (SCMS) manages the cooperation of these 

system components. In the computational world, roles of 

individual entities in a supply chain can be implemented as 

distinct agents [1]. In this paper we present supply chain 

coordination between Autonomous Agents. Moreover, we 

present a cooperative game theory approach to describe the 

SCM coordination. Numerical and theoretical game examples 

are detailed in this paper, which help to understand the 

usefulness of cooperative game theory in SCM. 

I. INTRODUCTION 

 

oordination between agencies during multi-agency 

emergency responses, although a key issue, remains a 

neglected research area [2]. Coordination between the 

different agencies (enterprises) involved is a major 

challenge. Most of the components in Supply Chain 

Management (SCM) work in isolation and achieving 

coordination  among  Supply Chain Management  partners  

turns  out  to  be  a  difficult proposition. A supply   chain   

typically extends across the multiple enterprises including 

suppliers, manufactures, transportation carriers, warehouses, 

retailers as well as customers and entails sharing forecast, 

order, inventory, and production information to better 

coordinate management decisions at multiple points 

throughout the extended enterprise [3].  

The game theory approach is one of the best tools for 

modelling this complex system; and for modelling the 

cooperation between intelligent decision makers, the co-

management and the autonomous agents. We know the 

players of the game, the information and actions are 

available to each player at each decision point, and the 

payoffs can be calculated for each outcome. In this paper, the 

cooperative game theory approach is detailed, through its 

main features.  

                                                           
 This work is supported by Poznan University of Technology and 

Budapest University of Technology and Economics 

The paper is organized as follows: Section (II) 

discusses the Supply Chain Coordination and co-

management. Section (III) discusses the Multi-level 

Governance. Section (IV) introduces the construction of 

Supply Chain with the help of an agent. Section (V) 

presents the different types of games used in supply chain 

management. In section (VI) discusses the main features 

of cooperative games. And finally, section (VII) and 

section (VIII) detail numerical and theoretical SCM 

examples, in section (IX) can be read the conclusions.  

The main goal of the paper is merging the up-to-date 

knowledge of supply chain coordination and the game 

theory. So, it contains a large number of reviews, but as an 

outlook, as an own contribution, it gives a usage example 

too. This paper integrates the SCM logistic and mathematical 

modelling knowledge. 

II. SUPPLY CHAIN COORDINATION AND CO-MANAGEMENT  

Supply chains (SC) are a system with "multiple actors". 

The supply chain is commonly seen as a collection of various 

types of companies (raw materials, production, trade, 

logistics, transport, etc.) working together to improve the 

flow of products, information and finance [4], [5]. Supply 

chains are complex systems, dynamic, dispersed and open. 

Those elements together with other factors (e.g. multiple 

subjects, independence of cooperating enterprises) determine 

difficulties in the field of management, or more broadly, of 

coordination of commonly take up and independently 

realized actions. The discussed systems are affected, as a 

whole, by a lack of internal rationality, unverified 

information and insufficient knowledge. The problem is also 

posed by uncertainty and a lack of precision [6]; [7], 

indispensable in the realized projects and complex 

undertakings.  

Co-management is of growing interest among researchers. 

Centralized, top-down resource management is ill-suited to 

user participation. Centralized management are limited in 

their ability to respond to changing conditions, an 

anachronism in a world increasingly characterized by rapid 

transformations [8]; [9]. Changing ideas about the nature of 

resource management, ecosystems, and social-ecological 
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systems (integrated systems of people and environment) have 

been catalyzed by insights from complex adaptive systems 

thinking. 

Selected features of adaptive co-management: 

 Shared vision, goal, and/or problem definition to 

provide a common focus among actors and interests; 

 A high degree of dialogue, interaction, and 

collaboration among multi-scaled actors; 

 Distributed or joint control across multiple levels, with 

shared responsibility for action and decision making; 

 A degree of autonomy for different actors at multiple 

levels; 

 Commitment to the pluralistic generation and sharing of 

knowledge; 

 A flexible and negotiated learning orientation with an 

inherent recognition of uncertainty [9]. 

Plummer and Fennell [10] build upon initial efforts to 

capture how adaptive co-management is being understood 

[11, 12, 13] to arrive at the following attributes. 

 Pluralism and communication. Actors from diverse 

spheres of society (and at multiple levels) and who 

have varying principal interests enter into a process to 

generate shared understanding of an issue or problem. 

This process is grounded in communication and 

negotiation. Conflict is viewed as an opportunity. 

 Shared decision-making and authority. Transactive 

decision-making is employed as a basis for achieving 

decisions. Multiple sources of knowledge are 

acknowledged. Authority (power) is shared in some 

configuration among the actors involved. 

 Linkages, levels and autonomy. Actors are connected or 

linked both within levels and across scales. Despite 

shared interests and commitments, actor autonomy is 

appropriate at multiple levels. Institutional 

arrangements therefore encompass multiple levels as 

well as retain flexibility.   

  Learning and adaptation. Actions and policies are 

considered experiments. Feedback provides 

opportunities for social learning in which outcomes 

are collectively reflected upon and modifications to 

future initiatives are based. Learning may concern 

routines, values and policies, and/or critical questions 

of the underlying governance systems; referred to as 

multiple-loop learning. Develops as trust and 

knowledge [14].  

 

Fig.  1 A model of the adaptive co-management process [14] 

 

Co-management is not a fixed unitary entity, rather it is a 

set of principles for institutional design that can assume 

various organizational forms depending on particular 

circumstances [15]. 

Coordination defined as the process of managing 

dependencies among activities. Starting with the individual 

activity it is easily recognized that the industrial reality 

contains a multitude of various activities. When focusing 

solely on individual activities, these might seem to have a 

generic value, for example considering a production or 

exchange activity [16].  

III. MULTI-LEVEL GOVERNANCE   

The chief benefit of multi-level governance (MLG) lies in 

its scale flexibility. Its chief cost lies in the transaction costs 

of coordinating multiple competence. The coordination 

dilemma confronting multi-level governance can be simply 

stated: To the extent that policies of one competence have 

spillovers (i.e. negative or positive externalities) for other 

jurisdictions, so coordination is necessary to avoid socially 

perverse outcomes. We conceive this as a second -order 

coordination problem because it involves coordination 

among institutions whose primary function is to coordinate 

activity [17]. Type (I.) multi-level governance describes 

jurisdictions at a limited number of levels. That is to say, 

they bundle together multiple functions. Type (II.) multi-

level governance is distinctly different. It is composed of 

specialized competence. The number of such competence is 

potentially huge. They tend to be lean and flexible – they 

come and go as demands for change [17]. Multi-level 

governance is the domain of the European Union.  

Multi-level governance characterizes the changing 

relationships between actors situated at different levels. 

MLG contributes to a growing awareness that many 

contemporary issues and challenges require analysis that 

transcends traditional disciplinary boundaries.  

Multi-level governance: 
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 Decision-making competencies are shared by actors at 

different levels rather than monopolized by 

executives; 

 Collective decision-making significant loss of control 

for individual executives. 

IV. CONSTRUCTION OF SUPPLY CHAIN WITH 

THE HELP OF AN AGENT  

It should be assumed that this is one of the simplest 

coordination mechanisms. It assumes that the enterprises in 

the built structure possess a hierarchy, previously provided. 

In order for it to function effectively, the execution of the 

following tasks is necessary: 

 Initiating the creation of a database of enterprises that 

will operate within the structure; 

 Defining the scope of activities of the individual 

entities; 

 Specifying the rights and obligations of the individual 

entities (regulations); 

 Expanding the database of enterprises through own 

actions (sending information through the available 

communication channels, i.e. e-mail, press, 

internet...); 

 Registration of structure participants; 

 Approving the participants; 

 Agreement; 

 Establishing priorities and dependencies between the 

enterprises. 

The agent should be understood and treated as 

coordinating activities of the organization. The agent should 

be: 

 reactive – agent-coordinator identifies and responds to 

the tasks; It has current knowledge about the business, 

 pro-active – agent-coordinator takes the initiative in 

order to carry out tasks, 

 able to cooperate – agent-coordinator interacts with 

others in order to carry out the task. 

The benefit of relations between enterprises defined in 

such a manner is the legible and explicit indication of the 

role that each enterprise is to play in the created structure. 

The building of structures with the help of an assistant 

most often assume the hierarchical master/slave structure. 

In such a case the agent master plans and sends out 

information on the orders to the individual subordinate 

agents (slave). And each of these agents transfers return 

information on the status of the completion of their order. 

The defect of such an approach is the small amount 

of autonomy for the slave agents. Coordination through 

the organization works ideally in the coordination of 

the tasks of agents connected by strong hierarchical 

relations [18].  

Bennett and McCoshan (1993) [19] have suggested 

a typology of networks (Figure 1) which describes 

a range of relations between agents at the local or 

regional level. As they note, the networks A-D are 

derived from management science, and each has 

advantages and disadvantages in delivering economic 

development activities efficiently and sustainably. The 

introduction of the fifth form, E, is meant to be flexible and 

responsive to the needs of different agents [20]. 

 

Fig.  1 Network of relations between agents at a local level [20] 

 

V. THE DIFFERENT TYPES OF GAMES USED  

IN SUPPLY CHAIN MANAGEMENT 

Game theory is a powerful tool for analyzing situations in 

which the decisions of multiple agents affect each 

autonomous agent’s payoff. The elements and rules 

mentioned in the previous section of this paper are the 

SCM conceptual basis: the decision-making, the 

coordination, the governance and the agents are the main 

subcomponents. The following game theory approach gives 

the opportunity of the mathematical modelling.  

As such, game theory deals with interactive optimization 

problems. While many economists in the past few centuries 

have worked on what can be considered game-theoretic 

models, John von Neumann and Oskar Morgenstern (1944) 

[21] are formally credited as the fathers of modern game 

theory. Their classic book summarizes the basic concepts 

existing at that time. Game theory has since enjoyed an 

explosion of developments, including the concept of 

equilibrium by Nash (1950) [22], games with imperfect 
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information by Kuhn (1953) [23], cooperative games by 

Aumann (1959) [24] and Shubik (1962) [25]. 

There are many game theory concepts, but this paper 

focuses on concepts that are particularly relevant to supply 

chain management (SCM) and, perhaps, already found 

their applications in the literature. The main state of the 

art: Myerson (1997) [29], Friedman (1986) [26], 

Fudenberg and Tirole (1991) [27], Topkis (1998) [30] and 

Vives (1999) [31], Moulin (1986) [28]. Some previous 

surveys of game theory models in management science 

include Lucas’s (1971) survey of mathematical theory of 
games [32], Feichtinger and Jorgensen’s (1983) [33] 

survey of differential games and Wang and Parlar’s (1989) 
survey of static models [34], Porteus and Whang (1999) 

[38] survey of screening game. In addition, Fudenberg and 

Tirole (1991) [27] for more information on Bayesian 

games, Cachon and Lariviere (2001) [35] survey of 

signaling game, Brandenburger and Stuart (1996) [39] for 

more information of business process games, and [40], [41], 

[43], [44] about the core of the game, [44] about the Shapley 

value. 

VI. THE MAIN FEATURES OF COOPERATIVE GAMES 

Cooperative game theory focuses on the outcome of the 

game, where the outcome is measured in terms of the value 

created through cooperation of a subset of players [35]. In 

what follows, we will cover transferable utility cooperative 

games (players can share utility via side payments) and three 

solution concepts: 

 the core of the game; 

 the Shapley value; 

 and the nucleolus. 

A. GAMES IN CHARACTERISTIC FORM AND  

THE CORE OF THE GAME 

The cooperative game consists of the set of players N with 

subsets or coalitions S ⊆ N and a characteristic function 

v(S) that specifies a (maximum) value (which we assume is 

a real number) created by any subset of players in N, i.e., 

the total pie that members of a coalition can create and 

divide. A frequently used solution concept in cooperative 

games is the core of the game. The utility vector x1, ..., xN is 

in the core of the cooperative game if  

 ∀S ⊆ N, ∑i∈S xi ≥ v(S) and ∑i∈N xi = v(N) 

 

A utility vector is in the core if the total utility of every 

possible coalition is at least as large as the coalition’s value, 
i.e., there does not exist a coalition of players that could 

make all of its members at least as well off and one 

member strictly better off.  

B. SHAPLEY VALUE, NUCLEOLUS 

The concept of the core, though intuitively appealing, also 

possesses some unsatisfying properties. Shapley (1953) 

offered an axiomatic approach to a solution concept that is 

based on axioms [45]. One of the most important is that: if v1 

and v2 are characteristic functions in any two games, and if 

ϕ1 and ϕ2 are a player’s Shapely value in these two games, 
then the player’s Shapely value in the composite game, v1 + 

v2, must be ϕ1 + ϕ2.  

An alternative equivalent formula for the Shapley value is: 

 �݅�� =
1 � !   �  �ܴ݅   ݅  − �(�ܴ݅) ܴ  

 
where the sum ranges over all INI! orders R of the players 

and Pi
R is the set of players in N which precede i in the 

order R. 

Another interesting value function for cooperative games 

may be found in the nucleolus, a concept introduced by 

Schmeidler (1969) [47]. The main idea: we look at a fixed 

characteristic function, v, and try to find an imputation x = 

(x1,...,xn) that minimizes the worst inequity. As a measure 

of the inequity of an imputation x for a coalition S is 

defined as the excess: 

 ݁(�, ܵ)  =  �(ܵ)  −   �݅݅∈ܵ  

 
which measures the amount (the size of the inequity) by 

which coalition S falls short of its potential v(S) in the 

allocation x.  

VII.  NUMERICAL EXAMPLE 

There are three enterprises (A, B, C; logistics providers – 

e.g. freight, storage, complex logistics processes, 

transhipment processes, with using roads and rails too -), the 

core of the game based on the following constraints (Fig. 2): 

 

v(A)=v(B)=v(C)=0 

v(AB)=3 

v(AC)=5 

v(BC)=4 

v(ABC)=7 

 

Here, individually, none of the players can receive any 

payoff. But if they cooperate, different coalitions result 

in a positive payoff for each coalition. If they all cooperate, 

then the grand coalition receives an amount v(ABC) higher 

than any other coalition. Other words: they have to perform a 

multimodal logistics task. 

The core of a game in characteristics form is defined 

as the set of all imputations (x1, x2, … , xn) such that for all 
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S ⊆ N, ∑i∈S xi ≥ v(S). The core is the set of all (xA, xB, xC) 

satisfying: 

 

xA+xB≥ v(AB)=3 

xA+xC≥ v(AC)=5 

xB+xC≥ v(BC)=4 

xA+xB+xC= v(ABC)=7 

 

The set of imputations in this game can be represented by 

an equilateral triangle with high equal to v(ABC)=7. For any 

point (xA, xB, xC) in the triangle, xi is the distance to side of 

the opposite corner, i=A, B, C; as indicated in Figure 2.  

Thus, player i prefers imputations that are close to corner 

i. Since  

 

xi+xj≥ v(ij) ↔ xk≤v(ABC)- v(ij) 

for i≠j≠k 

 

the latter inequalities can be drawn to obtain the core – 

provided that is nonempty.  

The core in this game is obtain by drawing the regions  

 

xA≤3 

xB≤2 

xC≤4 

These give rise to the area indicated by interrupted lines in 

Figure 2. 

 

 

Fig.  2 The core of the game, the Shapley value and the nucleolus 

 

Table 1. shows the marginal contributions of players, 

based on this, we can calculate the Shapley value. 

 

TABLE I. 

 THE MARGINAL CONTRIBUTIONS OF PLAYERS 

Orders 

of the 

players 

Marginal 

contributions 

of A 

Marginal 

contributions 

of B 

Marginal 

contributions 

of C 

ABC v(A)-v(0) v(B)-v(0) v(C)-v(0) 

ACB v(A)-v(0) v(B)-v(0) v(C)-v(0) 

BAC v(AB)-v(B) v(AB)-v(A) v(AC)-v(A) 

BCA v(ABC)-v(BC) v(ABC)-v(AC) v(ABC)-v(AB) 

CAB v(AC)-v(C) v(BC)-v(C) v(BC)-v(B) 

CBA v(ABC)-v(BC) v(ABC)-v(AC) v(ABC)-v(AB) 

 

The Shapley value for the three players are found as 

= ��ܣ� 
14

6
= 2,33 

= ��ܤ� 
11

6
= 1,83 

= ��ܥ� 
17

6
= 2,83 

 
 

Based on Leng and Parlar (2010), we can use explicit 

formula to compute the nucleolus [46]: 

 �݅ =
��123 +  ��݆݅ +  ��݅݇ −  2�(݆݇)

3
 

,݅ �݂  ݆, ݇ = 1,2,3 �݊݀ ݅ ≠ ݆ ≠ ݇  
 

The nucleolus ϑ(xA, xB, xC) for the three players are found 

as (Table 2. shows e(x,S)): 

 

ܣ�  =
7

3
=

14

6
= 2,33 

ܤ�  =
4

3
=

8

6
= 1,33 

ܥ�  =
10

3
=

20

6
= 3,33 
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TABLE II. 

THE E(X,S) IN THE NUCLEOLUS 

S v(S) e(x,S) 
(14/6; 8/6; 

20/6) 

A 0 0-xA -2,33 

B 0 0-xB -1,33 

C 0 0-xC -3,33 

AB 3 3- xA- xB -0,67 

AC 5 5- xA- xC -0,67 

BC 4 4- xB- xC -0,67 

 

In this example, the Shapley value and the nucleolus is 

also in the core. They give solution alternatives of game, 

which are relatively close to each other. 

Based on this numerical example, we can calculate the 

tangible benefits of a virtual logistics alliance. Moreover, 

there are three indicators (core of the game, Shapley value, 

nucleolus), to evaluate the benefit of this alliance, and the 

personal effects too. The great advantage of this solution is 

the quantifiability and the opportunity of the multi criteria 

decision making. 

VIII. THEORETICAL SCM EXAMPLE 

The previous numerical example could be good for 

modelling cooperation in the freight and warehouse 

exchanges Kovács (2009) [49], Grzybowska and Kovács 
(2012) [50], Grzybowska and Kovács (2014) [51]. 

The simplified system model of the supply chain supported 

by electronic freight and warehouse exchanges is shown 

in Figure 3.  

In this system, the electronic freight and warehouse 

exchanges perform the supply-demand (freight/storage 

capacities/tasks) harmonization; the decision supporting, the 

optimization and the whole software/hardware support. The 

logistics providers (storage providers, transportation 

providers, logistics centres) perform the physical 

freight/storage/transhipment tasks; whereas they have: 

suitable stock capacities, suitable freight capacities, 

equipment’s, and logistics know-how. The wholesalers are 

responsible for the information processes; they manage the 

demands of retailers. This supply chain may be optimal, 

through using cooperative game theory, pollution or cost 

point of view. Consequently, green logistics systems, e.g. 

green city supply chains or combined transportation systems 

can be realized. In addition, this system is beneficial not only 

for the individual actors (e.g. retailers, wholesalers, logistics 

providers, manufacturers) but also for the national economy 

(reduce traffic flow, pollution, noise). The future plans 

include further development of algorithms and tests in real 

supply chains. 

 

Customers Retailers

Wholesalers

Manufacturers

Logistics providers

Material flow

Information flow

Electronic freight and 

warehouse exchange

Fig.  3 The simplified system model of the supply chain supported by 

electronic freight and warehouse exchanges 

 

As another example of potential SCM modelling, 

research at the Department of Material Handling and 

Logistics Systems in Budapest is aimed to help logistics 

processes at the construction industry. This work has been 

developed in the framework of the project “Development 
of construction processes from logistical and informatical 

aspects”. This research is part of a project (KTIA-AIK-12-

1-2013-0009) financed by the National Development 

Agency of Hungary. This project concentrates on the 

logistics aspects, where organization of the material flow 

is an important task. Based on this research, we can create 

flowcharts (for top-down modelling and for low-level 

modelling too), which help to analyse the real construction 

processes, and thereby we can build up realistic game 

models too. 

IX. CONCLUSIONS 

The main result of this article is merging the supply chain 

coordination and the cooperative game theory approach. By 

the explanations and the numerical example, this logic 

modelling is reasonable. The occurring decision supporting 

problem can be modelled well, the branching points and 

a variety of outputs can be understood and managed. The 

main contribution is the combination of SCM and 

mathematical principal founds, by the addition of numerical 

and theoretical examples too. 

One of most interesting application is the virtual alliances 

in the supply chain, such as freight exchanges, but other 

areas also may be promising. The next step in the research 

will be to make essential progress in the field of supply 

chains, e.g. a freight and warehouse exchange game model 

structure. 
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Abstract—This paper presents a hybrid programming 

framework for  solving multi-objective optimization problems 

in supply chain. The proposed approach consists of the 

integration and hybridization of two modeling and solving 

environments, i.e., constraint logic programming and 

mathematical programming, to obtain a programming 

framework that offers significant advantages over the classical 

approach derived from operational research. The strongest 

points of both components are combined in the hybrid 

framework, which by introducing transformation allows a 

significant reduction in size of a problem and the optimal 

solution is found a lot faster. This is particularly important in 

the multi-objective optimization where problems have to be 

solved over and over again to find a set of Pareto-optimal 

solutions. An over two thousand-fold reduction in size was 

obtained for the illustrative examples together with a few 

hundred-fold reduction in the speed of finding the solution in 

relation to the mathematical programming method. In 

addition, the proposed framework allows the introduction of 

logical constraints that are difficult or impossible to model in 

operational research environments. 

I. INTRODUCTION 

UPPLY chain (SC) is an integrated process in which a 

group of several organizations and/or companies, such 

as suppliers, producers, distributors and retailers, work 

together to acquire raw materials with a view to converting 

them into end products which they distribute to retailers [1]. 

Decision and optimization problems occurring in the real-

world supply chain are characterized by multiple objectives, 

constraints and many different  decision variables. The 

presence of multiple conflicting objectives and constraints is 

natural and results from the complexity and interrelated 

character of problems and different interests of individual 

supply chain participants. Environmental aspects such as 

CO2 emissions, noise, etc., which are a new type of 

constrains in SC, are emerging to become an important 

factor in the design of supply chains. Operational research 

models, with mathematical programming (MP) in particular, 

are most often used. They include MILP (mixed integer 

linear programming), MIP (mixed integer programming), IP 

(integer programming), etc. and MOOP (multi-objective 

                                                           
� This work was not supported by any organization 

optimization problem) [2]. The vast majority of these models 

have a very large number of constraints, and two major 

difficulties appear in their application. First, discrete 

optimization problems, both single and multi-objective, 

contain many discrete decision variables. This increases 

their computational complexity and the finding of the 

optimal solution is long and costly. Second, mathematical 

programming models have linear constraints, which is 

insufficient for the description of many of the SC problems. 

This paper deals with a problem of supply chain modeling, 

multi-objective optimization and solving. An important 

contribution of the presented approach is to propose a 

programming framework that supports the hybrid modeling, 

hybrid multi-objective optimization and analysis of decision 

problems in the supply chain. In this programming 

framework two environments are hybridized, constraint 

logic programming (CLP) and mathematical programming 

(MP), in which constraints are treated in different ways and 

different methods are implemented to use the strengths of 

both for solving complex and constrained problems. The 

hybrid approach offers a lot more possibilities and higher 

efficiency in both the modeling and multi-objective 

optimization. The concept of hybridization is complemented 

by the interaction algorithm and a complete transformation 

of the problem and together creating an application 

programming framework. The rest of the paper is organized 

as follows: Section 2 describes literature review. Next 

Section presents Methodology. Section 4 is about our 

motivation. Section 5 gives the concept of the novel 

constraint logic programming approach with MP-based 

solver and implementation platform. The optimization 

models as the illustrative examples are described in Section 

6. Computational examples and tests of the implementation 

platform are presented in Section 7. The discussion on 

possible extensions of the proposed approach and 

conclusions is included in Section 8. 

II. LITERATURE REVIEW OF SUPPLY CHAINS MODELS AND 

MULTI-OBJECTIVE OPTIMIZATION 

The build-to-order supply chain (BOSC) model, a key 

operation model for providing services/products, has 

received more attention in recent years, car manufacturers 

S
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including [3]. In the BOSC model, production activities are 

not executed until orders from customers have been 

received, which can effectively reduce the costs of demand 

prediction and inventory and credibly reflect market 

demands. When BOSC is started, the selection of suppliers 

becomes the priority. Product assembly begins after this 

selection. Based on the findings reported in the literature 

[4],[5]. BOSC is a successful supply chain model that is 

currently widely in use. There are two most widely 

encountered objectives of the objective function in multi-

objective programming models for SC. The first objective is 

the cost of activity in the supply chain, including the cost of 

particular chain link, transport, work and even product 

design, etc. The second objective is associated with the costs 

or volumes of CO2 emission and other environmental 

aspects [6]. The second objective may also comprise 

delivery time [7] or, calculated in many different ways, the 

level of customer satisfaction [8],[9]. In [10] the multi-

objective optimization mathematical model of BOSC has 

been presented. There are three objective functions. The first 

is cost minimizing including order cost, purchase cost and 

transport cost. The second is minimizing the maximum time 

of transporting the purchased parts to customers (delivery). 

The last is the part quality. Many researchers have recently 

reported the results of their multi-objective optimization 

studies. For example, a multi-objective programming model 

is proposed in [2],[11] to analyze solid waste management. 

The model for simultaneously optimizing the operations of 

both integrated logistics and its corresponding used-product 

reverse logistics in a close-looped supply chain has been 

presented in [12]. The common feature of these problems is 

the number of decision variables resulting from the 

allocation of resources, choice of location, route selection, 

choice of factory and distribution center, choise o mode of 

transport etc. These are usually binary and/or integer 

decision variables. Besides, all the problems are 

characterized by a large number of constraints binding 

decision variables. The overview of the models and 

algorithms of these problems is shown in [2],[27]. 

A. Multi-objective optimization 

The multi-objective optimization problem (MOOP) can be 

defined as the problem of finding a vector of decision 

variables ��, which optimizes a vector of N objective 

functions fi (��) where i = 1, 2, .. ,N; subject to inequality 

constraints gj (��) ≥ 0 and equality constraints hk (��) = 0 

where j = 1, 2, .. , J and k = 1, 2, .. ,K. 

A set of objective function is a multi-dimensional space, 

in addition to typically the decision space. This additional 

space is called the objective space Z. For each solution ��	in 

the decision variable space, there exists a point in the 

objective space: 

��	(��	)=Z (z1 , z2 ,.., zN )
T
 

In a MOOP, we want to find a set of values for the 

decision variables that optimizes a set of objective functions. 

A decision vector �� is said to dominate a decision vector 

��	(i.e. ��>��) if: 

�	 	(��	) 	≤ 	 �		(��)	∀	� ∈ {1,2, . . , �} 
and 

∃	� ∈ 	 {1,2, . . , �}	|	�	 		(��	) ≤ 	 �		(��) 
All decision vectors that are not dominated by any other 

decision vector are called non-dominated or Pareto-optimal 

and constitute the Pareto-optimal front/set. There are several 

methods for find the Pareto-optimal set of these optimization 

problems. Among the most widely techniques are: ε-

constraint method, weighting method, goal programming, 

sequential optimization etc. [13]. 

III. METHODS AND METHODOLOGY 

The key problem in the modeling and optimization of 

problems in the supply chain are multiple constraints of 

different types and character-linear, integer, non-linear, 

logical etc. Constraints are logical relations between 

variables, each variable taking a value from a specific 

domain. Thus a constraint restricts the possible values that a 

variable can take, i.e. it represents some partial information 

about the variables of interest. Constraints are: 

• declarative, they specify a relationship between entities 

(decision variables) without determining a specific 

computational or programming procedure; 

• additive, we are interested in the conjunction of 

constraints and not in the order in which they are 

imposed; 

• rarely independent, normally constraints share decision 

variables. 

Thus constraints are a natural medium and form to express 

problems in many fields, especially in logistic, transport, 

manufacturing, scheduling, distribution, supply chain etc. by 

all (researchers, practitioners, professionals, end-users etc.). 

In the above problems, there are resource, financial, 

capacity, time, transportation, environmental, multimodal, 

sale etc. constraints. Based on numerous studies and our own 

experience, the constraint-based environment [14], [15], 

[16], [17], [29] is believed to offer a very good framework 

for representing the knowledge, information and methods 

needed for the decision support and optimization. The 

central issue for a constraint-based environment is a 

constraint satisfaction problem (CSP) [14]. Constraint 

satisfaction problem is the mathematical problem defined as 

a set of elements whose state must satisfy a number of 

constraints. Constraint satisfaction problems (CSPs) on finite 

domains are typically solved using a form of search. The 

most widely used techniques include variants of 

backtracking, constraint propagation, and local search. 

Constraint propagation embeds any reasoning that consists 

in explicitly forbidding values or combinations of values for 

some variables of a problem because a given subset of its 

constraints cannot be satisfied otherwise [15]. CSPs are 

frequently used in constraint programming. Constraint 

programming is the use of constraints as a programming 

language to encode and solve problems. Constraint logic 

programming (CLP) is a form of constraint programming 

(CP), in which logic programming is extended to include 

concepts from constraint satisfaction. A constraint logic 

program is a logic program that contains constraints in the 

body of clauses (predicates). In CLP the declarative 

approach and the use of logic programming provide 
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incomparably greater possibilities for decision problems 

modeling than the pervasive approach based on 

mathematical programming. Unfortunately, discrete 

optimization is not a strong suit of CP-based environments.  

This weakness is more pronounced in multi-objective 

optimization problems, where a parameterized problem of a 

single-objective optimization problem has to be solved 

multiple times depending on  the size of  Pareto set. Based 

on [14],[15] and previous work on hybridization 

[16],[17],[18] some advantages and disadvantages of these 

environments have been observed. The hybrid approach of 

constraint logic programming and mathematical 

programming can help to solve optimization problems that 

are intractable with either of the two methods alone 

[19],[20],[21]. In both MP and CLP, there is a group of 

constraints that can be solved with ease and a group of 

constraints that are difficult to solve. Both MP and finite 

domain CP/CLP involve variables and constraints. However, 

the types of the variables and constraints that are used, and 

the way the constraints are solved, are different in the two 

approaches [21]. MP relies completely on linear equations 

and inequalities in integer variables, i.e., there are only two 

types of constraints: linear arithmetic (linear equations or 

inequalities) and integrity (stating that the variables have to 

take their values in the integer numbers). In finite domain 

CP/CLP, the constraint language is richer. In addition to 

linear equations and inequalities, there are various other 

constraints: disequalities, nonlinear, symbolic (alldifferent, 

disjunctive, cumulative etc.) [14]. Integrity constraints are 

difficult to solve using mathematical programming methods 

and often the real problems of MP make them NP-hard. In 

CP/CLP, domain constraints with integers are easy to solve. 

The system of such constraints can be solved over integer 

variables in polynomial time. The inequalities between many 

variables, general linear constraints, and symbolic 

constraints are difficult to solve, which makes real problems 

in CP/CLP NP-hard [21]. This type of constraints reduces 

the strength of constraint propagation. As a result, CP/CLP 

is incapable of finding even the first feasible solution [16]. 

IV. MOTIVATION AND CONTRIBUTION  

The motivation and contribution behind this work was to 

apply a hybrid approach as a hybrid multi-objective 

programming framework  for supply chain problems. The 

hybrid multi-objective programming framework  is a 

concept that combines hybrid approach with iterative 

algorithm (Appendix A) in the context of multi-criteria 

optimization. The hybrid approach proved to be very 

effective when applied to a single objective optimization 

problems [17],[18]. This hybrid approach is an original 

concept whose elements and outline are presented in 

[16],[17],[18]. Application of this approach to multi-

objective optimization has not been presented before. The 

best structure for the implementation of the above approach 

is a declarative CLP environment with operation research 

MP as a hybrid system. Furthermore, such a hybrid approach 

allows the use of all layers of the problem (data, structure, 

methods) to solve it. Finally, it allows the transformation of 

the problem (Section VIC) to such a form that can fully 

exploit the strengths of the constraint propagation and data 

instances. It is well-known that there exist multiple non-

dominated solutions for a multi-objective optimization 

problem. Those solutions are called “Pareto-optimal” 

solutions. In this paper, our objective is to obtain a “Pareto-

optimal” set which provides evenly distributed Pareto 

solutions and  it is convenient for the decision maker to 

select a suitable costs between production, distribution and 

environmental (F1 and F2) or between all costs and total 

distributor capacity (F1’ and F2’) etc. (Section VIA and 

Section VID). This hybrid programming framework is not 

just a blind attempt to integrate two environments, CLP/MP. 

The proposed approach is reinforced with the 

transformation, different representation of the problem 

(Section VIC) and using the algorithm for finding a “Pareto-

optimal” set. In addition, hybridization refers to the class of 

decision problems which has certain property (This property 

is characterized by the constraints of many discrete decision 

variables and their summation). 

V. THE CONCEPT AND IMPLEMENTATION ASPECTS OF THE 

HYBRID MULTI-OBJECTIVE PROGRAMMING FRAMEWORK 

In this approach to the modeling and multi-objective 

optimization of supply chain problems, the hybrid multi-

objective programming framework has been proposed, 

where: 

• the decision and optimization models solved using the 

proposed framework can be formulated as a pure model 

of MOOP/MOLP or a hybrid model (with logical and 

non-linear constraints); 

• knowledge related to the problem can be expressed as 

facts and constraints (linear, non-linear, logical and 

symbolic etc.); 

• the problem is modeled in the constraint logic 

programming environment by CLP predicates, which is 

far more flexible than the MP  environment; 

• transforming the optimization model to explore its 

structure and data has been introduced by CLP 

predicates; 

• optimization is performed by MP-based environments. 

• the effective algorithm for finding a “Pareto-optimal” set 

has been introduced. 

The schematic diagram of the implementation framework for 

the hybrid approach is presented in Figure 1. The names and 

descriptions of the predicates and procedures are shown in 

Table 1. From a variety of tools for the implementation of 

the CP-based environment, ECL
i
PS

e
 software [22] was 

selected. ECL
i
PS

e
 is an open-source software system for the 

cost-effective development and deployment of constraint 

programming applications. MP-based environment in 

implementation platform was LINGO by LINDO Systems 

[23]. LINGO Optimization Modeling Software is a powerful 

tool for building and solving mathematical optimization 

models. ECL
i
PS

e
 was used to implement the following 

predicates of the framework: CLP1, CLP2, CLP3 and CLP4 

(Fig. 1, Table 1.). CLP predicates significantly restrict the 

space of feasible solutions (Fig. 1). The transformed files of 
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the model were transferred from ECLiPSe to LINGO where 

they were merged (MP1). Then the complete model was 

solved using LINGO efficient solvers (MP2). After that the 

model was modified for next step in procedure MP1 and 

solved again and again by MP2 in order to find a set of 

Pareto-optimal solutions (algorithm see appendix A). 

TABLE I. 

THE NAMES AND DESCRIPTIONS OF THE PREDICATES AND PROCEDURES 

Symbol Description 

CLP1 
The implementation of the model in CLP, the term 

representation of the problem in the form of predicates. 

CLP2 

Constraint propagation for the model or transformed model. 

Constraint propagation is one of the basic methods of CLP. As 

a result, the variable domains are narrowed, and in some cases, 

the values of variables are set, or even the solution can be 

found. 

CLP3 

The transformation of the original problem aimed at extending 

the scope of constraint propagation. The transformation uses the 

structure of the problem and data. The most common effect is a 

change in the representation of the problem by reducing the 

number of decision variables, and the introduction of additional 

constraints and variables, changing the nature of the variables, 

etc. 

CLP4 
Generation the model for mathematical programming-MOOP; 

 

MP1 
Merging files generated by CLP4 into one file. It is a model file 

format in LINGO system.  

MP2 

The solution of the model from the MP1 by MP solver. Sending 

the new solution to MP1 as a new constraint. Modification of 

the model. The process is repeated until the whole Pareto set is 

found (algorithm Appendix A). 

 

Fig.  1 The scheme of the hybrid multi-objective programming 

framework 

VI. ILLUSTRATIVE EXAMPLES OF SUPPLY CHAIN MODELING 

AND MULTI-OBJECTIVE OPTIMIZATION - THE HYBRID 

APPROACH 

The proposed approach was used and tested on two 

illustrative supply chain multi-objective optimization 

models. The model was formulated as a multi-objective 

mixed-integer optimization problem (MOOP) problem based 

on under constraints (2) .. (23) in order to test the proposed 

approach (Fig. 1) against the classical operation research 

approach. The models differ from one another objective 

functions (Section 6.A). Indices, parameters and decision 

variables used in the models together with their descriptions 

are summarized in Table 2 and [16],[17]. The simplified 

structure of the supply chain network for this model, 

composed of producers, distributors and customers is 

presented in Figure 2. Both models are the cost multi-

objective models that take into account other types of 

parameters, i.e., the spatial parameters (area/volume 

occupied by the product, distributor capacity and capacity of 

transport unit), time (duration of delivery and service by 

distributor, etc.), the transport mode and environmental 

aspects.  

These models are based on optimization models taken from 

[16],[17]. 

TABLE II. 

INDICES, PARAMETERS AND DECISION VARIABLES 

Symbol Description 

Indices 

k product type (k=1..K) 

m delivery point/customer/city (m=1..M) 

n manufacturer/factory (n=1..N) 

e distributor /distribution center (e=1..E) 

d  mode of transport (d=1..D) 

N number of manufacturers/factories 

M number of delivery points/customers 

E number of distributors 

 K number of product types 

D number of mode of transport 

Input parameters 

Fe the fixed cost of distributor/distribution center e  

Cn,k the cost of product k at factory n 

K1n,e,k,d 
the variable cost of delivery of product k from 

manufacturer n to distributor e using mode of transport d  

An,e,d 
the fixed cost of delivery from manufacturer i to 

distributor s using mode of transport d  

K2e,m,k,d 
the variable cost of delivery of product k from distributor e 

to customer m using mode of transport d  

Ge,m,d 
the fixed cost of delivery from distributor e to customer m 

using mode of transport d  

Odd the environmental cost of using mode of transport d  

Decision variables 

Xn,e,k,d,m 
delivery quantity of product k from manufacturer  n to 

distributor s using mode of transport d to customer m 

Xan,e,k,d,m 

if delivery is from manufacturer i to distributor e 

product k using mode of transport d to customer m then 

Xan,e,k,d,m =1, otherwise Xan,e,k,d,m =0  

Xbn,e,d 
the number of courses from manufacturer n to 

distributor m using mode of transport d 

Ye,m,k,d 
delivery quantity of product k from distributor e to 

customer m using mode of transport d 

Ybe,m,d 
the number of courses from distributor e to customer m 

using mode of transport d  

Tce 
if distributor e  participates in deliveries, then Tce=1, 

otherwise Tce=0 
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Fig.  2 Simplified supply chain network 

A. Objective function 

Two typical objective functions, F1 and F2, are commonly 

used in optimization issues. Objective function F1 (1a) 

defines the aggregate costs of the entire chain and consists of 

four elements. The first element comprises the fixed costs 

associated with the operation of the distributor involved in 

the delivery (e.g. distribution centre, warehouse, etc.). The 

second component determines the cost of the delivery from 

the manufacturer to the distributor. Another component is 

responsible for the costs of the delivery from the distributor 

to the end user (the store, the individual client, etc.). The last 

component of the objective function F1 determines the cost 

of manufacturing the product by the given manufacturer. 

The second objective function F2 (1b) corresponds to 

environmental costs of using various means of transport. 

Those costs are dependent on the number of courses of the 

given means of transport, and on the other hand, on the 

environmental levy, which in turn may depend on the use of 

fossil fuels and carbon-dioxide emissions [8]. This hybrid 

approach and its implementation can be successfully used 

for other objective functions, including those named in 

Section 3. For the numerical examples from Section 7, in 

addition to the objective function formulated as above, the 

objective functions where F1’=F1+F2 (sum (1a) and (1b), 

whereas F2’=V (total capacity of distribution centers) were 

formulated.  
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B. Two typical objective functions, F1 and F2, are 

commonly 

The model was based on constraints (2) .. (23). Constraint 

(2) specifies that all deliveries of product k produced by the 

manufacturer n and delivered to all distributors e using mode 

of transport d do not exceed the manufacturer’s production 

capacity. Constraint (3) covers all customer m demands for 

product k  through the implementation of delivery by 

distributors s (the values of decision variables Ye,m,k,d). The 

flow balance of each distributor e corresponds to constraint 

(4). The possibility of delivery is dependent on the 

distributor’s technical capabilities (5). Time constraint (6) 

ensures the terms of delivery are met. Constraints (7), (8), 

(9), (10), (11) guarantee deliveries with available transport 

taken into account. Constraints (12), (13), (14) set values of 

decision variables based on binary variables Tce, Xan,s,k,d,m, 

Yae,m,k,d, Xn,e,k,d,m, Ye,m,k,d. Dependencies (15) and (16) 

represent the relationship based on which total costs are 

calculated. In general, these may be any linear functions. 

The remaining constraints (17) .. (23) arise from the nature 

of the model (MILP). A detailed description of the 

constraints and their formalization have been presented in 

[16],[17]. 

 

C. Model transformation 

The ability to transform the problem using CLP is one of the 

most important features of the hybrid programming 

framework. Due to the nature of the decision problem 

(adding up variables in the objective function and 

constraints), the constraint propagation efficiency decreases 

dramatically. Constraint propagation is one of the most 

important methods in CLP affecting the efficiency and 

effectiveness of the CLP and hybrid programming 

framework (Fig. 1). For that reason, research into more 

efficient and more effective methods of constraint 

propagation was conducted. The results included different 

representation of the problem and the manner of its 

implementation. The classical problem modeling in the CLP 

environment consists in building a set of CLP predicates 

with parameters. While modeling problem (1) .. (23), 

quantities n, e, k, d1, d2, m and decision variables Xn,e,k,d1,m 

and Ye,m,k,d2 were predicate parameters (Fig. 3a). The process 

of finding the solution may consist in using the constraints 

propagation methods, labeling of variables and the 

backtracking mechanism [15]. The quality of constraints 

propagation and the number of backtrackings are affected to 

a high extent by the number of parameters that must be 

specified/labeled in the given predicate. In the models 

presented above, the classical problem representation 

included four parameters (Fig. 3b): n, e, d1, d2, and two 

decision variables Xn,e,k,d1,m,j, Ye,m,k,d2. Considering the domain 

size of each parameter, the process is complex and time-

consuming. The idea was to transform the problem by 

changing its representation without changing the very 

problem. All permissible routes were first generated by 

CLP3 predicate based on the fixed data (factories, 

distributors, mode of transport etc.) and a set of orders (Fig. 

4a), then the specific values of parameters n, e, k, d1, d2, m 

were assigned to each of the routes. Thereby only one 

parameter of the transformed decision variable X
T

n,k,e,j,d1,d2 

(deliveries) had to be specified (Fig. 4b). This 

transformation fundamentally improved the efficiency of the 
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constraint propagation and reduced the number of 

backtracks.  

Solution (Objective_Function, parameters) :- 

parameters /O_n,P,M,D,F,Tu,Tu,Oq,X,Y,T/ 

Fig  3a. Representation of the problem in the classical approach-the main 

search predicate  

Solution (VFC
1,o_1,p1,m1,_,_,_,_,12,_,_,8) 

(VFC
1,o_2,p2,m4,_,_,_,_,20,_,_,6) 

(VFC
1,o_4,p3,m2,_,_,_,_,12,_,_,9) 

… 

Fig.  3b. Representation of the problem in the classical approach- the 

process of finding a solution 

Solution_hybrid (Objective_Function, parameters) :- 

parameters /route_n,P,M,D,F,Tu,Tu,Oq,XT, T/ 

Fig.  4a. Representation of the problem in the hybrid approach- the main 

search predicate 

Solution_hybrid (VFC,((route_1,f1,p1,c1,m1,s1,s1,5,10,100,_8) 

(route_2,f1,p2,c1,m1,s1,s1,5,15,120,_12), 

(route_2,f1,p2,c1,m1,s2,s1,5,15,80,_8), 

(route_4,f2,p2,c2,m1,s1,s2,5,12,20,_6),…), …) 

Fig.  4b. Representation of the problem in the hybrid approach- set of 

feasible routes 

Symbols used in descriptions are presented in Table III. 

TABLE III. 

INDICES, SYMBOLS USED IN THE REPRESENTATION OF THE PROBLEM 

Symbol Description 

VFC 
Value of the objective function calculated on the basis of the 

vector of parameters. 

O_n Order number. 

P Products, P ∈ {p1,p2, ... ,po}. 

M Customers, M ∈{m1,m2, … ,mm}. 

D Distributors, D ∈{c1,c2, … ,ce}. 

F Factories, F ∈{f1,f2, … ,fn}. 

Tu Transport unit, Tu ∈{s1,s2, … ,sl}. 

T Delivery time/period. 

Oq Order quantity. 

X/Y/XT Delivery quantity. 

route_n Routes name-number. 

, Separates predicate parameters. 

:- Separates predicate heading from its definition. 

_ Unknown value of the variable. 

The obtained multi-objective optimization model after the 

transformation (MOOPT) has different decision variables 

and different constraints than those in the MOOP (1) .. (23). 

Some of the decision variables are redundant; other variables 

are subject to aggregation. This results in a very large 

reduction in their number. Decision variables before and 

after the transformation are shown in Table IV. The 

transformation also reduces or eliminates some of the 

constraints of the model. Thus constraints (4), (6), (12), (13), 

(14), (15) and (16) present in the MOOP (1) .. (23) are 

redundant in the MOOPT. Balance constraint (4) is 

unnecessary because the route defines the specific 

distribution center. Only those routes are generated that meet 

the time constraints, therefore constraint (6) does not make 

sense. Binarity ensures whether or not the route occurs, thus 

constraint (12) is redundant. Reduction of certain variables 

also affects the reduction of constraints, hence lack of 

constraints (13), (14) in the model. Constraints (15) and (16) 

are unnecessary, because the delivery costs are now 

calculated for the entire route. 

TABLE IV. 

DECISION VARIABLES USED IN THE MOOP AND TRANSFORMED 

MOOPT MODELS 

MOOP MOOPT 
Description of the decision variables after 

the transformation 

Xn,e,k,d1,m 
XT

n,k,e,m,d1,d2 

Decision variable XT, unlike the initial 

decision variables X,Y, is generated only 

for technologically possible indices 

combinations. It defines the allocation size 

of product k to the route of deliveries. Ye,m,k,d2 

Xan,e,k,d,m unnecessary 

After transformation replaced by the 

appropriate factor for the route - generated 

by the CLP. 

Xbn,e,d Xbn,e,d Without change, the same sense. 

Yae,n,k,d unnecessary 

After transformation replaced by the 

appropriate factor for the route - generated 

by the CLP. 

Ybe,m,d Ybe,m,d Without change, the same sense. 

Tce Tce Without change, the same sense. 

After the transformation in the MOOPT model, the objective 

functions F1 and F2 were re-formulated. New objective 

functions, F1T (A1a) and F2T (A1b) were obviously 

formulated using new decision variables (Table IV) and 

calculated parameters by CLP (Table V). These parameters 

were determined as a result of constraint propagation and the 

transformation itself using CLP2 and CLP3. Owing to these 

quantities, it is possible to introduce to the MOOPT model 

additional constraints (A2) ... (A7). These constraints affect 

the efficiency of the search for a solution by narrowing 

down the search area. Table VI describes these constraints. 
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TABLE V. 

CALCULATED FIGURES FOR MOOPT 

Symbol Description 

Rmind 
Minimum number of transport units d (CLP – 

propagation). 

Rmaxd 
Maximum number of transport units d (CLP – 

propagation). 

Min_F_C 
Minimum number of transport units in the route Factories 

– Centers (CLP – propagation). 

Min_D_C 
Minimum number of transport units in the route 

Distributors – Customers (CLP – propagation). 

Min_TU 
Minimum number of transport units (CLP – 

propagation). 

Cn Minimum number of active centers (CLP – propagation). 

Ksc 

The fixed cost of delivery from manufacturer to 

distributor by using transport mode (CLP-calculated 

based on fixed data). 

Ksm 

The fixed cost of delivery from distributor to customer by 

using transport mode (CLP-calculated based on fixed 

data). 

Kz 
The variable cost of delivery (CLP-calculated based on 

fixed data). 

TABLE VI. 

ADDITIONAL CONSTRAINTS FOR MOOPT 

Constraints Description 

A2 
narrowing the size of the transport unit domain from the 

bottom 

A3 
narrowing the size of the transport unit domain from the 

top 

A4 

the minimum number of all transport unit types 

necessary for the shipment from the factory to the 

distribution center 

A5 

the minimum number of all transport unit types 

necessary for the shipment from the from the center to 

customers 

A6 the minimum number of transport units in routes 

A7 the number of working distribution centers 

D. Decision support 

Implementation of the presented models using 

implementation hybrid programming framework can support 

decision-making in the following practical areas of supply 

chain (not limited to the following): 

• the multi-optimization of total cost of the supply chain 

(objective functions F1 and F2/ F1’ and F2’ -Table VII) 

in the form of the Pareto-optimal solution set (Fig.5.); 

• analysis of delivery costs with environmental cost 

optimization;  

• the selection of the transport fleet number, capacity and 

modes for specific total costs (Fig.6, Fig.8);  

• the sizing of distributor warehouses and the study of their 

impact on the overall costs (objective functions F1’ and 

F2’ -Table VII and Fig.7); 

• the sizing production capacity and the study of their 

impact on the overall costs; 

• the selection of transport routes for elements of the 

Pareto-optimal solution set;  

VII. NUMERICAL EXPERIMENTS AND ANALYSIS 

In order to verify and evaluate the proposed hybrid 

approach and implementation platform, many numerical 

experiments were performed. All the examples relate to the 

supply chain with seven manufacturers (n=1..7), three 

distributors (e=1..3), ten customers (m=1..10), three modes 

of transport (d=1..3), and twenty types of products 

(k=1..20). The numerical data were taken from the trans-

regional distributor FMCG and transportation fleet 

parameters available online. Experiments began with four 

examples of P1 .. P4 for the optimization MOOP model (1) .. 

(23). The examples differ the number of orders (No). The 

first series of experiments was designed to show the benefits 

and advantages of the presented approach. For this purpose 

the model was implemented in both the hybrid programming 

framework (MOOPT) and mathematical programming 

environment (MOOP). In the next stage of the experiments, 

the objective function was changed (Section 6.A). Its first 

element F1’ refers to the total cost of deliveries whereas F2’ 

defines the distributor’s total storage capacity available. 

Due to the nature of the optimization problems considered 

here, a new algorithm based on the ε-constraint method was 

proposed in the final phases of MP1 and MP2. This 

algorithm (Appendix A) helped determine a set of Pareto-

optimal solutions. The algorithm has been implemented in 

LINGO by using meta-modeling and programming language 

LINGO package.  

The detailed results for a 20-order example (P4) are shown 

in Table 7. Figures 5 and 6 show the corresponding sets of 

Pareto-optimal solutions for a 20-order example. It is evident 

that only the hybrid approach provides the results within the 

acceptable time (Table VIIIA and VIIIB).  

This is possible owing to the reduction of the problem size 

and, in particular, transformation of the problem with the use 

of methods from both environments, MP and CLP. For the 

illustrative examples discussed here, a 23-fold reduction in 

the number of constraints (C) was obtained with an over 

130-fold reduction in the number of decision variables (V). 

This gives the size of the combinatorial problem calculated 

as VxC reduced by more than 2600 times. Comparison of 

the results (Table 8a and 8b) from the hybrid approach with 

those from mathematical programming indicates that, first, 

when the same model and data are used in the classical 

manner (mathematical programming), the Pareto-optimal 

solution was obtained only for the smallest example P1 (5 

orders). Second, for larger examples P2, P3, P4, it was 

hardly possible to find at least one point of the Pareto-

optimal solution in acceptable time (computing stopped after 

600 s). Comparing the proposed approach to modeling and 

solution in only CLP environment is pointless due to the 

nature and weak capacity of the CLP relative to the 

optimization of problems where many variables are added 

up, which is illustrated in [16]. 

 

TABLE VII. 

THE DETAILED RESULT FOR EXAMPLE P4 (NO=20) 

PP F1 F2 PP F1’ F2’=V 

1 F1≥26540 F2=3775 1 F1’=0 F2’≤0 

2 F1≥29345 F2=3725 2 F1’=0 F2’≤500 

3 F1≥32150 F2=3725 3 F1’=0 F2’≤1000 

4 F1≥34955 F2=3655 4 F1’=0 F2’≤1500 

5 F1≥37760 F2=3655 5 F1’=45195 F2’≤2000 

6 F1≥40565 F2=3655 6 F1’=35705 F2’≤2500 
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7 F1≥43370 F2=3655 8 F1’=35705 F2’≤3000 

8 F1=33670 F2≥3655 9 F1’=35705 F2’≤3500 

9 F1=26540 F2≥4158 10 F1’=35705 F2’≤4000 

10 F1=26540 F2≥4661 PP-the number of element of 

Pareto-optimal set F1, F2, F1’, F2’-

objective function 

11 F1=26540 F2≥5164 

12 F1=26540 F2≥5668 

13 F1=26540 F2≥6171 

14 F1=26540 F2≥6075 

 

TABLE VIIIA. 

THE PARAMETERS OF THE PROCESS OF FINDING A SET OF PARETO-

OPTIMAL SOLUTIONS FOR ILLUSTRATIVE EXAMPLES (OBJECTIVE 

FUNCTIONS F1 AND F2) 

Exa

mple 
No 

MP-based approach 

(MOOP) 

Hybrid programming 

framework (MOOPT) 

 

T V C T V C  

P1 5 53 30369 16177 7 223 693  

P2 10 ----* 30369 19122 10 264 697  

P3 15 ----* 30369 20067 14 287 702  

P4 20 ----* 30369 21012 44 318 703  

* calculations stopped after 600 s, not found even one point from the set 

of Pareto-optimal solutions 

T-solution time, V- the number of integer variables, C- the number of 

constraints 

 

 

TABLE VIIIB. 

THE PARAMETERS OF THE PROCESS OF FINDING A SET OF PARETO-

OPTIMAL SOLUTIONS FOR ILLUSTRATIVE EXAMPLES (OBJECTIVE 

FUNCTIONS F1’ AND F2’) 

Example No 

MP-based approach 

(MOOP) 

Hybrid programming 

framework  (MOOPT) 

T V C T V C 

P1 5 70 30369 16179 11 223 691 

P2 10 ---- 30369 19124 14 264 695 

P3 15 ---- 30369 20069 21 287 700 

P4 20 ---- 30369 21014 36 318 701 

P5 25 ---- 30369 21959 67 357 707 

* calculations stopped after 600 s, not found even one point from the set 

of Pareto-optimal solutions 

T-solution time, V- the number of integer variables, C- the number of 

constraints 

 

 

 

Fig.  5 A set of Pareto-optimal solutions for illustrative example P4 

(No=20, vertical axis F2 horizontal axis F1) 

 

Fig.  6 The use of mode of transport  for illustrative example P4 

(No=20, F1, F2, vertical axis the number of mode of means of 

transport-dx1,dx2,dx3,  horizontal axis Pareto set of points -PP) 

 

Fig.  7 A set of Pareto-optimal solutions for illustrative example E4 

(No=20, vertical axis F2’ horizontal axis F1’) 

 

Fig.  8 The use of mode of transport  for illustrative example P4 

(No=20, F1’,F2’, vertical axis the number of mode of means of 

transport-dx1,dx2,dx3,  horizontal axis Pareto set of points –PP for 

F1’>0 ) 

VIII.  CONCLUSIONS 

This hybrid programming framework is especially 

significant and suited for multi-objective optimization, 

where a slightly changed single-objective problem has to be 

solved multiple times and where the modeling efficiency and 

ease are essential. The efficiency of the proposed approach 

is based on the reduction of the combinatorial problem. This 

means that using the hybrid approach practically for all 

models of this or a similar class, the same or better solutions 

are found even up to two hundred times faster (the optimal 
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instead of the feasible solutions). Another element 

contributing to the high efficiency of the method is a 

possibility to determine the values or ranges of values for 

some of the decision variables (predicate CLP2). The 

presented transformation of the problem (predicate CLP3), 

characteristic of the problems that have the structure as in 

Fig. 2, is an important aspect of this approach. It should be 

emphasized that with this approach it is possible not only to 

solve optimization problems faster, but also to solve much 

larger problems than in the [24]. The proposed solution is 

highly recommended for all types of decision problems in 

supply chain or for other problems with a similar structure. 

This structure is characterized by the constraints of many 

discrete decision variables and their summation. 

Furthermore, this method can model and solve problems 

with logical constraints. Therefore the implementations in 

the form of hybrid platform can be applied to various 

practical decision problems in the area of logistics, transport, 

production, scheduling or project management. In addition 

to the undoubted effectiveness of the proposed declarative 

hybrid approach, we should underline the possibility of 

modeling decision problems.  

Further work will focus on running the optimization 

models with non-linear and other logical constraints, 

uncertainty, fuzzy logic [25] etc., numerical test with hybrid 

models (HM) and different scheduling problems and 

resource allocation and activity coordination in the supply 

chain [26]. It is also planned to implement the framework in 

the form of cloud applications [28]. 

 

APPENDIX ALGORITHM FOR FINDING A SET OF PARETO-

OPTIMAL SOLUTIONS. 
Enter the step (for how many points divided 

interval)  

Number_of _steps =? /input value/ 

Solve (min objective F1  

  subject to 

  the constraints of 1 - 27 (primary problem)  

  or A1-A7 (problem after transformation)  

)  

Save the F1min-determined value of the objective 

function  

F2max = F2  

Solve (min objective F2  

  subject to 

  the constraints of 1 - 27 (primary problem) 

  or A1-A7 (problem after transformation)  

)  

Save the F2min-determined value of the objective 

function  

F1max = F1  

There are designated intervals of a function F1 

and F2  

(F1min, F1max) and (F2min,F2max) 

Optimization of F2  

discretization = (F1max - F1min) / Number_of 

_steps 

cutting_off = F1min  

i = 1  

WHILE (cutting_off <F1max)  

{ 

 Solve (min F2  

  subject to 

   the constraints of 1 - 27 (primary problem)  

   or A1-A7 (problem after transformation)  

   F1> = cutting_off  

 )  

 save the pareto-optimal point 

 F2 (i) - optimal value of the objective function  

 F1(i) = F1  

 cutting_off cutting_off + = discretization  

 i = i +1  

}  

Optimization of F1  

discretization = (F2max - F2min) / Number_of 

_steps 

cutting_off = F2min  

WHILE (cutting_off <F2max)  

{ 

 Solve (min F1  

  subject to 

   the constraints of 1 - 27 (primary problem) 

   or A1-A7 (problem after transformation)  

 F2> = cutting off  

 )  

 save the point  

 F1 (i) - optimal value of the objective function  

 F2 (i) = F2  

 Cutting_off=cutting off + discretization  

 i = i +1  

} 

F1=F1 or F1’  

F2=F2 or F2’  
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Abstract—In this paper we consider a hub location problem in
a real multimodal public transportation network. This problem is
also  known  as  the  park-and-ride  problem.  Hubs  stations  are
special  facilities  that  serve  as  switches  in  such  a  network.  In
practice the set of hubs has a strategic importance, because all of
the traffic that passes through the network can be controlled by
these elements. From the theoretical point of view, the minimal
hub  problem  is  NP  hard.  Two  different  approaches  to  this
problem are presented. The first group of methods bases on the
greedy algorithms. In the second group the evolutionary strategy
is used. The computational results for these algorithms proved a
significant efficiency, what can be clearly expressed in terms of
an input data reduction and also in quality measure values for
the obtained solutions of this problem.

I. INTRODUCTION

ET US consider  a  real  public transportation  network.

This network can be described as a graph [3], [8], [9].

In this graph, each tram/bus stop corresponds to one vertex

and any two vertices are adjacent iff they belong to at least

one common public transport line. Hence, the set of vertices

along  a  route  forms  a  connected  subgraph  of  the  entire

graph. Each vertex in this graph is characterized/labeled by a

set of numbers of tram/bus lines passing through it. 

L

In such a graph, a hub set is a subset of vertices, such that

any two vertices are connected by a path whose vertices lie

in it.  Let  us  define  the minimum hub set  problem as  the

problem of finding the hub set of minimal cardinality for a

given graph. This collection has a strategic importance for

the  transportation system, because all the traffic that passes

through the network  can  be controlled   by these  vertices.

Communication hubs are excellent candidates for park-and-

ride (P&R, sometimes P+R) points ([4]) with good  connec-

tions to the center and other parts of the city and this idea is

a basis of  presented work. This problem is well known and

is commonly used in industry, in particular in such areas as

transport, telecommunication, and distributed computing [1],

[2], [11], [13], [16].  

Let us observe that we can try to find the minimum hub

set for a given network in two different ways. This problem

would be directly reduced to the task of designation the min-

imum dominating set [6], [14], [15]. Alternatively, we have a

possibility of creating  a hypergraph, such that its set of ver-

tices is the same as in the original network, and for each set

of  vertices,  which  correspond  to  stops  lying  along  a

tram/bus route, we form the hyperedge. In this case, we re-

duce the considered problem to the search for the minimal

transversal  in a constructed hypergraph.

II. BASIC MATHEMATICAL DEFINITIONS

This section provides some basic notation. A graph is a

representation of a set of objects, where some pairs of ob-

jects are connected by links. The interconnected objects are

represented  by  mathematical  abstractions  called  vertices,

and the links that connect some pairs of vertices are called

edges. More formally, a  graph is an ordered pair G=(V, E)

comprising a set V of vertices or nodes together with a set E

of edges, which are 2-element subsets of V  (E is a subset of

VxV). An undirected graph is the one in which edges have

no orientation. The edge (a, b) is then identical to the edge

(b, a). 

Let N(v)={u  V: (v, u) E} be an open  ∈ ∈ neighborhood

for a given vertex v. 

A dominating set for a graph G is a subset D of V such

that every vertex not in D is adjacent to at least one member

of  D.  This  problem is  strongly related  to  a  problem well

known in computational geometry,  the  art gallery prob-

lem. The  domination number  γ(G) is the number of ver-

tices in a smallest dominating set for G. The k-dominating

set problem concerns testing whether γ(G) = k for a given

graph G and natural number k; it is a classical NP-complete

decision  problem in  computational  complexity  theory

(Garey & Johnson 1979)  [3], [8], [9].

Theorem (Ore):  If  G=(V, E)  is  a  graph  without  isolated
vertices, then the complement of a minimal dominating set
of G is also a dominating set of G. This implies that every
such graph has two disjoint dominating sets and hence, γ(G)
≤ ½ Card(V) [3], [8], [9].

Theorem (Arnautov  1974,  Payan  1975,  Alon  1990)  :  If
G=(V,  E)  is  a  graph  with  minimum  degree
d > 1,  then  γ(G)   ≤ [(1 + ln(d+1))/(d  + 1)]  Card(V)  [3],
[8], [9].
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An independent set is a set of vertices in a graph, such
that no two of them are adjacent. The size of such a set is
called the independence number of G, and is denoted α(G).
The problem of finding the set such that α(G)  = k is called
the k-independent  set  problem and  is  an  NP-complete
decision problem. The dominating sets are closely related to
independent  sets  (e.g.  the  8-Queens Problem Puzzle).
Namely, an independent set is also a dominating set if and
only  if  it  is  a  maximal  independent  set,  so  any  maximal
independent  set  in  a  graph  is  necessarily  also  a  minimal
dominating set. 

A hypergraph is a generalization of a graph in which an
edge can  connect  any  number  of  vertices.  Formally,  a
hypergraph  H is  a  pair  H=(X,F), where  X  is  a  set  of
elements called vertices, and F is a set of non-empty subsets
of  X called  hyperedges.  Let  F  be  a  subset  of  P(X)\{Ø},
where P(X) is the power set of X and F(x) =  {f F: x f }∈ ∈

for x   X∈ .  A hypergraph is also called a set system or a
family of sets drawn from the universal set X. The rank of
hypergraph H is the size of the largest hyperedge in H.  A
set covering of a hypergraph H=(X, F) is a subfamily C of
F, such  that  the  union  of  hyperedges  from  C  equals  the
universe  of  vertices.  A  transversal (or  hitting set)  of  a
hypergraph H=(X, F) is a subset T of X that has a nonempty
intersection with every edge. The notions of hitting set and
set  covering  are  equivalent.  The  decision versions of
hitting set and set covering problems are NP-complete.
 

For  any  given  graph  G=(V,  E)  with  V={1,  2,...,  n},
construct a hypergraph H=(X, F) as follows: the universe X
is V, and the family of hyperedges F is {F1, F2, ..., Fn} such
that Fv consists of the vertex v and all vertices adjacent to v
in G. Hence, if D is a dominating set for G, then S={Sv:
v D} is a feasible solution of the set cover problem, with∈

Card(C)=Card(D). Conversely, if S={Sv: v D} is a feasible∈

solution of the set cover problem, then D is a dominating set
for G, with Card(D)=Card(C). 

The  greedy algorithm for set covering chooses the sets

according to one rule: at each stage, choose the hyperedge

that contains the largest number of uncovered elements. This

algorithm  actually  achieves  an  approximation ratio

Card(C)/Card(Opt)  (Opt  –  is  an  optimal  set  covering)  of

h(rank),  where  h(n)  is  the

n-th harmonic  number. This  value  is  approximately given

by:   O((1+ log(Card(V))). We can construct dual algorithm

for  hitting  set  problem  for  which  performance  ratio  is:

O((1+ log(Card(F))). 

Algorithm 0 – Greedy set covering method

1.   input:   a hypergraph H=(X, F);
2.   output:   a set covering C;
3.    U := X; C :=  Ø;
4.    while( C ≠ X )do{
5.       select S from F such that maximizes Card(S ∩ U);
6.       U := U  \   S;
7.       C := C ∪  {S};
8.     }
9.   return: C;

It is interesting that there exists a pair of polynomial-time

reduction between the minimum dominating set problem

and  the  minimum  set  covering  problem (Kannan  1992

pp.108–109). These reductions show that an efficient algo-

rithm for the minimum dominating set problem would pro-

vide  an  efficient  algorithm for  the set  cover  problem and

vice  versa.  According  to  the  above  presented  facts,  the

greedy algorithm provides a factor 1+ log(Card(V)) approxi-

mation of a minimum dominating set.

Algorithm 1 – Greedy hitting set method

1.    input:     a hypergraph H=(X, F);
2.    output:   a hitting set – transversal T;
3.    T := Ø; E :=  F;
4.    while( E ≠ Ø )do{
5.       select x from X such that maximizes Card(F(x)  ∩  E);
6.       T :=  T ∪  {x} ;
7.       E := E  \ F(x);
8.     }
9. return: T;

Consider another approach to the hitting set problem, I.e.

algorithm 2 (MSBT)  [12].  It  seeks  the  vertices  with  the

lowest degree and removes them from the set of vertices. If

(without a removed vertex) the vertex set is not a transver-

sal, then this vertex should be added to the transversal under

construction, and the edges incident with it are eliminated

from the hypergraph – they are deemed to be covered. 

Yet another method (algorithm RSBT) [12] seeks a max-

imum transversal in the sense of cardinality.  Contrary to the

MSBT algorithm, the RSBT removes vertices with the big-

gest degree as long as it can. All the rest is the same as in the

MSBT algorithm.  

Algorithm 2 - MSBT

1.  input:      a hypergraph H=(X, F);
2.  output:   a hitting set – transversal T;
3.  T :=  Ø  V := X; Q := X; E := F;
4.  while( V ≠  Ø & E ≠  Ø) do
5.    { x := vertices with the lowest degree; V := V \ {k};
6.   if( V is not transversal of hypergraph (Q, E) )
7.       then {  T := T ∪  {x}; E := E \ F(x); V := V \ { v ∈ V: F(v) = Ø};}
8.       else
9.    for( each edge covers by exact one vertex v )do
10.             {T := T ∪  {v}; E := E \ F(v) ; V := V \ {v};}
11.       Q:=V;
12.    }

The algorithms MSBT and RSBT are the algorithms de-

signed by authors as a complement of the Algorithm 1.

Let  us  consider  a  reduction  from  the  dominating  set

problem to the set covering problem. For any given graph

G=(V, E) with V={1, 2,..., n}, construct a hypergraph H=(X,

F) as follows: the universe X is V, and the family of hyper-

edges F is {F1, F2, ..., Fn} such that Fv consists of the ver-

tex v and all vertices adjacent to v in G. Hence, if D is a

dominating set for G, then S={Sv: v D} is a feasible solu∈ -

tion of the set cover problem, with Card(C)=Card(D). Con-

versely,  if  S={Sv:  v D}  is  a  feasible  solution  of  the  set∈

cover  problem,  then  D  is  a  dominating  set  for  G,  with

Card(D)=Card(C). 
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According to the above presented facts, the greedy algo-

rithm provides a factor 1+ log(Card(V)) approximation of a

minimum dominating set. Additionally,  Raz  and  Safra

(1997) show that  no algorithm can achieve an approxima-

tion factor better than clog((Card(V)) for some c > 0 unless

P = NP. Fomin, Gradoni and Kratsch (2009) show an exact

algorithm which can be used to find a minimum dominating

set in time O((1.5264)^n) and polynomial space. In parallel,

a faster algorithm, using  O((1.5048)^n) time was found by

van Rooij, Nederlof and van Dijk (2009).

III. EVOLUTIONARY ALGORITHM 

Graph problems such as graph coloring, TSP, graph parti-

tioning,  maximum clique search,  etc.  (NP-hard optimiza-

tion problems) are often solved using computational intelli-

gence methods due to the lack of efficient polynomial algo-

rithms.  Among them,  the  evolutionary algorithms (EAs)

are often applied; thus, it seems fully justified to use the EA

in the  present  graph  transformation  problem.  The EA ap-

proach  is  quite  different  than  the described  earlier  hyper-

graph method. The EA method tries to find hubs, which are

strongly connected (in the sense of high capacity of connec-

tions – see formula (4)) among them and allow for fast mass

travel  to  the  center  of  the city and  other  hubs.  It  is  very

likely that such hubs are good candidates for the park-and-

ride locations.

In our approach, information about the transformed graph

is  stored  in  an  array  of  data  describing  all  connections

among graph nodes – public communication stops. This ar-

ray is an adjacency matrix of undirected graph with stored

values – weights, denoting the capacities of connections. 

The idea of our approach is based on the hub and spoke

paradigm. The spokes,  which in this case represent public

transport  stops  of  minor  importance,  constitute  groups  of

nodes connected with their hubs. The size of the subgraph of

hubs is known in advance. Hubs (should) represent impor-

tant  public  transport  stops  with fast  and  frequent  connec-

tions with other important stops and the center of the city.  

Algorithm 4.  shows how the typical  EA work,  but  this

general  framework requires  several  improvements to work

efficiently and thus a specialized evolutionary method, de-

veloped by authors is used to solve the problem.

To adjust the EA to the solved problem it is necessary to
apply  proper,  problem-specific  encoding of  solutions
(sometimes called also population members,  individuals or
even  agents),  to  develop   specialized  genetic operators
tailored  for  the  analysed  data  structure  and  the  solved
problem and,  finally,  to  formulate  the  problem-dependent
fitness function to be optimized by the algorithm.

Algorithm 4 - The standard evolutionary algorithm

1. input:    a given problem;
2. output:  solution of problem; 
3.  {     while( not stop condition )do
4.  {  reproduction and modification 

of solutions using genetic operators;
5.    valuation of obtained solutions;
6.    selection of individuals for the next generation;
7.  }
8.   }

The first step to obtain efficient evolutionary method is to

choose an appropriate encoding method. It  is obvious that

there are plenty of possible solutions with different advan-

tages and drawbacks. In presented approach the solution is

stored  as  a  vector  of  selected  hubs  with lists  (or  variable

length vectors) of attached to them spokes. 

An important problem in developing an efficient EA is the

design of  genetic operators for the adopted data structure,

taking into account the constraints imposed on solutions. In

the case here considered, the standard crossover and muta-

tion operators are not proper, so the problem-specific, spe-

cialized operators must be prepared to efficiently solve the

problems considered. When one element of a modified solu-

tion (for instance one node) is to be moved to another place

(e.g. to the cluster of another hub), it must first be checked if

it has a connection with this new hub. If not, the operation is

canceled to avoid creation of infeasible solutions. Altogether,

here, the set of genetic operators is:

• mutation  –  exchange  of  randomly  chosen  nodes  in
different sets of spokes,

• relocation of a randomly chosen node to a different set
of spokes,

• exchange  of  a  randomly  selected  hub  for  randomly
selected spoke.

Application  of  several  specialized  genetic  operators  re-

quires a method of selecting and executing them in all itera-

tions of the algorithm. In the approach used in [17] it is as-

sumed that an operator that generated good results for some

population member should have bigger probability of execu-

tion  for  its  possible  offspring  and  more  frequently  affect

them than the remaining operators. But it is very likely that

the  operator  that  improves  one  individual  and  its  descen-

dants may give worse effects for other individuals, because

of its location in the domain of possible solutions. Thus, ev-

ery individual should have its own preferences and could be

treated as an agent, whose role is to select and call one of the

evolutionary operators  (or  to perform an action) to obtain

improvement of solution (or its income) as high as possible.

In the EA here used, every individual has an additional vec-

tor of floating point numbers, besides the encoded solution.

Each number corresponds to one genetic operator and is a

measure of its quality (a quality factor). The higher the fac-

tor, the higher the probability of calling and executing the

operator. Simple normalization of the vector of quality coef-

ficients turns it into a vector of operator execution probabili-

ties. This set of probabilities is also an expression of experi-

ence  of  every  individual  and  according  to  the  experience

gathered one can maximize the chances of its offspring to

survive.

The method of computing quality factors is based on re-

inforcement learning. When the selected by the individual-

agent ith operator is applied, this can be regarded as an agent

performing action ai leading to a new state si, which, in this

case, is a new solution. The agent (or individual, solution or

population member)  receives  reward or  penalty depending

on the quality of  the new state (solution).  The aim of the

agent is to perform the actions, which give the highest long
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term  discounted  cumulative  reward  V*, maximizing  its

chances to have offspring in next generations:

V Π=EΠ(∑
k=0

∞

γk r
t+k +1) , (1)

V
∗=max

Π
(V Π) . (2)

The following formula, derived from (1) and (2), is used

for evaluation purposes:
 

V (s t+1)=V (st )+α(r t+1+γV
∗(s t+1)−V (s t)) , (3)

where:

Π   - the set of possible strategies of the agent,

V      - the discounted cumulative reward obtained using strategy Π,

E   - expected value, 

k    - consecutive time steps, 

t     - current time, 

V(st) - quality factor or discounted cumulative reward, 

V*(st+1)  - estimated value of the best quality factor 
               (in our experiments we take the value attained 

               by the best operator), 

α     - the learning factor, 

γ     - the discount factor, 

rt+1    - reward for the best action, equal to the improvement 

         of the quality of solution after execution 

          of the evolutionary operator.

In  the here presented experiments,  the values  of  α and  γ

were set to 0.1 and 0.2, respectively.

The fitness function in the EA is closely connected with

problem specific quality function. The fitness function eval-

uates  the  members  of  the  population.  It  is  a  modified

(scaled, translated, etc.) problem quality function, prepared

for computational purposes in the EA. The quality function

directs  evolutionary  computations  to  obtaining  the  proper

graph structure. In the considered problem the quality func-

tion is formulated to direct the EA towards the desired struc-

ture of potential P&R, taking into account weights among

the graph vertices. Several quality functions can be used, de-

pending on input data (binary, integer or real) or what kind

of set of P&R nodes one wants to obtain. The formula pre-

sented in this paper was  obtained on the basis of experi-

ments. Usually, such formulas contain a penalty part for the

potential invalid or improper structure of the obtained solu-

tions.

For the  hub and spoke structure with the predetermined

number of kernel nodes the quality function promotes solu-

tions where a rather small subgraph of hubs is (almost) fully

connected and the sets of spokes attached to their hubs have

medium sizes:

max Q=∑
i=1

n

(a∗∑
j=1

k
i

w
ij
+b∗w

iC
+c∗∑

m=1

k −k
i

w
im) , (4)

where:
wij   – weight between candidate for P&R (hub) and its subgraph
              of communication stops (spokes),

wiC – weight between candidate for P&R (hub) and 
              the center of the city1,
wim – weight between candidate for P&R (hub) 
           and remaining communication stops,
n – predetermined (constant) number of hubs (candidates for P&R) 
         in the solution,
ki  – number of nodes attached to ith hub,
k    – number of nodes in the whole graph,
a, b, c – non-negative constants values that emphasize the influence 
               of corresponding factor.

IV. DATA BASE & COMPUTATIONAL ENVIRONMENT 

For the computational experiments a set of data files was

obtained from the www page: http://www.ztm.waw.pl/. The

description  of  the structure  of  public transport  in  Warsaw

and full list of bus, subway and tramway stops and all lines

of these means of transport  are collected in the data files.

The data include more than 5600 stops, but the majority of

them are stops located not far from each other, with the same

names but different minor numbers (like Centrum 01, Cen-

trum 02,...), which indicate the opposite direction or differ-

ent transport mean or extensions for bigger numbers of vehi-

cles  boarding  passengers  simultaneously.  Thus,  first  the

stops were aggregated: all of them with the same names and

different minor numbers were treated as one. This allowed to

reduce the size of the communication network to 1883 stops.

We  prepared  computation  experiments  for  this  article
based on typical personal computer (with an Intel i5 4 x3.2
GHz microprocessor) running Linux OS. All our programs
were written in the C language and compiled with the g++
compiler application. 

V. DATA REDUCTION

At the second step, some preliminary computations for

the considered data allowed to reduce the size of the prob-

lem even more. This preprocessing was oriented to reduce

input data (filtering method). We can treat the graph G as a

representation of Warsaw transportation network being an

input data for our programs. 

Looking at this graph one can observe that it is possible to
remove some of the redundant edges. It is clear that if two
vertices,  a  and  b,  are  adjacent  in G and the sets  of
bus/subway/tram lines passing through them are the same,
then we can apply the edge (a, b) contraction operation. An
edge contraction  is an operation which  removes an edge
from a graph while simultaneously merging the two vertices
that it previously joined. More precisely, the edge (a, b) is
removed and its two incident vertices,  a and b, are merged
into  a  new  vertex  c, where  the  edges  incident  to  c
correspond to edges incident to either a or b. Obviously, it is
possible to apply these contraction operations several times,
in  polynomial  time.  After  executing  this  procedure  an
obtained graph consists of  1003 vertices (reduction of 880
vertices). 

VI. THE RESULTS OF PRESENTED APPROACHES

Given the above, we can try to find the minimum hub set

for the given network by applying the presented algorithms.

1We decided to emphasize a central communication stop in the city as a
virtual aim of the majority of commuters.
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At the beginning we construct  a hypergraph, such that its

set of vertices is the same as it is in the input network. Let

for  each  set  of  vertices,  which  correspond  to  stops  lying

along a tram/bus route, form a hyperedge. In this case, we

reduce the problem considered to the minimal transversal

construction  for  this  hypergraph.  Therefore,  two  different

approaches are possible - deterministic and random:

(a) application of greedy methods 
(in different versions);

(b) use of evolutionary algorithms.

In order to compare these methods we also made compu-

tations with and  without  the preliminary reduction.  In  the

first approach  (greedy method), algorithm 2 found 35 ver-

tices.  The  RSBT found smaller  transversal  – 140 vertices

instead of 152 vertices found without the reduction. Consid-

ering the obtained results it looks like the reduction could be

used for the EA approach. There was no change as to the re-

sult obtained in the evolutionary algorithm, but there was a

significant reduction of time needed for computation.

Due  to  a  smaller  graph  of  public  communication  stops

considered  each  iteration  of  EA last  significantly  shorter,

while  the  number  of  them  remained  unchanged. For  the

greedy method the time of computation is very short  (less

than 1 s.) with and without the reduction, thus it is no use to

compare them with EA and with or without the reduction.

TABLE 1.
 COMPUTATIONAL RESULTS 

Number of

hubs

Time of 10 000

EA iterations

 (average of 10 trials)

Before

reduction

After

reduction

50 5 854 s 2 478 s

100 13 433 s 5 895 s

152 27 231 s 14 256 s

Figure 1: Result obtained by the EA with the imposed number of 50 hubs
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Figure 2: Result obtained by the EA with the imposed number of 152 hubs

Figure 3: Result obtained by the MSBT algorithm - 35 points selected
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 Figure 4: Result obtained by the RSBT algorithm - 140 points selected

VII. CONCLUSIONS

This article is devoted to the problem of locating hubs in a

public transportation network. Two different approaches to

this problem are presented. Namely, the first group of con-

sidered methods are based on greedy strategies, and the sec-

ond group, using evolutionary strategy. In the computational

experiments the model of the transportation network of War-

saw  was  analysed.  The  obtained  results  showed  for  this

model the potential P&R set of 34 stations using the  MSBT

greedy method and of 140 potential points using the RSBT

greedy method. Using the EA with imposed number of hubs,

satisfactory  solutions  for  50,  100  and  152  predetermined

numbers of candidates were obtained.  Additionally, it must

be concluded that the graph reduction could be used espe-

cially for  the evolutionary approach as a filtration method

significantly reducing the size of  the solved  problem. Al-

most always the preliminary reduction of the stop number

speed up the computational process by about 46%. Accord-

ing to the quality of solutions obtained with and without the

preliminary reduction it appears that the use of the proposed

preprocessing method seems to be justified.

This work is the first step towards obtaining a more com-

plete model of communication in Warsaw, which would be a

base to find and project  communication hubs with proper

places for P&R facilities.
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NOWLEDGE management is a large multidisciplinary
field having its roots in Management and Artificial In-

telligence.  Activity of  an extended organization should be
supported by an organized and optimized flow of knowledge
to effectively help all participants in their work. 

K
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participate  in  the  conference  "Knowledge  Acquisition  and
Management". The predecessor of the KAM conference has
been organized for the first time in 1992, as a venue for sci-
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of advanced information technologies in management, with
focus on intelligent techniques and knowledge management.
In 2003 the conference changed somewhat its focus and was
organized for the first under its current name. Furthermore,
the  KAM conference  became an  international  event,  with
participants from around the world. In 2012 we’ve joined to
Federated Conference on Computer Science and Systems be-
coming one of the oldest event.

The aim of this event is to create possibility of presenting
and  discussing  approaches,  techniques  and  tools  in  the
knowledge acquisition and other knowledge management ar-
eas with focus on contribution of artificial  intelligence for
improvement  of  human-machine  intelligence  and  face  the
challenges  of  this  century.  We  expect  that  the
conference&workshop will enable exchange of information
and experiences,  and delve into current  trends of  method-
ological,  technological  and  implementation  aspects  of
knowledge management processes.
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• Knowledge discovery from databases and data 
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• Methods and tools for knowledge acquisition 
• New emerging technologies for management 
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distribution 
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• Knowledge representation models 
• Management of enterprise knowledge versus 
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• Knowledge engineering and software engineering 
• Managerial knowledge evolution with focus on 

managing of best practice and cooperative activities
• Knowledge grid and social networks 
• Knowledge management for design, innovation and 

eco-innovation process 

• Business Intelligence environment for supporting 
knowledge management 
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training  

• Management of the innovation and eco-innovation 
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• Human-machine interfaces and knowledge 
visualization 
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Abstract—Sustainable  development  is  among  the  greatest

challenges of this century. Sustainability and development are ap-

parently opposite. The traditional approaches try to manage the

planet protection without taking the best from technology while

eco-innovation focus mainly on smart transportation, smart use

of  energy and water and waste recycling.  Many new concepts

such as Smart, Intelligent, Green or Wise City were invented to

promote … old technology. All these initiatives use data bases and

machine  to  machine  communication.  The  AI  approaches  and

techniques may be very useful not only for process optimization

but also for simulation before doing and education of new behav-

iors. This talk will present the principal advantages of using AI

for balancing planet protection and technological progress.

Index Terms—Sustainable develoment, Intelligent technology,

e-co-innovation, knowledge.

I.  INTRODUCTION

ECHNOLOGICAL progress  is considered as a powerful
engine of economy but, despite partial recycling, it gener-

ates a lot of waste and contributes to climatic changes. Com-
puters and smartphones are quickly out of date; new software
versions are available only on new devices. Most of these de-
vices are not eco-designed.

T

The quickly growing population of the cities represents a
lot to feed it is also a huge global market facilitated by commu-
nication  technology,  e-business,  and  transportation  means.
Google business model based on advertisements generates in-
tellectual and visual pollution and is an important theft of time
– time to find how to close the advertisement window or 30
seconds if this facility is not provided. The mass media pro-
motes the “to have more and to show” mentality, through ad-
vertisements and various entertainment programs. “Buy more,
throw away and buy new” are the engines of today business.
Opening to business and quick development of China and other
Asian  and  South  American  countries  offering  the  low labor
cost increases the relocation-out from origin countries, mainly
US and Europe, in search of quick business – in aim to offer
more for less and increase the firms’ income. This way of do-
ing increases also pollution in developing countries and the un-
employment in Europe and other developed countries. Besides,
we have to recycle products, often of poor quality, made some-
where else and travelling around the world by ships and air-
planes. 

Innovation is among contributors to planet disaster, because
the inventors  and designers  think about  functionality,  shape,

look and attractiveness and not about the overall behavior in-
side  the  environment.  Business  people  want  to  sell  more;
nowadays a global market is addressed without thinking about
the right values and right benefits. 

The eco-innovation movement claims to generate new busi-
nesses and jobs but the use of technology in the related activi-
ties is moderate. Corporate Social Responsibility aims to bal-
ance environmental, economic and social impacts with a little
use of traditional technology. Based mainly on norms, it aims
in having an impact on products design via Product Lifecycle
Management (PLM) software. Intelligent technology has a sig-
nificant role to play in balancing all these components. A con-
dition however is a capacity of different thinking and managing
all available knowledge and experience that apply. 

After  describing  main  trends  some  perspective  will  be
given on another way of doing and the role of intelligent tech-
nology in the transformation of society.

II. FROM SUSTAINABILITY TO SUSTAINABLE DEVELOPMENT

In biological  systems sustainability means long life.  Sys-
tems components influence each other and the balance of the
whole  system  is  the  condition  to  survive.  Human activities
have affected the balance of natural ecosystems [4, 5, 6]. 

Sustainable development  is  a  principle that  many people
claim to have invented. The definition of the European Union
is following:

“Sustainable Development stands for meeting the needs of
present generations without jeopardizing the ability of futures
generations to meet their own needs – in other words, a better
quality of life for everyone, now and for generations to come.
It  offers  a  vision  of  progress  that  integrates  immediate  and
longer-term objectives,  local  and  global  action,  and  regards
social, economic and environmental issues as inseparable and
interdependent components of human progress.” 

“Sustainable  development  will  not  be  brought  about  by
policies  only:  it  must  be  taken  up  by  society  at  large  as  a
principle guiding the many choices each citizen makes every
day, as well as the big political and economic decisions that
have to be taken. This requires profound changes in thinking,
in  economic  and  social  structures  and  in  consumption  and
production patterns”[2].

Sustainable  development  can  be  seen  as  a  process  for
meeting  human  development  goals  while  maintaining  the
ability  of  natural  systems  to  provide  the  required  natural
resources  and  ecosystem  services  upon  which  the  current
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economy and society depend. The greedy economic system is
not compatible with sustainable development. In this context
sustainable development is  oxymora – it is  impossible to be
sustainable  without  deep  understanding  of  our  natural
ecosystems (multidisciplinary knowledge) and without radical
change  of  behaviours,  objectives,  values,  political  and
economic  system.  Sustainable  development  is  an  attitude  to
learn and cultivate.

Various actions aiming in changing the way of acting and
doing  things  are  engaged,  mainly  by  individuals  and
organizations. Many of them are supported by social networks
and have potential to influence behaviours. For example, Uber
platform (and some others) connects people offering services
with those who need them. It is quick and effective, but out of
the current economic practices (taxes, companies…) and raise
conflicts between “old” and “new”. Serious games try to push
people to act [7].

Introducing the environmental  principles into a design of
products and services is a step forward. However the traditional
PLM tools should evolve to take into consideration a new way
of doing [8] by using simulators and optimizers. Technology is
able to provide a considerable help, but the way of thinking
should evolve to global, holistic and system [9]. For example,
aeronautic  and  automotive  industries  focus  on  lightening
weight and reducing carbon footprint, while other aspects can
also be considered.

Corporate Social Responsibility requires the integration of
environmental  aspects  into  design.  While  it  constraints
companies to take care about social and environmental impact,
they  should  also  focus  on  economic  performance.
Environmental  norms  (ISO  26000)  are  very  heavy;  it  is
impossible for a small company to check and respect all these
norms without loosing business. The intelligent technology can
help  checking  and  optimizing  things;  such  systems  are
prototyped [12].

To remain sustainable, development requires the intensive
use of available knowledge – individual and collective, from
related  domains,  from  the  past  and  currently  gained  from
experience. 

III. FROM ECO-INNOVATION TO E-CO-INNOVATION

According to European Union [3] there are many fields and
activities concerned, such as air, chemicals, green public pro-
curement, industry, marine and coast, biodiversity, noise, soil,
urban development, waste and water. The areas that should be
greened  are  agriculture,  employment,  energy,  fisheries,  re-
search, trade, transport…All are potential source of growth and
job creation. But in existing system and with current goals, atti-
tudes and practices, it can not work as expected. The greedy
economic system aims in producing and selling more. The in-
dustrial giants impose their products and absorb competitors. 

Circular  economy is promoted by some wise economists
and recently by European Union: “This means re-using, repair-
ing, refurbishing and recycling existing materials and products.
What used to be regarded as ‘waste’ can be turned into a re-
source. The aim is to look beyond waste and to close the loop
of  the  circular  economy.  All  resources  need  to  be  managed
more efficiently  throughout  their  life  cycle”  [16].  How they
face the current  practices  of planned and perceived  obsoles-
cence [17]?

Circular economy is just new business concept, but nothing
new – it has been practice in Poland in the 1950s and it is still
practiced in poor countries. Despite generating activities, recy-
cling uses the energy and generates pollution in many cases.
Repairing involves education of new know how and another
design,  that  should  be  encouraged  –  those  of  modular  and
reparable  and  reusable  products  (back  to  the  1950).  AI  ap-
proaches and techniques are very well suites to do that. 

Another approach, connecting the best from technology and
the best human capacity is those of e-co-innovation, consider-
ing all components, see Figure 1.

Fig. 1.  e-co-innovation principles [9]

E-co-innovation is based on past and present knowledge as
well as on a vision for the future. Its facets are ecological, eco-
nomic, educational,  electronic and ethical.  It  is  collaborative
and enables a convergence of intelligences. Inspired by nature,
respecting natural and digital ecosystems it is centered on hu-
mans; such dynamics will certainly contribute to avoiding un-
balance  and  a  loss  of  competitiveness  leading  to  economic,
ecological and social decline.

IV. CONTRIBUTION OF AI – EXAMPLE OF WISE CITY 

The recent trends of Smart City, Intelligent City, Green and
recently Wise City aim in providing services to citizens of be-
coming bigger  and bigger  cities.  Actually,  the population of
cities is growing for different reasons, among them job offer,
access  to services,  culture, immigration…This kind of initia-
tives  is  based  on linear  approximation that  in  2050 70% of
world population will be living in the Megapoles.  The other
factor is the ambition of politics to grow their territory. As con-
sequence  regional  economy  collapses  in  many  cases  and
should be reinvented using local talents and resources.

The  concept  of  Smart  City  was  probably  born  in  early
2000s.  In  aim  to  reboost  their  existing  technology  IBM
changed in 2010 a slogan to Smarter Planet. Cisco as network
provider is also involved. Intelligent City tries to be different
and  defines  integrated  model  of  intelligent  economy,  trans-
portation,  environment,  governance  and  services  for  citizens
[13]. The city of Nice (French Riviera) runs annually a confer-
ence on Innovative City [14]. Growing cities want to offer well
being to citizens by initiating Green City which main interest is
in architecture, gardening and social cohesion [15]. 

Among  the  lastest  trends  the  Wise  City  of  Hong  Kong
brings together  large  companies:  Schneider  Electric,  Alstom,
Veolia,  Thales  and KPMG, no room for  small  ones.  KPMG
claim to be integrator of all offers. They focus on improvement
of  living  conditions:  pollution,  access  to  clean  water,  waste
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treatment…Hong Kong with over 7 million of habitants pro-
duces 15,000 tones of waste daily and uses 60% more water
than New York. Buildings are heavy consumers and air pollu-
tion is 53% local. 

The Figure 2 gives some details on main project compo-
nents  which  are:  smart  energy,  smart  mobility,  smart  water,
smart public services, smart buildings, smart data centers and
smart  integration.  Public services offer  seems very poor. We
can notice that the offers  for energy and water are a part of
smart buildings. Data Center is certainly related to city man-
agement and we hope there is only one for all applications pro-
posed by partners.

Fig. 2.  Principal components of Wise City (source Schneider Electric, 2012)

Waste processing is not shown in this figure, because it is
managed  by  another  company.  Such  a  separation  generates
more business for each company. They do not try to build an
optimal (and cheaper) solution for the city in function of their
needs; they just adapt their respective offers. The analysis of
current situation and real needs is not published. 

A. What could be done

The Digital Agenda for Europe [15] points out the links be-
tween domains:  “Information and Communication Technolo-
gies (ICTs) enable us to see the connections between seemingly
disparate issues, like transport and energy or health and eco-
nomic growth, and help us find comprehensive solutions, for
example  in  the  European  Innovation  Partnerships  on  Smart
Cities and Communities and on Active and Healthy ageing”
[15]. Such thinking is vital for building integrated and reusable
solutions. 

“Sensors and embedded software make objects increasingly
interactive. Computer simulation makes a direct contribution to
sustainability issues, particularly with regard to environmental
protection, the scarcity of raw materials, and the emergence of
a low-carbon economy. Smart city ambition is offering their in-
habitants increased comfort, employment and economic devel-
opment.”

Since over 50 years now Artificial Intelligence developed
methods and techniques that are now embedded in many deci-
sion support systems, diagnostic and simulation tools, educa-
tional software, innovative electronic commerce, data, text and
image mining tools, creativity “amplifiers”, robots and drones. 

Combination of Knowledge Management method and Arti-
ficial  Intelligence  techniques  are  available  to  guide  and  en-
hance the architecture of an adapted, innovative and reusable
system for city management. The comprehension and common
discovery of needs may help innovating the both city and in-

volved  companies.  Implication  of  local  people  (citizens  and
companies),  sharing  their  talents,  knowledge  and  experience
may be beneficial  for  all.  Knowledge base  of  experience  of
smart cities around the word will avoid the waste on energy
and money for developing again and again the similar and not
connected data bases.

New attitudes can be influenced via peaceful and knowl-
edgeable  games  such  as  intelligent  purchase  for  less  waste,
reusing  the  packaging,  intelligent  use  of  water  and  energy,
avoiding or combining the transportations and other are a part
of fun learning for all. Behind there is strategy, problem solv-
ing, thinking and multisystem agents.

While robots were conceived to copy human intelligence
there are some useful robots designed to help human as indus-
trial or surgery robots, those able to diagnostic and fix complex
equipments in places difficult or dangerous to access, such as
control and monitoring cabinets, nuclear power plants or high
voltage stations.

Despite of available technology for distance meetings the
number of people travelling is still growing. Optimization tech-
niques such as constraint programming are helpful for optimiz-
ing  travel.  However  air  transportation  companies  have  their
own hub and an intelligent optimizer of travels is still missing.
The available “optimizers” such as kayak, sky scanner and oth-
ers works for their clients and not for travelers.

Smart cities open their data and wish to make business on
it. Data is as raw materials, but intelligent access to relevant in-
formation  allows  the  large-scale  dissemination,  analysis  and
use of data for the benefit of consumers and citizens. Analytics
are mainly used to find information in large amount of data.
The AI techniques of knowledge discovery, such as neural net-
works,  genetic  algorithms,  induction  or  other  multi-strategy
machine learning hybrid tools are available but underused.

Offering  the  targeted  services,  corresponding  to  the  real
user’s needs could be a great value. The effective matching of
offer and demand in many domains saves our time and help in
capturing opportunities. Smartphones and future devices em-
bedded with machine learning techniques shall learn from real-
time interaction  with the  user  and  not  from navigation  (too
many errors) or published profile only.

V. CONCLUSION AND FUTURE WORK

Only few examples of what can be done on city level were
presented here. The main rule is to apply suitable knowledge
management approach, involve the end users from the begin-
ning  and  use  the  best  adapted  techniques.  The  principle  of
modularity, reusability and genericity is still valuable for defin-
ing and building an effective and replicable system that really
support city management and offer expected services to citi-
zens,  organizations  and  companies  being  a  part  of  the  city
(holistic approach). 

The evaluation of the impact of city activities may lead to
right metrics for measuring progress and leadership. However
the balance between the use of technology and human capacity
should be preserved. Technology producers have tendency to
produce software and devices that think instead of the human
and take decisions for him/her. This kind of applications may
replace human at the long run and reduce his cognitive capac-
ity. That’s why we have to produce the applications that en-
hance human intelligence without switching it off. 
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The future work is about evaluating 6D impact (technologi-
cal, environmental, economic, social, cultural and cognitive) of
technology.
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Abstract—The paper deals with the problem of designing
diagnostic systems for technical objects such as power plant,
machining etc. The new approach for this problem that is based
on the methodology that are used in the design of machines
and some aspects of requirement engineering that derived from
the software area is considered in the article. In general case
the requirements may be used to formalized notation of the
project need, that described the designed diagnostic systems.
The evaluation of gathered set of requirements may be done
by using the specialized expert systems, that may be developed
as part of proposed approach. The whole process related to
gathering, writing and evaluation of requirements for the purpose
of designing diagnostic system is presented in the article.

I. INTRODUCTION

DURING the operation of technical objects, exists the
danger of occurrence various kinds of events, usually

summary called as faults, that may have the negative conse-
quences to the considered technical object and its immediate
vicinity. These faults may be caused by different factors
including the constructional errors committed during the de-
sign process, production errors associated with inaccuracy
of technological processes, operational errors related to non-
compliance with the prescribed terms of operation of the object
and obsolescence errors that are the results of natural changes
of object’s state e.g. decreasing of strength etc., [15]. Proba-
bility of occurrence of particular faults and their consequences
are interpreted as technical risk associated with the operated
object. From the mathematical point of view, the technical risk
may be written as:

Ri = Pi · ci, (1)

where Pi is the probability of occurrence of i-th fault and ci is
the possible costs/consequences connected with the occurrence
of this fault. In order to ensure the proper operation of a
technical object it is necessary to minimize the technical risk.
This can be achieved by diagnose the current technical state of
the considered object. This process can be perform by using
the diagnostic system that is designed specially for this object.

In technical diagnostics area it is assumed, that the technical
state of an object is a function of faults [10]. Therefore,
in order to correctly determine the state of the object it is
necessary to detect particular faults. Process of their detection
is performed based on available information about the existing
relationships between the value of selected signals, recorded

on considered technical object, and the possible faults. The
occurrence of specific values of signal, values of several
signals or e.g. values of selected features of these signals
(e.g. medium, standard deviation etc.) is called a symptom
of this fault. In the simplest case, the information about the
exceeded of permissible value of some signal (e.g. exceeding
the permissible rms value of vibration signal in the bearing
node) could be the symptom of the fault [13].

In the structure of typical diagnostic systems, the two
parts, the measurement and the software one can be distin-
guished [3]. The main purpose of the measurement part is to
record the value of selected signals and save them, according
to the assumed scheme, in the database e.g. in OPC servers.
The software part of diagnostic system is responsible for
the appropriate detection of faults. It consists of analysis of
recorded signals, including the designation of the necessary
features of these signals, and the inference about the technical
state of the object. In many cases, this process is carried
out by using advanced computational algorithms including
the artificial intelligence methods. The results of performed
analysis are presented (depending on the class of the diagnos-
tic system) through various techniques e.g. sound and light
alarms, synoptic screens, sms and email notifications etc.

The purpose of this article is to present the new approach
to the designing of the diagnostic systems. This approach will
be based on general methodology that are used in the design
of machines and the introduction to it a some modifications.
They are necessary because the specificity of the field which
is the technical diagnostics must be taken into account [1], [2].

II. DIAGNOSTIC SYSTEMS DESIGN METHOD

In general case the process of design machines is a multi-
stage. It begins from the definition of the need. At the general
level of detail it expresses the expectations that should be met
by the developed technical object. It is important to note, that
the need cannot impose any restrictions and itself cannot define
any potential solutions. In the next stage, with using various
techniques such as brainstorming, teamwork, morphological
table etc., the set of possible solutions is generated. After
appropriate analysis and evaluation, the optimal solution is se-
lected from this set. This one best meets the evaluation criteria
and housed in imposed or adopted project limitations [7].
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Taking into account that the need to develop a diagnostic
system is the main project’s need, it may be seen that the
direct use of this approach to the design of diagnostic systems,
encounters to the some problems at the stage of development
possible solutions of this system. This is due to the necessity to
take into account the wide knowledge about technical object,
the ways of its diagnosis (methods of measurement, signal
analysis etc.), accepted limitations etc., [5]. For this reason, it
is not possible to define the set of potential solutions of the
diagnostic system directly from the defined need. This problem
can be solved by using an additional project’s stage, during
which the formalized description of the need is prepared. Due
to the fact that the diagnostic system contains the software
part that is responsible for analyzing of the signals and
inference about object state, it seems reasonable to use certain
design techniques that are directly derived from the software
engineering area. The sets of requirements that describe the
expected functionality of the designed systems are one of
them.

In the process of designing the diagnostic systems re-
quirements can be used to formalize the notation of the
project’s need. Within the defined need, some characteristic
functionalities that are necessary from the diagnostic system
point of view may be extracted. These functionalities can be
accurately characterized by applying the requirements with the
hierarchical structure. Stored in such way the need, would
be better expressed/described expectations about the potential
diagnostic system solutions, because it will take into con-
sideration the specificity of the field which is the technical
diagnostics and the characteristics of the technical object for
which there is a need to develop a diagnostic system. Based on
such formalized need it is possible to develop/generate a set of
possible solutions of the diagnostic system. In the next stage
of the design process, these solutions will be evaluated on the
basis of the set of established criteria, wherein these criteria
may be defined/derived from a set of defined requirements.

Individual requirements may be defined based on the avail-
able diagnostic and operation knowledge, knowledge about
the considered technical object etc. An important advantage
of the use of requirements in the design process is the ability
to define the individual requirements by independent persons,
so-called domain experts. This is particularly important in the
area of technical diagnostics, due to the fact that the modern
technical objects are very often complicated and the design
the diagnostic system by the small group of people may be
very difficult.

III. REQUIREMENT ENGINEERING

In literature, there are available many different definitions
of the term requirement e.g. in [12], [16] or [17]. For the
purpose of presented studies, the following statement may
be assumed: Requirement is a formalized description of func-
tion/atributte, that designed object should realize/meet. Just as
in the literature exist many definition of the term requirement,
the different divisions and classifications of requirements exist
also. However, two groups of requirements i.e. functional and

Need

knowledge:
diagnostic,
maintenance etc

Generation of the
set of requirements

Generation of the set
of possible solutions

Selection of
optimal solutionCriteria

Fig. 1. Scheme of the proposed diagnostic systems design process

nonfunctional requirements are usually distinguished. Func-
tional requirements describe the basic functions of the system,
i.e. the way in which the system operates, colloquially what
the system should to do. This, how the particular functions
of the system should be implemented is described by the
nonfunctional requirements. Very often there are also called
as a quality requirements due to the fact that they describe
the operation of the system (implementation of particular
functional requirements) from the quality point of view. Re-
peatedly, an overall evaluation of the developed system and
the recognition that the system has been developed according
to the assumptions depend from them [12], [16].

IV. NOTATION OF THE SET OF REQUIREMENTS

The use of requirements for the purpose of formalized
description of the need, requires the introduction some ad-
ditional assumptions, that are not seen in the software en-
gineering area. These assumptions are connected with the
necessity of adoption of a specific manner of notation of
defined requirements. This notation is caused by the specific
properties of the area that is the technical diagnostics. Namely,
the detection of individual faults is considered as the major
functionality of the diagnostic system. In order to achieve
this task, certain diagnostic rules (symptoms of faults) should
be applied. Each diagnostic rule may be realized with using
some measurement methods e.g. measurement and analysis
of temperature, vibration measurement etc., which include
various types of sensors, measurement cards etc. All of these
elements must be saved as a component of the established
definition of the requirement.

Taking into account the mentioned remarks, each functional
requirements reqi may be recorded as

reqi =< cr, attrr, pfr, drule >, (2)

where:
cr – content of requirement, attrr – attributes of requirement,
pfr – preference factor, drule – diagnostic rule.
The content of the requirement is the description of the
functionality of the diagnostic system. It is related with the
necessity of detection on specific fault e.g. The necessity to
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Fig. 2. Morphological table with the set of possible solutions of diagnostic
system project

detect breakage of the gear tooth. For each requirement it is
possible to assignment some set of attributes,

attrr = {attrr1, attrr2, ...}, (3)

which are used to detail the description of this requirement and
are the basis for evaluating the usability of the functionality
which are described by this requirement. Level of reduction the
probability of fault occurrence described by the requirement,
or level of reduction of costs associated with the occurrence
of this fault may the examples of these attributes. For each
functional requirement, is possible to assign some value from
the range < 0; 1 >, called the degree of preference. It
expresses the need to take into account this requirement in the
final solution of the diagnostic system. Preference factor may
be considered as a subjective assessment of the suitability of
the given requirement to the achieve by the diagnostic system
the established goal, which is the minimization of technical
risk. For each functional requirement is possible to define the
set of possible diagnostic rules:

drule = {drule1, drule2, ...}, (4)

which are used to detect the specific fault. Each diagnostic
rule is expressed as:

drulei =< cdr, attrdr, pfdr, subs, ko > . (5)

Scheme of marks is similar like in the case of requirements.
So cdr is a verbal description of the rule, e.g. exceeded
the root mean square value of vibration signal, attrdr is
a set of possible attributes, that may be used to accurately
describe each of the rule e.g. level of the false alarms, and
pfdr is a degree of preference assigned to each rule. Each
of the diagnostic rules may be fulfilled by using different
measurement systems, for the purpose of this study, called
subsystems. Each subsystem subsi may be expressed as:

subsi =< elem, attrs, pfs >, (6)

where:
elem – subsystem elements, atrrs – attributes of subsystems,
pfs – preference factor.
Each element of subsystem may be considered as:

elemi =< elemtype, elemvalue, attr >, (7)

where elemtype is a type of element, e.g. relative vibration
sensor, measurement card (DAQ card) etc. and elemvalue

is a possible items of the specific element type, that is,
e.g. specific sensors from catalogues of certain producent.
These elements may be described by numerous attributes
attr e.g. measurement range, sensitivity, cost etc. For the
purpose of limiting the applicability of the selected elements
included in the subsystems, it is possible to define a set of
limiting criteria ko that are assigned to each diagnostic rules
drulei. Diagnostic rules and subsystems assigned to them
may be regarded as non-functional requirements defined for
selected functional requirements, that describe the necessity
to detection of individual faults.

Requirements (i.e. hierarchically saved elements reqi,
drulei and subsi), that are gathered by using the proposed
method, describe in the formalized manner the project’s need.
Based on this formalized need, it is possible to generate the
set of possible solutions of the diagnostic system. To perform
this operation it is necessary to use the catalog of possible
elements that are the part of subsystems subsi, and take
into account the limiting criteria. In this way, for the defined
combination of functional requirement - diagnostic rule, is
generated a set of possible subsystems. These three elements
i.e. functional requirement, diagnostic rule and subsystem
are the component of the project of the diagnostic system.
Morphological table [18] (see example in Fig. 2) may be used
for easier presentation the set of possible solutions of this
diagnostic system.

In order to use the proposed method of formalization of
project’s need, it is necessary to answer on two fundamental
questions. First of all, how to acquire the necessary set of re-
quirements. And the second, how to evaluate the generated set
of possible solutions so as to choose the optimal solution. The
answer to these two questions is contained in two successive
chapters.

V. REQUIREMENTS ACQUISITION

The process of gathering the requirements for the purpose of
design diagnostic system is not an easy task. As in the software
engineering area [12], [16], it depends on many factors, in-
cluding the availability of knowledge about the possible faults
of object, methods of their diagnosis etc., [5]. The process
of obtaining the relevant requirements, should therefore be
adaptive aided by using different kinds of knowledge banks,
catalogues of elements, etc. In general case, for each technical
object it is possible to develop a so-called catalog of hazardous
events, which includes the possible faults of its individual
components. For individual fault, it is possible to estimate
the risk (probability/frequency of occurrence of the event, the
potential costs of the consequences of this event) associated
with their occurrence. Based on this set of faults, it is possible
to define the set of diagnostic rules, that include typical
symptoms of individual faults. For the purpose of describing
the subsystems that are used to provide various diagnostic
rules, it is possible to create a catalog of elements in the form
of pairs: element type - a list of elements.
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Using data banks prepared in this way, is possible to perform
the process of requirements acquisition, that assumes the defin-
ing of following elements that are included in the definition of
requirements, in hierarchical order, i.e. functional requirement,
diagnostic rule and subsystem, whereby during this stage, it is
possible to use the pre-defined knowledge banks. It is assumed
that, depending on the needs and the technical possibilities
(see Sec. VII) for individual objects may be assigned different
attributes. These attributes are the basis for assessment of
the suitability of individual requirements, and also allow to
generate a set of possible solutions of the diagnostic system.
Additionally, it is assumed that during the stage of defining
the diagnostic rules, it is possible to define the limits (limiting
criteria) that must be met by the subsystems used to implement
the specific diagnostic rule. However, the limiting criteria must
refer to the attributes assigned to individual elements.

An important advantage of using this approach is the possi-
bility of a separate preparation knowledge banks and acquiring
the set of requirements. Both of these stages can be performed
not only independently, but also by different persons, such as
domain experts. The entire process of obtaining requirements
can be further simplified by making the decomposition of the
technical object and define the requirements for such separate
components.

VI. REQUIREMENTS EVALUATION

In the software engineering area the process of evaluation of
obtained requirements takes many forms. However, it usually
amounts to the negotiation between the customer that order
the project and its potential developer. Each of them articulate
own needs and expectations. After a series of conversations,
they together agree a final set of established requirements [8].
This approach, due to the several factors cannot directly be
used in the case of designing the diagnostic systems. The first
of them is the lack of explicit customer for the requirements
negotiation process. A person who contracts or expresses the
need to perform diagnostic system in many cases not have
complete knowledge about the considered technical object.
Therefore, this person will not be able to correctly assess the
whole set of requirements. Additionally, in many cases the
knowledge about technical object, particularly the knowledge
about the manner of its diagnosis may not be fully accessible
and good quality. So, it is necessary to apply a some software
system, that will be support the process of evaluation of
requirements based on the collected data. This system may
be treated as a virtual customer, that represents the technical
object and articulates the necessary requirements.

The overall objective of the stage of the requirements
evaluation, is to determine the answer for two fundamental
questions, namely:

• what should be the functionalities of the diagnostic sys-
tem, i.e. which faults should be detected by the diagnostic
system and which diagnostic rules should be applied for
this purpose,

• what should be the structure of the diagnostic system, i.e.
which subsystems that carrying out specific diagnostic

rules should be applied and which items from available
element types should be used.

For the purpose of carrying out the mentioned above activities,
it seems reasonable to develop an expert system. It allows
not only to carry out the process of inference about the
usefulness of individual requirements, taking into account the
existing data/information, but also the assessment of individual
solutions of the diagnostic system in order to select an optimal
solution.

The basic components of a typical expert system is a
knowledge base, database, inference algorithm and the user
interface, through which is provided the access to the individ-
ual components of system [14]. The use of expert system for
the described purposes, requires the develop of the knowledge
base in the appropriate form. This is due to the necessity
to take into account the numerous set of attributes, based
on which will be performed the process of evaluating of
individual requirements. For the purpose of developing the
knowledge base the graphic models e.g statement networks [4]
or belief network [9], [11] can be used. In considered case the
belief networks are used.

Belief network is a directed graph G in which the set of
nodes N and set of directed edges V may be distinguished.
Nodes of this network are used to represent the available
information on observed facts and made observations. Causal
relationships between the selected facts are represented by
defined edges between the relevant nodes. The size of the
impact of individual nodes to each other is determined in the
conditional probabilities tables that are defined for each of
nodes.

In the presented case, the structure of required belief net-
works is constant. Example of the structure of the required
network that is necessary to represent the knowledge asso-
ciated with the functional requirements is shown in Fig. 3.
Nodes of four classes i.e. requirements, attributes for require-
ments, criteria, and auxiliary nodes exist in this structure.
The attributes and criteria for attributes are the input nodes,
while the functional requirements are the output nodes. As the
values of the attributes nodes, qualitative data collected at the
stage of defining requirements are introduced. Criterion node
determines whether the attribute is important from the point
of view of the project of a diagnostic system. Conditional
probability tables are fixed for nodes within each group and
may be elaborated based on available literature data or expert’s
knowledge. In the same way the network for diagnostic rules
can be defined. As a result of the inference process, for the
individual functional requirements and diagnostic rules the
preference factor is assigned. The value of this factor indicates
about whether the certain solution (requirement or diagnostic
rule) is desirable in the designed diagnostic system.

The stage of assessment of subsystems is the next process
that can be performed by using expert system. It is assumed,
that based on the obtained database of elements and defined
constraints imposed on the subsystems, is possible to generate
very large set of potential subsystems. The process of their
evaluation involves the use of optimization functions, that
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Fig. 3. Structure of belief network for considered task, ANi – auxiliary node

looking for the best solution. The most commonly used func-
tions minimize or maximize the value of one or more attributes
assigned to the individual elements e.g. cost minimization. In
this way the set of desirable functional requirements and rules
and within their the optimal subsystems are determined. The
optimal structure of the diagnostic system is generated by the
choice of a certain subset of functional requirements (e.g. those
for which the appointed degree of preference is greater than the
certain predetermined value) and iterative merge of selected
subsystems. The iterative merge assumes, that is possible to
omit certain elements of subsystems, for example measure-
ment cards, because they are already elements of another
subsystems and can be used repeatedly. This approach allows
in many cases to simplify the structure of the diagnostic system
as well as to reduce its cost.

VII. SHORT EXAMPLE OF PROPOSED APPROACH

For the purpose of presentation described in this article
the method of aided the development of diagnostic systems
process, one simple example will be presented. A simple
technical object which is typical rotating machine equipped
with the ball bearings is considered. For this object it is
possible to define the needs that may be written as: determine
the current technical state of the object. As it has already been
mentioned, this need may be met by developing appropriate
diagnostic system. For such defined problem, it is possible to
begin the process of defining requirements. As a result of this
process, the set of functional requirements may be defined.
Examples of these requirements may be given as follows:

• req1 – the need to detect the wear of the bearing raceway,
• req2 – the need to detect crack of the outer raceway of

the bearing.
These requirements may be described by the following at-
tributes:

• the level of reduction of the probability of fault occur-
rence,

• the level of reduction of cost associated with occurrence
of fault,

• downtime of the object after fault occurrence,
• the applicability of the requirement in other projects of

the diagnostic systems.
Considering only the requirement req1, it is possible to define
for it a diagnostic rule written as, drule1 – exceeding the

Fig. 4. Belief network with elementary data

allowable root mean square value of vibration signal in the
bearing, and the limiting criterion for the subsystem on the
content: measuring range up to 10kHz. Diagnostic rule drule1
can be realized by the subsystem of the structure: absolute vi-
bration sensor, connecting cables, measuring card and software
for signal analysis. Fragment of a possible catalog of available
sensors may include for example such elements as: CMSS
2100, CMSS 2100T, CMSS 2200, CMSS 780C, CMSS 2100
etc. all of these sensors are produced by the SKF company.
Described process of requirements defining should be carried
out in the same way for the remaining functional requirements.
For the purpose of the presentation the inference process with
using the belief networks the Netica environment was used.
The defined statements network for the elementary data is
shown in Fig. 4. The network structure is consistent with the
assumptions shown in Fig. 3 and described in Sec. VI. After
entering to the network the data related with: the probability
of occurrence of considered fault, possible cost of the fault
occurrence and information about the necessity to take into
account some attributes, the value of preference factor for
the considered requirement will be appointed (see Fig. 5).
The next stage of the assessment involves the selection of the
optimal form of the subsystem. For this purpose, based on the
available sets of items and the defined limiting criterion, the
set of possible solutions is generated. In this set the solution
characterized by the minimum cost is now sought.

Taking into account that for the considered technical object,
it is possible to define large set of requirements, the described
the way of proceeding should be carried out for each of them.
At the end, it is necessary to carry out the optimization of
the whole structure of diagnostic system, to exclude repeating
items.

VIII. ENVIRONMENT FOR DIAGNOSTIC SYSTEMS DESIGN
PROCESS

Presented in this article, the method of elaborating of
the projects of the diagnostic systems, may be aided by
using a dedicated software environment. Four main modules,
i.e. requirements acquisition module, requirements evaluation
module, presentation module as well as database may be dis-
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Fig. 5. Belief network after entering the obtained data

tinguished in the structure of this environment. Requirements
acquisition module is responsible for collecting and storing
requirements that describe developed diagnostic system. It
cooperates with the banks of knowledge, in which are recorded
information about known collections of faults, possible diag-
nostic rules, and known catalogues of elements in the form
of pairs type of element - element. Based on the defined
functional requirements and diagnostic rules the knowledge
base for expert system is generated. The inference process will
be carried out by using the package REx that is developed in R
programming language [6]. The preference factot is assigned
to each functional requirements and diagnostic rules as the
result of inference process. The process of evaluating the
individual subsystems and integration of the overall project
of the diagnostic system will be performed in the evaluation
module. For the purpose of presentation of the results the
presentation module will be used, while the individual data,
knowledge, etc. will be stored in the suitably developed
database. Currently this environment is under construction.

IX. CONCLUSION

The process of designing the diagnostic systems is a very
complex task. In many cases these systems are prepared for
the critical machines e.g. turbines of power plant, etc. that
appropriate diagnosis is essential. During the design process
of these systems is necessary to take into account numerous
factors including available knowledge, existing limitations etc.
In order to properly management of the available data, it is
necessary to support the process of defining the diagnostic
systems. For these purposes the set of requirements may be
used. The used requirements may formalize the notation of
the main project need. The formalized notation of the need
assumes that exist three elements i.e. functional requirements,
diagnostic rules and subsystems. Each of these elements can be
developed based on existing catalogues of faults, measurement
systems or catalogues of elements of those systems. Based
on the formalized project need it is possible to generate the
set of possible solution of the diagnostic systems. Because
the evaluation of these solution, there is the selecting of the

optimal solution is a challenging task, the additional software
environment so-called expert system may be used. As a result
of the use of expert system the optimal solution of the
designed diagnostic system is isolated. Each of the necessary
stages of the proposed approach may be performed by using
specialized environment which is currently being developed.
Future work will be related to the testing of this environment
and removing possible inconveniences and drawbacks of the
proposed method.
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Abstract— One of the basic features of the information 

society is a constant acquisition of information. This 

information can be obtained from various sources. One 

source is the Internet environment. In this environment, 

you can use the standard communication of information 

on the web. The disadvantage of this approach is the lack 

of assessment of knowledge by the recipient. If you want to 

professionally lead the learning process then we have to 

use distance learning technologies. The use of distance 

learning systems, forcing the recipient to the following 

activities: acquire new knowledge and its evaluation. Note, 

however, that the knowledge in the course offered must be 

current. Then it makes sense to use distance learning 

systems. 

The paper will be presented process approach to 

management knowledge objects managerial expertise for 

distance learning systems. Process management is carried 

out in the following steps. knowledge acquisition, 

knowledge Locating, developing knowledge, preservation 

of knowledge, knowledge sharing, knowledge utilization. 

The use of learning objects taking into account the process 

approach to improving the quality of the courses offered in 

the form of e-learning. 

 

Keywords: e-learning, knowledge, knowledge 

management, knowledge object, knowledge management 

process approach. 

I. INTRODUCTION  

The traditional model of the teacher - student knowledge 

transfer becomes quite a big limitation. The limitation is due 

to lack of time and logistic reasons. However, keep in mind 

that this model is good especially when you consider news 

aspect of their contents. In order to try to alleviate the 

constraints are involved with information technology 

solutions such as e-learning. From the point of view of the 

process of communicating, content society is already so 

educated, that it does not have much of a problem. The 

problem, however, lies in the interior of such a system. 

Didactic units are created by traditional human team. 

Immediately after completion of the work related to the 

availability of content is generally rated very well. However, 

after some time, a substantive assessment related to the 

content will be increasingly lower until it can be quite 

inadequate to the environment and the existing state of 

knowledge in the field. In order to avoid this uncomfortable 

situation a didactic unit or course must be constantly 

evaluated. Any derogation as to the content on a regular 

basis must be corrected to prevent such a situation that 

learners will use the outdated knowledge without this 

awareness. However, to improve the content can not be 

consistently implemented from the outset. Such an approach 

leads to a significant prolongation update the content of the 

course. The speed associated with upgrading the content is 

inherent to the process of knowledge management. If you 

consider elements of knowledge management in this course 

including activities associated with the creation or update it, 

will no longer be time-consuming. Note, however, that 

implemented elements of knowledge management in e-

learning systems will not eliminate the traditional mentor in 

preparation for the actual content of educational material [1] 

[2]. 

I.  LEARNING OBJECTS IN EDUCATIONAL MATERIALS 

The information society is a new type of society, which is 

characterized by information processing. One of the sectors 

which is engaged in information processing is education. 

Traditionally provided education requires challenges for 

mentors returning knowledge through lectures, exercises, 

conservatories and laboratories. Progressive growth of 

information generated by the various institutions of this 

society compels members to look into the issue of the 

organization of knowledge. In the eighties of the last century 

we had seen very rapid growth in the use of information 

technology in teaching [3]. Mentors began to prepare classes 

with the use of tools. It was noted unsatisfactonary with 

these solutions related to the teaching process. There were 

tools (course management systems), which in a 

comprehensive manner solved the problems of teaching. 

However, even here there are problems. Each of the mentors 

worked out on an individual didactic material for the course. 

The development of such a course would be individual to the 

issue and was of the author. In addition, be aware of the 

dynamics of the environment from the point of view: 

 time that provides more and more information in the 

following units of time, 

 a place that generates information specific to their 

environment. 

But the uniqueness of feature associated with the time to 

create such a course. The preparation of such teaching 
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material that takes into account any change of scene and 

adjusts to the time and place is very difficult. This problem 

can be solved by developing courses using the components. 

Components of the so-called learning objects (learning 

object - LO). The concept of learning objects was first 

described in the work of Gerard in 1967. Initially, this 

concept does not use the term object of knowledge. The first 

time the concept of learning object was used 1994 by Wayne 

Hodgins, who created a working group Computer Education 

Management Association (CEdMa) dealing with objects of 

knowledge [12]. 

In the literature you can find many definitions of learning 

objects. 

General Definition - the object of knowledge is any 

element constituting a whole (entity) in digital form or not, 

which can be used in the process of learning, teaching or 

training. 

This learning object is the smallest independent structural 

elements comprising three components: 

 purpose - specifying expected outcomes of learning / 

teaching; 

 activity - that this part of the knowledge element, which 

achieves the objective pursued; 

 evaluation - allows an indication of how the expected 

objective has been achieved. 

According to Mr Shepherd - the object of knowledge is a 

small, digital reusable component that can be used - alone or 

in combination with others - using computer software by the 

creator of the content or independently by the learner, for 

educational purposes [5]. 

According to S. Mills - the object of knowledge can be 

used to meet the teaching and the intended results can be 

borrowed from a different educational environment. 

Knowledge reusable objects are associated with electronic 

educational sources that can be used by different learning 

environments [14]. 

Definition author - learning objects are self-contained and 

independent objects that describe a reality that can be used 

an infinite number of times in various educational courses. 

The creation of such an object is very difficult. Creating a 

learning object should take into account quality of 

universality. This will ensure that the use of such a universal 

object in other educational materials. 

The object of knowledge is an independent piece of 

information, which might function independently, designed 

for reuse, used to create a lecture held at a distance. The 

object of knowledge is associated with: 

 content / object content, 

 metadata (tags) that describe the object keywords, 

 educational material management systems LMS / 

LCMS (Learning Management System / Learning 

Content Management System). 

The figure below (Fig. 1) shows the relationship between 

the object of knowledge, metadata and educational material 

management systems. 

 

 
 

Fig. 1. Environment  the object of knowledge 

Source: Own study based on: http://www.itpedia.pl/ 

index.php/Grafika:E-lear_5.jpg 

 

From the above considerations the common elements of 

knowledge object definition can be derived:: 

 content - the purpose of training, content and actions in 

the area of knowledge transfer needed to achieve this 

goal and objective assessment reflecting the training, 

 size or time needed to take advantage of knowledge - 

party knowledge that assimilation takes no more than 15 

minutes, 

 context and characteristics - knowledge that can operate 

independently and be delivered to the listener, if 

necessary, exactly on time and in sufficient quantity, 

 labeling and remembering - the part of knowledge that 

describes a standardized set of tags. 

 

 
 

Fig. 2. Schematic combining learning objects into a 

finished course 

Source: Own study based on http://www.itpedia.pl/ 

index.php/Grafika:E-lear_6.jpg 
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The object of knowledge can be represented by: text, 

graphic image, animation, multimedia audio, video [4]. a 

combination of these elements [13]. 

Learning objects are managed via the Learning 

Management System (LMS). Learning objects can be 

grouped into thematic repositories individually determined 

by the management of these facilities.  

Repository - the place for orderly storage of documents, 

all of which are designed for sharing. The concept identified 

with the main storage, the central, but designed in such a 

way that access to all of its resources was equally easy. In 

the era of information technology there is also a term used in 

relation to all sorts of digital resources (databases, set of 

packages or source code), for example on the Internet [14]. 

Repository relates primarily to storage, and no sharing. It 

is a storage at the same time: the main, central, current and 

easily accessible. 

Knowledge repository - a repository of documents with 

specific subject matter, with a specific to the field of 

mechanisms that facilitate access to information, or / and 

mechanisms for synthesizing additional information based 

on content stored documents. 

Repository of domain, also called thematic repository and 

the repository of knowledge, according to. Lexicon Distance 

learning: the repository is a storage place structured domain 

knowledge, intended for repeated use in different contexts. 

Knowledge is presented in the form of a portion called - LO 

(Learning Object) In other words, it is a specialized 

computer system, which performs the functions of storing, 

sharing and modifying structured domain knowledge. 

Features a repository of knowledge 

 completeness - chronological, thematic, etc, 

 timeliness - the new data may change old, 

 relationships - mapped data relationships, 

 searchability - FTS, taxonomies, 

 accessibility - digital form, the Internet, PDAs, Epaper. 

In the picture above (Fig. 2) learning objects are divided 

into two repositories: 

 practical (Pn) - contains objects resulting from the 

observation of reality, case studies, calculations, 

collected empirical material 

 theoretical (Tn) - contains objects resulting from the 

theory related to the matter, definitions, concepts, 

structure, interpretations, which are contained in the 

books, published in the form of compact or posted on 

websites. 

This approach allows the use of multiple learning object 

developed in various courses. It was only at the stage of 

designing the course designer can benefit from such a 

facility in order to obtain a particular course. 

II. THE EVOLUTION OF KNOWLEDGE  

The organization of the knowledge allows you to achieve 

new opportunities. Accordingly the strategy of its 

organization can contribute to a rapid response to stimuli 

from the environment. The strategy becomes a tool for 

organizing the accumulated knowledge from a particular 

individual. Be aware of the fact that the ordering of 

knowledge should be fully aware of the act and the result of 

a desire to dominate over its generation by a number of 

individual and collective objects. Mastering the body of 

knowledge related to the functioning of the matter may 

become the primary factor leading to success. We must 

realize that today's information society generates enormous 

amount of information even in the smallest unit of time. 

Organizing them as a whole would be an extremely difficult 

issue to pursue. Information technology organization is 

trying to help this knowledge as a whole. You can mention 

the concept of big data, which lets you store knowledge 

objects. At present, it is a challenge for the information 

society, which must determine the direction of its activities 

for the coming years. Currently, a better solution is to adopt 

a strategy for organizing knowledge in very limited areas, 

resulting from specialization. Such organized knowledge 

will be useful for potential people who would want to solve 

the problems of an individual or for the environment. Such 

an approach requires a focus on a very narrow area of 

activity. This leads to specialization of an individual or 

collective entity in the field of influence. The limited 

approach to knowledge organization for the area allows you 

to assign its high utility value. The big economic 

corporations using so organized knowledge can make 

decisions of a strategic nature. Of course, because of the 

dynamics of the environment when making strategic 

decisions should take into account current knowledge and 

adapt in activities that may result in the future. 

 

 
Fig. 3. The evolution of knowledge 

Source: Own study 
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The process of evolution of knowledge is dependent on 

time. In the figure above (Fig. 3) the process of evolution is 

shown in five steps: 

 Knowledge today - it is the state of knowledge on a 

specific state of our reality.  

 Change of knowledge - a process based on the fact that 

by comparing the state of knowledge in the information 

system with real environment arising.  

 Action on knowledge - declare that appeared in the 

environment or you may receive new knowledge forces 

administrators to system.  

 Measurement of knowledge - at this stage the control of 

the state of knowledge in the information system of the 

update knowledge of the environment.  

 Knowledge in future -  it reaches the result of this step is 

to ensure comparability of knowledge in the system and 

the knowledge derived from the environment. After this 

stage, your “future” knowledge becomes “today” and 

may be used by the public. 

The evolution of knowledge is an iterative process. 

Depending on the knowledge of frequency witch be very 

different. Knowledge can be changed in very short periods 

of time. 

III. PROCESS APPROACH TO KNOWLEDGE MANAGEMENT  

In a process approach the following are taken into account 

by G. Prost, S. Raub, K. Romhardt: 

 locating knowledge, 

 acquisition knowledge, 

 developing knowledge, 

 preserving knowledge, 

 sharing knowledge, 

 using the knowledge (Fig. 4)[11] [7] 

 

 
Fig. 4. Elements of knowledge management 

Source: Own study [11] 

 

Locating of knowledge - a basic function of solving the 

above problems. However, you will notice that the users in 

defining the demand for expertise in early stage have very 

big problems with identifying what knowledge they need.  

Acquisition knowledge - knowledge can come from 

different sources. Each of the entities in the end generates a 

knowledge of the differentiated value.  

Developing knowledge - it is the process of acquiring 

complementary expertise. The mere knowledge acquisition 

over time due to turbulence of the environment can lead to 

stagnation of the acquired knowledge.  

Preserving knowledge - can work the right tools and 

means of media in order to replay, as well as activities 

undertaken in the field of detention experienced and skilled 

employees, as the most severe form of loss.  

Sharing knowledge and its dissemination - this is one of 

the most difficult processes of knowledge management. 

Because of the development of the information society 

consciousness more and more we appreciate its value.  

Using the knowledge - is a process that is used to achieve 

the objective of the organization. The organization wanting 

to accomplish their goal should seek to use the findings 

obtained.  

 
Fig. 5. Knowledge management environment 

Source: Own study [11] 

 

The activation of any of the six elements determines the 

assessment of knowledge. If the assessment of knowledge is 

inadequate to the knowledge of the environment it must be 

restored to its desired state - founded at the beginning of the 

creation of educational material. 

The proposed approach will allow for an immediate 

reaction on outdated knowledge in the e-learning system. 

IV. LCMS AS AN EXAMPLE OF A PROCESS APPROACH TO 

MANAGERIAL KNOWLEDGE MANAGEMENT  

Learning Content Management System (LCMS) is a 

software application that allows content management 

training. The LCMS helps you to create, use, locate, deliver, 

manage and improve training content.  
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The LCMS is able to locate and deliver to the end user the 

personalized training unit to cater to a single request, or to 

provide more elements of the course. Fig. 6 shows the 

managerial knowledge management process through e-

learning system - Learning Content Management System 

(LCMS) [8]. 

 

 
Fig. 6. Knowledge management environment 

Source: Own study 

 

Each course is a complex system, which (in the design) 

can be divided into small separate objects, called "learning 

objects" and that after the merge create the course content. 

Fig. 6 shows how you can create repositories managerial 

knowledge specific to the operating level, management and 

strategic management of the organization [6]. 

The basic components of the system LCMS are: 

� Repository of learning objects - it is a centralized 

database in which content knowledge are stored and 

managed. Content can be made available to users as a 

single object of knowledge, in the form of larger 

modules or as an entire course, according to individual 

requirements. 

� Automated authentication application -  it is used 

when creating reusable learning objects, which are 

available from the repository using templates containing 

scenarios, training design principles. It supports both 

authors, slingshots automates the development of 

learning objects. 

� Dynamic publishing interface - provides learning 

objects based on profiles, preliminary tests and / or user 

queries. 

� Administration - it is used to manage lists of users 

sharing directories courses with courses, tracking and 

reporting the progress of the participants [9]. 

Functional modules of LCMS (Learning Content 

Management System): 

� The object repository - the module object repository is 

a central database in which are stored all the elements 

included in the course. From this place objects that 

make e-learning training they are sent to the students. 

� The module automates build courses - in this module 

to create the objects included in the rate (SCO - 

Sharable Content Objects) module facilitates work by 

providing templates, as well as the full list of existing 

objects. which can be re-utilization, processed, copied.  

� The distribution of courses - foreign distribution 

module allows you to share courses to students 

according to established profiles. It also allows you to 

track the progress of the trainee and reports the results 

of exercise testing questions. 

� Administration module - it is used to manage the 

process of learning: account management trainees, 

providing them with courses, tracking the progress of 

science and carry out other administrative tasks [10]. 

The following figure (Fig. 8) shows the overall process 

of creating the course.  

 

 
Fig. 8. The process of creating e-learning course 

Source: Own study 

 

In the process of building the e-learning course we should 

use the LCMS system. It will help to support the knowledge 

management function. Thanks to this course it will be able to 

quickly adapt to changes resulting from the dynamics of the 

environment. The figure below illustrates the LCMS system 

in the environment of knowledge management functions. 

 

 
Fig. 9. LCMS in an environment of knowledge 

management function 

Source: Own study 

 

The following analysis will be carried out to present the 

LCMS system due to the components. 

Components - Repository of learning objects - of the 

system LCMS supports: 

 locating knowledge, 
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 acquisition knowledge, 

 developing knowledge, 

 preserving knowledge, 

 sharing knowledge, 

 using knowledge. 

Components - Automated authentication application – 

of the system LCMS supports: 

 locating knowledge, 

 acquisition knowledge, 

 developing knowledge, 

 preserving knowledge, 

 sharing knowledge, 

 using knowledge. 

Components - Dynamic publishing interface – of the 

system LCMS supports: 

 acquisition knowledge, 

 preserving knowledge, 

 using knowledge. 

Components - Administation – of the system LCMS 

supports: 

 acquisition knowledge, 

 develop knowledge, 

 preserving knowledge, 

 sharing knowledge, 

 using knowledge. 

The above analysis shows that the available LCMS 

system components can support knowledge management 

functions. As a result, knowledge management may be 

exercised by the systems to create e-learning courses, a 

mentor will be able to deal with the domain expertise in 

educational materials. 

V. CONCLUSION  

Construction of knowledge and placing it in a repository 

that will be available to designers of e-learning will increase 

the quality of available educational materials. The 

disadvantages of data content in materials can be eliminated 

through a change in approach to lectures created. But it is 

not only the substantive dimension which must be taken into 

account. Although it is the most important. You should also 

pay attention to the efficiency of particular emphasis on 

funding. Stephen Downes in his work made a very simple 

economic calculations. These calculations should be taken 

into account by the designers of courses and organizations 

that are involved in creating e-learning courses.  

These calculations are very simplistic but illustrate the 

scale of the economic problem. If you prepare one lesson 

which costs $ 100 and it will be used by 100 universities 

then the cost of this unit will be $ 1. If, however, the same 

teaching unit will be produced for each institution 

individually, the combined cost will be 10 000 $. 

Financial calculations, however, should be in the 

background. Nothing can replace well-designed educational 

material with current professional knowledge. Recipients 

quickly assess the value of training that will be fully up to 

date, discussed the current problems of reality [9]. 

Managerial knowledge management is very difficult. Its 

variability over time is the cause of failure of e-learning in 

the process of transferring knowledge to the recipient. This 

can be eliminated by a proper design of such a course. The 

inclusion of knowledge management functions will create 

the course, which will be able to quickly incorporate the 

changes in the domain knowledge from the environment. 

The use of a process approach to managerial knowledge 

management can contribute to the improvement of the 

course prepared for the recipient. Taking into account this 

approach with the capabilities of the system Learning 

Content Management Systems - LCMS implemented the 

tools to build the course which will help to improve the 

quality of substantial exchange of managerial knowledge. 
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Abstract—The paper describes a method of supervised context
classification for an industrial machinery. The main objective of
this study is to compare single and ensemble classifiers in order
to classify groups of contexts which are based on an operating
state of the device. The applied research was conducted with
the assumption that only classic and well-practised classification
methods would be adopted. The comparison study was carried
out using real data recorded from an industrial machinery
working underground in a mine in Poland. The achieved results
confirm the effectiveness of the proposed approach and also show
its limitations.

I. INTRODUCTION

THE INCREASING complexity of recent industrial objects
causes that fault diagnosis is one of the most important

directions of research in the fields of robotics and modern
automatic controls [1], [2], [3]. There are a lot of areas where
technical systems and processes are required to be safely
and reliably operated, such as aircraft, spaceships, automotive
or the mining industry. A large majority of the methods
implemented for fault detection and isolation are based on
simple approaches [4], because these are easy to implement
and fast, but the final result can be unsatisfactory because
of limitations e.g. too slow system reactions. More complex
solutions can be used to achieve better results for more difficult
cases but it can be impossible for even an expert to build this
kind of the system. One solution is to create a fault detection
and isolation system based on the classifiers which are used
to prepare and classify datasets, but it is difficult to extract
real data fragments connected with a faulty state, and as a
consequence, the training data are not good enough for the
classifiers. Another solution is context based reasoning [5]. A
system based on this approach can be focused on the list of
the contexts which are connected with e.g. working conditions
of an examined device. Simpler models of the classifiers
and more efficient results of the fault detection and isolation
process can be considered as advantages of the system based
on the context. However there are some problems connected
with this approach like when and what kind of context occurs
in a specific period of time and how to use context based
approach in the fault detection and isolation process.

The rest of the paper is organized as follows. In Section 2
the context based approach with regards to machine learning
is described. The next section includes a detailed description
of the proposed method. In particular, there are investigations

of the classification methods. Section 4 contains a case study
description and the more interesting results of the verification
experiments. The last section is devoted to concluding remarks
and suggestions for future work.

II. CONTEXT IN MACHINE LEARNING

In a classification task, it is possible to distinguish three
types of features: primary, contextual and irrelevant [6]. Pri-
mary features are useful for classification, without regard to
the other features. The irrelevant features are not useful for
classification, either when combined with the other features
or when they are considered alone. Contextual features cannot
be used directly by a classifier, but can be useful when they are
combined with other features. The primary features can be also
divided into context-sensitive and context-insensitive features.
In the case of a machine diagnosis, the context variable could
be connected with a number of factors e.g. weather conditions.
In another paper [5], the author used contextual variables
such as humidity, barometric pressure and external temperature
for a gas turbine engine diagnosis. Speech recognition is
another example of an area which can use contextual features
to improve the efficiency of classification [7]. A speaker’s
sex, nationality or age may have a strong influence on the
relevance of various features but without the primary features
the contextual features are useless for these methods. Another
type of contextual variable is unknown context which can
be identified from data by means of a method based on an
evolutionary algorithm [8], [9]. In the final implementation,
the context can be acquired directly from the data base or
distinguished from the data by the classifier.

The contextual variable is a continuous or discrete variable
connected with a specific object. In the case of a discrete
contextual variable, the contextual value is equal to one of
all the available contextual variants describing this variable.
The contextual variant can be obtained from a continuous
contextual variable by using the classifier. In the case of
an expert system, the context may be connected with text
information, where the first part of the message is connected to
the contextual variable and the object related to this variable.
The second part of the message is connected to the contextual
variant. An example of a contextual message could be the
contextual variable which refers to wind velocity. The first part
of the message connected with the variable might be Wind
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velocity is and the second part (connected with the variant)
might be too low or too high.

In the literature some of the concepts for the usage of the
context with machine learning algorithms are described [10],
[11]. Peter Turney in [6], [5] described five strategies which
show how context can be used: Contextual normalization,
Contextual expansion, Contextual classifier selection, Contex-
tual classification adjustment and Contextual weighting. The
extraction of the context during a reasoning process is one part
of the context based method of the classification. The context
can be available as an additional variable in the dataset or can
be hidden in the data. In the second approach, it is necessary
to implement an algorithm which can extract this context from
the data in the dataset. The context can occur as single context
but also as group of contexts, where each context from the
group can also occur independently.

III. METHODS OF CONTEXT CLASSIFICATION

In the next part of the article, the author describes two
methods of classification for groups of contexts. Each context
can be described as a binary variable whose value is equal to 0
or 1. All contexts can be connected together and be presented
as a decimal value obtained from the binary representation of
all contexts (e.g. six binary contexts connected together can
be presented as a binary value 010010, which is equal to 16
in decimal notation). It is possible to define a list of all the
available combinations of contexts in the group and to create
a list of all possible decimal values. This approach (Figure 1)
lets us create only one multi-class classifier and the final result
of the classification can be decoded to a binary representation
to see the state of each binary context in the group.

Fig. 1. A scheme for context classification using a single classifier

The advantage of the first method is that the result of the
classification can be connected with only one of the known
combination of the contexts, because all possible combinations
are defined in the training data. The second method (Figure
2) is based on a bank of the binary classifiers where each of
them is trained to detect different contexts. When six contexts
are available during the reasoning process, it is necessary to
implement six binary classifiers in the scheme.

In both methods, each context in the group can be used inde-
pendently for fault detection and an isolation system. However
in the second method, there is a possibility of reaching a
result which is not correct. A more detailed description of
this problem is presented in the next section of the article.

A. Used classifiers

In this paper the author compares four different classifiers
based on various approaches: Bayesian Network, Naive Bayes,
Decision Tree and Artificial Neural Network. Each of these

Fig. 2. A scheme of context classification using group of binary classifiers

classifiers returns a label for a chosen class and a degree of
belief for all predicted classes. The best result occurs when
one of the classes is characterised by the belief level equal to
1 and the rest of them are equal to 0. This gives us a 100%
certainty that a new element should be classified as belonging
to this particular class. In the next subsections, more precise
descriptions of the selected methods are given.

1) Bayesian Network: Bayesian Network, also called Belief
Network or Casual Network, is a graphical model for repre-
senting the conditional independences between a set of random
variables. Each node in the network represents a variable
[12], [13]. Each connection between the nodes is represented
by the Bayesian equation 1 where P (di|V1, · · · , Vn) is often
known as the posterior probability of di given V1, · · · , Vn.
P (V1, · · · , Vn|di)P (di) is often referred to as the likelhood of
di given V1, · · · , Vn, P (di) is the prior or marginal probability
of di and P (V1, · · · , Vn) is a normalizing term.

P (di|V1, · · · , Vn) =
P (V1, · · · , Vn|di)P (di)

P (V1, · · · , Vn)
(1)

2) Naive Bayes: Naive Bayes is a simple probabilistic
classification method which is based on Bayesian theory. How-
ever, the Naive Bayes classifier considers each of the existing
features independently. Taking into account this assumption,
the Bayesian equation (1) can be transformed to (2), where the
denominator of the equation is replaced by a constant C and
the conditional probability is calculated by the multiplication.

P (di|V1, · · · , Vn) = C · P (V1|di) · ... · P (Vn|di) · P (di) (2)

The degrees of beliefs for the classification results are equal
to the probability values obtained from the Bayesian equation.

3) Decision Tree: A Decision Tree is a classifier based on a
tree-like graph created by nodes and the connections between
them, where each end node is called a leaf and the rest of the
nodes have conditions. The result of a decision tree application
depends on a chosen leaf. In the algorithm, different split
evaluation criteria (e.g. ratio gain in C4.5; information gain
in ID3; the Gini impurity measure in CART; etc.) can be used
[14], [15]. The confidence levels for the classification results
are calculated separately for all leaves of the tree during the
learning process. Sometimes, when the learning data is very
complex, the results of the decision tree may be uncertain since
some of the leaves may be connected to more than one class.
The class which is described by more elements then others (in
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a specific leaf) is chosen as the main class for this leaf. The
ratio between the number of elements for available classes is
used to calculate the of probability for each class for the leaf.

4) Artificial Neural Network: The classifier is a feedfor-
ward neural model in which multiple layers of neurons with
nonlinear activation functions allow the network to learn
nonlinear or linear relationships between input and output
vectors [16]. In this paper, a multiple-layer network is used
which consists of three layers including n1 neurons in the input
layer, with n2 and n3 neurons in the first and the second hidden
layers, respectively. In this case, the neural computation can
be represented by the following equation:

y = LW3f2
(
LW2f1

(
LW1u+ b1

)
+ b2

)
+ b3 (3)

where LW{1,2,3} correspond to the weight matrices of the
input layer and the first/second hidden layer, b{1,2,3} are
vectors of the biases, u is the input signal, and f{1,2} are
nonlinear transform operators consisting of tangensoidal acti-
vation functions.

IV. CASE STUDY

A longwall shearer working in a coal mine in Poland is the
subject of this study. Longwall mining is underground mining
where a long wall of materials is removed in a single slice.
The longwall mining method extracts ore along a straight front
having a large longitudinal extension. The mining technology
involves a longwall shearer, a machine 15 metres long, and
weighting 100 tonnes, that has picks attached to two drums
which rotate atat a speed of 3040rev/min. A longwall face
is the mined area from which the materials are extracted. The
shearer removes coal by traversing the face at approximately
25 minutes intervals. Traditionally, longwall mining equipment
is controlled manually, and the face is aligned in a straight line
[17], [18].

A. Data analysis

Available datasets consist of 36 signals including values
of the currents, oil and water pressures, temperatures and
rotational speeds of the left and right drums of the longwall
shearer. Redundant signals were removed from the dataset
after a statistical analysis and the final number of signals was
reduced to 21. One of the variables was the operational state
which contained information about the current state of the
longwall shearer. Information for this variable is represented
as binary value and each bit is connected with a specific state.
The available dataset covering a few days was divided into the
smaller datasets connected with single days. In each dataset
the author calculated the number of empty rows and the rows
containing data. The results of this calculation are presented
in Table I.

It can be seen that all the datasets contained empty rows
(with no values) and the size of these gaps was between 24%
and 39% of all data.

Figure 3 shows that gaps are placed in different fragments
of the dataset and the lengths of the fragments of empty data

TABLE I
RELATION BETWEEN THE NUMBER OF ROWS CONTAINING DATA AND THE

SIZE OF THE FULL DATASET

Date Rows containing data Total number of rows Ratio
18th October 64783 106385 61%
19th October 72337 102470 71%
20th October 79719 105248 76%
21st October 77200 103746 74%
22nd October 44746 67080 66%

Fig. 3. Average current value of the drive engine

and those filled with data are various. For the dataset from
19th October it is possible to distinguish 28 fragments filled
the with the continuous data. Table II presents how many of
these fragments filled with data lasted for specific periods of
time.

TABLE II
RELATION BETWEEN THE NUMBER OF FRAGMENTS OF USEFUL

CONTINUOUS DATA AND THEIR DURATION

Duration Number of fragments
0 - 1 min 2
1 - 10 min 12
10 - 60 min 7
1 - 3 h 7

The author considered only the 7 datasets with the largest
number of the samples. They contained in sequence 5031,
5362, 6461, 7351, 7680, 9937 and 10998 samples, so the
duration of the series was between one hour and seven minutes
and about two hours and thirty minutes. The higher number
of the samples can delivered more samples connected with
each operational state, providing more opportunities for the
classifiers trained on this data to work properly.

B. Operating states of the considered device

In the article operating states of the longwall shearer are
considered as contexts described in the first part of the article.
There are six operating states represented by binary value (0
or 1):

1) Breakdown,
2) Warning,
3) Operation of drives,
4) Drives turned off,
5) Drive to the left,
6) Drive to the right.
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In the study presented in this article the operating states of the
longwall shearer were recorded in the dataset by a monitoring
system. Sometimes this kind of information is not recorded
in the data base and it is necessary to discover it or to add
additional information as defined by an expert. The operating
state is available in the dataset as a decimal value and it is
important to convert it to a binary representation to extract
information about each operating state. Table III presents the
list of the considered states and the possible combinations of
them. The first row shows lists the states, where each state
can be equal to 0 or 1. The first column presents a list of
all possible combinations of the states represented by decimal
values (4, 5, 8, 20, 36, 38) and their binary representations
are presented in the central area of the table. The numerical
values in the first row of the table correspond to the labels of
the operating states in the list presented above.

TABLE III
BINARY REPRESENTATION OF ALL CONSIDERED COMBINATIONS OF THE

OPERATING STATES

1 2 3 4 5 6
4 0 0 1 0 0 0
5 1 0 1 0 0 0
8 0 0 0 1 0 0
20 0 0 1 0 1 0
36 0 0 1 0 0 1
38 0 1 1 0 0 1

Some of the combinations of the states are not correct and
they cannot be considered as possible combinations of the
states, e.g. it is not possible to set the bit numbers 5 and 6
to 1 at the same time, because bit 5 is connected with the
task Drive to the left and bit 6 is connected with the task
Drive to the right. As it is impossible to move the machine in
both directions at the same time, but it is possible to stop the
machine, then bit 5 and 6 are equal to 0.

Fig. 4. Occurrence of possible groups of operating states in one dataset

Figure 4 presents the occurrence of the context groups in
the fragment of the dataset where each context group id is
connected with the following combinations of states:

1) Operation of drives,

2) Breakdown and Operation of drives,
3) Drives turned off,
4) Operation of drives and Drive to the left,
5) Operation of drives and Drive to the right,
6) Warning, Operation of drives and Drive to the right.

Fig. 5. Occurrence of considered operating states in the fragment of the
dataset

Figure 5 shows the places were the specific states occurred
in one of the considered datasets. It can be seen that the
number of rows of data connected with each state is very
various. ID values presented on the Y axis are connected
with the list of considered operating states presented at the
beginning of this section.

C. Results

The author used seven different parts of datasets, all of
them recorded on the 19th of October. The author compared
the data using four various classifiers and two methods of
classification. Each classifier in the first method (Figure 1)
and all classifiers in the second method (Figure 2) were
trained on one dataset and tested by the rest of them. Two
measurements were considered to evaluate the effectiveness
of the classification: accuracy and recall. Accuracy was the
basic evaluation method of classification but its result may
be not fully reliable in the cases where the data was not
well balanced. The second measurement was used to reduce
the influence of various numbers of states in the considered
datasets.

To keep all results fully consistent, the final result of the
second method (Figure 1) was considered correct only if all
results of the binary classifiers (each classifier is connected
with different state) were correct. Even if only one classifier
made a mistake, the final result was treated as incorrect. This
solution is fully comparable with first method, where the final
result is presented as a group of the contexts.

Table IV shows the accuracy of all classifiers used in the
two considered methods. The classifiers are presented in the
table by their short names (DT - Decision Tree; NB - Naive
Bayes; NN - Neural Network; BN - Bayesian Network). Each
column is connected with a different training dataset and the
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values in the cells of the table show the average value of the
test cases. It is clear that the bank of binary classifiers reached
a much better result than the single multi-class classifier.

TABLE IV
ACCURACY RESULTS FOR ALL CLASSIFIERS AND METHODS

Single classifier
Dataset id 1 2 3 4 5 6 7
DT 78.1 42.8 68.9 57.7 63.6 76.6 65.4
NB 30.4 45.3 55.2 48.2 72.0 56.7 37.6
NN 51.4 53.6 70, 2 65.2 75.6 75.5 51.3
BN 51.9 27.6 33.1 37.3 46.0 48.5 51.5

Bank of binary classifiers
Dataset id 1 2 3 4 5 6 7
DT 89.4 86.8 89.9 90.8 91.0 88.5 89.4
NB 76.9 80.1 87.2 79.8 88.3 85.9 83.3
NN 83.3 86.7 92.6 82.9 92.4 92.1 88.8
BN 77.9 60.0 58.2 75.7 80.0 70.4 78.0

Accuracy is based on a ratio between all correctly classified
rows and the number of all rows in the dataset, and it does not
take into account the distinctness of each class in the testing
dataset. The result based on the accuracy can not be used only
as a measurement of the efficiency of the classification because
of the unbalanced test datasets. The second measurement used
in this test is mean recall. Recall was calculated for each
class separately. The recall value is presented as a ratio of
the number of all rows of data with a correctly predicted class
to all data rows connected with a specific class. The final result
is obtained as the average value of all recall values calculated
for all available classes.

TABLE V
MEAN RECALL VALUES FOR ALL CLASSIFIERS AND METHODS

Single classifier
Dataset id 1 2 3 4 5 6 7
DT 68.3 46.6 57.7 51.3 55.3 64.9 61.1
NB 27.0 29.7 35.8 29.2 46.8 35.3 32.1
NN 36.1 31.6 55.1 36.6 47.2 37.9 44.5
BN 35.8 27.4 27.9 35.8 37.9 38.9 43.0

Bank of binary classifiers
Dataset id 1 2 3 4 5 6 7
DT 82.4 73.2 79.8 84.3 79.4 81.8 82.5
NB 58.1 61.1 63.9 59.0 65.9 64.1 58.2
NN 64.6 65.9 64.2 60.1 73.4 57.2 55.3
BN 65.2 53.1 60.1 66.9 66.8 67.8 66.1

The method based on the bank of binary classifiers reached
much better results than the single classifiers. It can be seen
that the values for mean recall are worse than the results for
accuracy. This proves that the classifiers trained on unbalanced
datasets were not evaluated properly by the accuracy measure-
ment. The results for accuracy show that only two classifiers
in each column reached the best results interchangeably:
Decision Tree and Neural Network. The rest of the classifiers
almost always reached worse results than the two mentioned
above. The mean recall value shows that the algorithm based
on a Decision Tree is able to work more properly with the
unbalanced data, and in all columns it reached the best result.
The classifier based on a Neural Network had a tendency to
ignore classes with smaller numbers of examples.

TABLE VI
ACCURACY OF CLASSIFICATION OF EACH STATE OBTAINED BY DECISION

TREE

1 2 3 4 5 6
1 99.81 100.00 100.00 100.00 98.69 96.91
2 90.81 98.59 99.94 99.94 65.50 73.37
3 91.50 95.75 99.97 99.97 48.45 77.60
4 96.87 98.67 99.95 99.95 52.84 83.17
5 97.04 98.59 99.71 99.71 71.09 79.44
6 99.42 98.16 100.00 100.00 30.14 81.99
7 96.82 98.89 98.63 98.63 65.01 75.22

Table VI shows the accuracy result for the classification of
each operating state (columns 1 to 6) for all available datasets
(rows 1 to 7) by the bank of the binary classifiers based on
a Decision Tree. Each value shows the result of one classifier
from the bank, e.g. the value in the third row and second
column (89.67) presents the primary accuracy result obtained
by the binary classifier (based on a Decision Tree) whose task
was to distinguish the operating state called Warning (the label
of column 2). The label of each row indicates the dataset which
was used during the verification test. It can be seen that the
accuracy value for the first four states is high but for states 5
and 6 it is lower (except for the first row, because the classifier
used in this example was trained by the first dataset).

TABLE VII
RECALL OF THE CLASSIFICATION OF EACH STATE OBTAINED BY A

DECISION TREE

1 2 3 4 5 6
1 97.42 100.00 100.00 100.00 95.98 96.72
2 73.59 99.29 97.92 97.92 76.02 72.10
3 50.40 89.67 99.99 99.99 62.51 77.00
4 56.08 94.92 93.18 93.18 66.33 80.30
5 50.50 83.83 95.15 95.15 77.75 76.95
6 58.11 75.11 100.00 100.00 53.32 82.11
7 48.84 77.29 91.48 91.48 61.15 71.93

The results for a recall of the same situation (Table VII)
shows which states are more difficult to isolate and which are
not. The classifier reached a high level of efficiency for the 3th
and 4th state (Operation of drives and Drives turned off ). The
efficiency for the 2nd state (Warning) was a little bit lower.
The classifier had some problems with the identification of the
5th and 6th states (Drive to the left and Drive to the right)
and the reason for this problems could be the lack of clear
information about the direction of movement of the longwall
shearer in the dataset. There is no signal which could clearly
show the direction of the movement. The classifier reached the
worst results for the 1st state (Breakdown) because the number
of examples connected with this state was very small and the
classifier was not able to distinguish this state properly in the
test dataset.

V. CONCLUSIONS

It is possible to use different methods of classification
to implement basic schemes of context identification. The
author was able to increase the efficiency of classification by
implementing groups of binary classifiers, instead of using a
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single multi-class classifier. The final decision of the presented
schemes can be used in fault detection and isolation models
implemented in an expert system.

The main advantage of the first method (Figure 1) of
context classification is its simplicity. It requires only one
multi-class classifier, and its result is always connected with
a correct combination of states. But the classifier used in
this method always reached a worse result than the classifiers
used in the second method (Figure 2). Additionally the first
scheme needed classified dataset which contained all possible
combinations of states and sometimes it is impossible to
prepare this kind of training dataset because some of the com-
binations might not occur in the recorded data. In the second
method, it is not necessary to create a dataset with all possible
combinations of contexts because each context is classified
separately. It is therefore easier to prepare the appropriate
training data. The scheme of this method is more complex,
but the classification results are significantly more accurate
than the results of the first method (Figure 1). Nonetheless,
the results of this scheme cannot be fully correct because of
the possibility of impossible combinations of contexts as a
result of the classification (e.g. the longwall shearer moving
in both directions at the same time).

A. Future work

The next step in future research will be connected with other
methods of context classification based on ensemble classifiers
and meta-classification. Another step is the implementation
of the described and future methods inside a fault detection
and isolation system, in order to increase the quality of the
system in comparison to a solution working without context.
It is necessary to see how strong the influence of the context
classifier is on the final result of the diagnosis system, because
low efficiency of the context classifier could be a reason for
high uncertainty levels of the final decision used in the fault
detection and isolation system.
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Abstract—This paper deals with a method of faults detection
and identification based on the clusterization of the multiple
diagnostic signals. Various types of faults and character of
their occurrence were simulated using DAMADICS Benchmark
Process Control System. A great advantage of the applied
approach based on self-organizing (Kohonen) maps is that even
the smallest differences in signals allow for detection, isolation
and identification of type of occurred faults with respect to
the healthy condition of the investigated system based on the
unsupervised learning. It was shown that in some cases the faults,
which are undetectable during monitoring of simple heuristic and
statistical parameters and other previously applied methods, are
recognizable when the approach based on self-organizing maps
is applied. The case studies presented in this paper show the
faults detection procedure as well as clusterization of types and
successful classification of almost all the unique faulty states of
the investigated system.

I. INTRODUCTION

AN increasing usage of control and automation systems
in industrial applications influences on development of

novel methods of fault diagnosis, particularly their detection,
isolation and identification. Moreover, the industrial require-
ments for such procedures are to be sensitive even for the
early stage of development of faults and should ensure the
implementation of them in on-line monitoring systems. The
specificity of the physical nature of some faults requires the
application of new methods in order to detect and classify
them with the lowest possible false alarms.

Recent studies in the area of the fault diagnosis are based on
many different approaches. They can be classified, in general,
into the quantitative and qualitative approaches. The most
simple quantitative approach is an application of statistical
measures to the diagnostic signals, observation and inference
about a fault presence basing on these measures [1]. However,
there is a large amount of research done with application
of qualitative fault diagnosis, primarily using soft computing
methods. Several authors used such methods in the fault
diagnosis, in particular in [2], [3] the genetic programming
for observer-based fault diagnosis and evolutionary learning of
fuzzy models were used, while the authors of [4] used a fuzzy
qualitative reasoning approach for the fault detection problem.
A lot of studies are concerned with artificial neural networks

The publication is financed from the statutory funds of the Faculty of
Mechanical Engineering of the Silesian University of Technology.

(ANN) application to such a class of problems. In [5] the
authors applied the group method of data handling (GMDH)
neural networks, while in [6], [7] the authors used a neuro-
fuzzy approach and ANN with decision trees, in [8] the hidden
Markov model for the fault diagnosis was applied.

One of the novel and promising diagnostic tools is the
group of approaches based on Kohonen self-organizing maps
(SOM). SOM are very often used in problems of the analysis
of large data structures e.g. in the problems of clustering or
classification [9], [10], [11], [12], image processing [13], [14],
[15], robotics [16], [17], time series forecasting [18], [19], [20]
and faults detection and identification [21], [22], [23].

In the presented paper the authors analyzed and discussed
the overall analysis of all faults using SOM-based approach,
which diagnostic signals are able to be generated using the
DAMADICS benchmark. The only previous study [24], which
was carried out on DAMADICS data using the SOM-based
approach, presented a possibility of application of SOM to the
faults clusterization, but the results are limited to the analysis
of three selected faults. In the present study the process signals
were simulated basing on real measurements of diagnostic sig-
nals on the actuator system during the evaporisation process in
the Lublin sugar factory (Poland) [25], [26]. In order to detect,
isolate and identify the faults simulated using DAMADICS
benchmark actuator system the SOM-based approach was
applied.

II. DESCRIPTION OF THE PROBLEM AND THE
METHODOLOGY

A. The DAMADICS benchmark

The investigated problem of the faults detection and iden-
tification was based on sets of diagnostic signals, generated
using the DAMADICS benchmark actuator system, which
simulated various types of possible faults. The scheme of the
investigated system is presented in Fig. 1 [27]. The actuator
system consists of the pneumatic servo-motor S, a control
valve V and a positioner P . These three parts of a system are
composed by a set of measured diagnostic signals: external
controller output CV , flow sensor measurement F , input P1
and output P2 valve pressure, medium temperature T and the
rod displacement X .

Using the DABLib Simulink R©-Matlab R© library 19 fault
types with a variable number of fault intensities (three stages

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 1673–1681

DOI: 10.15439/2015F26
ACSIS, Vol. 5

978-83-60810-66-8/$25.00 c©2015, IEEE 1673



TABLE I: Types of faults simulated in the DAMADICS
benchmark

Symbol Fault
f1 Valve clogging
f2 Valve sedimentation
f3 Valve erosion
f4 Increased of valve or bushing friction
f5 External leakage
f6 Internal leakage
f7 Medium evaporation or critical flow
f8 Twisted servo-motor’s piston rod
f9 Servo-motor’s housing or terminals tightness
f10 Servo-motor’s diaphragm perforation
f11 Servo-motor’s spring fault
f12 Electro-pneumatic transducer fault
f13 Rod displacement sensor fault
f14 Pressure sensor fault
f15 Positioner supply pressure drop
f16 Increase of pressure on valve inlet
f17 Pressure drop on valve inlet
f18 Fully or partly opened bypass valves
f19 Flow rate sensor fault

of abrupt faults and the incipient fault) can be modelled,
which gives total of 45 cases including the case with no
faults occurrence. One should consider that not every fault
simulation has physical foundation of existence, thus for some
types of faults a limited number of intensity subcases existed.
The complimentary list of faults that can be modelled and
which were used in further analyses was presented with a
description in Table I and Table II [27].

TABLE II: Faults able for simulation in
the DAMADICS benchmark

No. Small* Medium* Large* Incipient
f1 X X X
f2 X X
f3 X
f4 X
f5 X
f6 X
f7 X X X
f8 X X X
f9 X
f10 X X X
f11 X X
f12 X X X
f13 X X X X
f14 X X X
f15 X
f16 X X X
f17 X X
f18 X X X X
f19 X X X
* Abrupt faults

B. Previous studies related to diagnosis using DAMADICS
benchmark

The problem of faults identification based on DAMADICS
benchmark has been investigated by several scientific teams.
The first studies were performed by the authors of the bench-
mark using various methods of faults detection, isolation

Fig. 1: The scheme of actuator system

and identification. One can notice the general tendency in
these papers where the authors take into consideration only
selected cases of faults. The authors of [28] performed the
study on faults detection and isolation based on the analysis
of residua using binary diagnostic matrices for single sets
of signals for a given faults case as well as the pairs and
triplets of such cases. The authors of [29] used timed au-
tomata approach and considered three selected faults in their
identification procedure. The authors of [30] focused on the
abrupt large faults available in the DAMADICS benchmark for
faults detection using a spectral estimation approach. Other
approaches were to consider GMDH neural networks [5],
interval observers [31] fuzzy classifiers for fault detection and
isolation [32], structural analysis [33] in order to evaluate fault
isolability, etc. The only study, which considered the whole set
of faults possible to simulate in the DAMADICS benchmark,
was performed by the authors of [34]. They used an approach
of qualitative reasoning coupled with fuzzy neural networks
and basing on their results only two cases were not detected
and isolated.

The main goal of the studies on the DAMADICS benchmark
was to find an appropriate methodology, which allows for
detection, isolation and identification of all types of faults
available in the benchmark and relations between them, which
can be carried out within a single analysis procedure using all
signals of all available faulty cases.

C. Data preparation

The authors of [35] stated that the faults f8 and f12 have
theoretical behaviour, i.e. the methods applied by the authors
were not able to distinguish these faults from the healthy
state. Results obtained by the authors of [34] show that the
small type fault f16 and incipient type fault f18 are not
detectable, while the authors of [33] stated that using their
method the faults f9 and f16 are not detectable. The authors
of [5] did not detected some types of faults: f5, f8, f9, f12
and f14 using the GMDH neural network-based approach. In
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the presented study all of the faulty cases were considered in
the analysis. Considering initial analysis of signals generated
from the DAMADICS benchmark, the signal P2 was removed
from every set of tested cases due to the fact that this signal
remained insensitive to the faults of a system. Moreover,
following the previous studies in the fault detection problem
on the DAMADICS benchmark data [4], [35], it is difficult
to detect some of the faults due to their weak intensities (i.e.
very small changes in the diagnostic signals) and/or very slow
development. However, these faults cases were considered in
further studies in order to investigate their detectability using
the proposed methodology.

The sets of signals of each case listed in Table II were
generated using the DABLib library. In each case the fault
occurred after the 900th second of the simulation. Following
this, the duration of the most of the generated sets of signals
was limited to 2000 seconds. In some cases of slowly propa-
gating incipient faults the duration of simulation was extended
to 4600 seconds (f17) and to 86000 seconds (f2, f3, f5, f6,
f9, f11 and f18) in order to achieve the full propagation
history of a given fault until the fault index reaches the unity
value.

During the performed researches four classes of faults:
small, medium and large of abrupt and incipient faults, were
considered. For the clarity of results presentation the numbers
from 1 to 4 were assigned to the classes as the subscripts
in the form: faultclass, e.g. the notation (f2, f14)4 denotes
that the faults f2 and f14 of incipient type, whereas f32,3
denotes that the fault f3 of medium and large abrupt types is
considered.

D. Simple statistics-based direct diagnostics

In the diagnostics of processes, the often applied approach
for detection and isolation of faults is the direct diagnostics,
which is based on simple signal processing and control of
constraints. For this purpose the current values of the features
of process variables such as mean value, root mean square,
maximal and minimal values, variance and others, are de-
termined. In the case of diagnosing of a system basing on
the alarm thresholds the analysis is performed on the basis
of a comparison of current signal value of a process with
the assumed minimal and maximal values, between which
the signal can change in the case of non-faulty condition. In
the case of statistical features the estimators in the specified
window are calculated and then compared with the appropriate
values determined for the non-faulty condition.

In the investigated problem both approaches were applied.
In the case of control of constraints the evaluation was
performed basing on comparison of current values of signals
of processes with maximal and minimal values of the signals
representing non-faulty condition of a system. In the case
of the analysis of statistical features the mean value and a
variance were calculated for comparative procedures. For the
comparison purpose of current signals with the signals for the
non-fault condition the threshold of 5% of variability range
was assumed. When the values of signals exceed the threshold

the change is recognized as significant one, which indicates
the damage. The results of damage detection using the above-
described approaches were stored in Tables III, IV, V and VI.
Each table refers to the intensity of a damage and the presented
values denote the ability of detection of a given fault using the
described approaches: 0 for the case of undetectable fault and
1 for the case of detectable fault.

Obtained results show that the detection of the following
faults was not possible: small faults (f10, f14, f16, f8)1,
medium faults (f10, f14, f16, f8)3, large faults (f14, f8)3
and incipient faults (f11, f2, f3, f4, f5, f6, f9)4. As can be
noticed, the application of the described approaches for faults
detection is possible only for a limited group of cases. The
isolation of faults using these approaches is not possible in
direct manner, but could be possible only after application of
the algorithm, which allows for distinguish the faults. One of
such extensions, which allows for distinguishing the faults,
is the binary diagnostic matrix, however in numerous cases
distinguishing of the faults was not possible. Therefore, it
is necessary to develop appropriate approaches that would
be sensitive to changes in the diagnostic signals and allow
for their distinguishing and diagnostic inference about faults
occurrence.

E. Motivation

Considering the results of faults detection presented above
it can be noticed that the simple statistical methods often
remain insensitive to changes in signals and thus the faults
could not be detected. In order to detect and identify the
faults occurred during the investigated industrial process the
more advanced techniques should be applied. The SOM seems
to be an effective tool both for the faults detection and
identification and has an adequate sensitivity to recognize
even the tiny changes in the analysed signals. Moreover, the
application of SOM allows for the analysis and comparison of
sets of multiple signals, i.e. it is not necessary to preprocess
the measurement data in order to find the signal containing
information about the occurred fault.

III. SOM AND METHODOLOGY

A. Fundamentals on the self-organizing maps

The Kohonen SOM are a type of ANN with unsupervised
learning. Two layers, input and output, can be distinguished
in the structure of this network (see Fig. 2). The input
layer is a vector of neurons, while the output layer is a
multidimensional representation of neurons, commonly the
two-dimensional (2D) or three-dimensional (3D) one. In the
case of 2D representation a rectangular or hexagonal map can
be used. A toroidal or cylindrical maps could be used in case of
3D representation. The number of neurons in the input layer is
equal to the number of attributes that describe each input data.
In case of output layer 5

√
N neurons, where N is the number

of input samples, was usually used [36]. But the practical
size of this layer depends on nature of input samples. For
diversified cases of input data bigger maps should be applied.
Each neuron from input layer is connected with each neuron
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TABLE III: Results of statistics-based diagnostics for abrupt small faults

type f101 f121 f131 f141 f161 f181 f191 f11 f71 f81

min 0 0 0 0 0 0 0 0 0 0
max 0 0 0 0 0 0 0 0 1 0
mean 0 0 1 0 0 1 1 0 1 0
var 0 1 1 0 0 1 1 1 1 0

TABLE IV: Results of statistics-based diagnostics for abrupt medium faults

type f102 f122 f132 f142 f162 f182 f192 f12 f72 f82

min 0 0 0 0 0 0 0 0 0 0
max 0 0 0 0 0 0 0 0 1 0
mean 0 0 1 0 0 1 1 1 1 0
var 0 1 1 0 0 1 1 1 1 0

TABLE V: Results of statistics-based diagnostics for abrupt large faults

type f103 f113 f123 f133 f143 f153 f163
f173 f183 f193 f13 f23 f73 f83

min 0 0 0 0 0 1 0
0 0 0 0 1 0 0

max 0 0 0 0 0 1 0
0 0 0 0 0 1 0

mean 1 0 0 1 0 1 1
1 1 1 1 1 1 0

var 1 1 1 1 0 1 1
1 1 1 1 1 1 0

TABLE VI: Results of statistics-based diagnostics for incipient faults

type f114 f134 f174 f184 f24 f34 f44 f54 f64 f94

min 0 0 0 0 0 0 0 0 0 0
max 0 0 0 0 0 0 0 0 0 0
mean 0 1 1 0 0 0 0 0 0 0
var 0 1 1 1 0 0 0 0 0 0

Vector of neurons of input layer

Output layer

Fig. 2: The structure of the self-organizing map

of output layer [37]. For an arbitrary neuron ni from output
layer it is possible to define some neighbourhood. For this
purpose the radius r is used. Based on this radius some area
(called a neighbourhood) around considered neuron can be
selected. The neighbourhood of the neuron ni is described by
a function hci[•] ∈ [0; 1]R called a neighbourhood’s function.
The values of this function are distributed from neuron ni

along the radius r.
During the learning process of SOM for particular input data

the best neuron from output layer is selected. In the literature
this neuron is called a winner neuron or best matching unit
(BMU). For the purpose of such selection some of the distance
metrics e.g. Euclidean, Chebyshev, Manhattan, etc. can be
used. In a learning process the weights of chosen neurons

are updated according to the formula:

wi(k + 1) = wi(k) + η(k)hci[x(k)− wi(k)], (1)

where k is the number of iterations of the learning process,
η(k) is the learning coefficient, hci is the value of the
neighbourhood function of the neuron ni with respect to the
neighbourhood of the winner neuron nc and x(k) is the input
vector inputted to the network during k-th iteration. Generally
the learning process consists of two stages. The first of them
is called Winner Takes Most (WTM). During this stage the
weights of a winner neuron and its neighbours neurons are
updated. Second stage is called Winner Takes All (WTA). In
this case the radius r = 0, therefore the value of coefficient
hci = 1, and only the weights of the winner neuron are
updated.

B. The methodology

For the purpose of carrying out the research described in
this paper, the SOM Toolbox for Matlab R© environment [38]
was used. The input data was prepared basing on values of
particular signals measures during occurrence of some faults.
From each of considered signals (five signals without "P2, see
the list in Sec. II-A) N consecutive values were considered
(e.g. from 100 s to (100 + N) s). Based on these values the
vectors of 5N elements that describe particular faults were
created. Finally, the input matrix has a size of M×5N , where
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M is a number of considered fault cases plus one non-faulty
exemplary case. During the conducted study different numbers
of considered cases were being taken into consideration. The
main settings of the SOM algorithm were as follows:

• type of output layer – 2D hexagonal maps of neurons,
• size of maps – from 10× 10 for the simplest example to

100× 100 for the most complicated examples,
• data normalization – variance was normalized to one,
• training algorithm – batch algorithm,
• number of training (WTM,WTA) iterations – from

(10, 10) to (100, 80), depending on complexity of data,
• neighbourhood function – Gaussian function,
• distance measure – Euclidean metric.

For particular cases of input data the U -matrix maps were de-
termined. An inspection of the obtained maps and quantization
error were used for verification and evaluation of the quality
of obtained results. For selected neurons of these maps the
labels of considered faults or non-faulty case were assigned.
Based on determined in this way maps the relevant conclusions
about the possibility of detection, isolation and identification
of particular faults were formulated.

In accordance with [39] the fault is detected when the
difference in the set of signals with respect to an initial
(healthy) state can be observed. As isolation stage we assume
that the faults can be distinguished from each other and the
identification stage allows us to identify a class and a type of a
given fault. In this context we assume that basing on obtained
SOM maps the fault is detected, isolated and identified when
is located in separate cluster of map according to clusters
related to the adequate non-faulty state or other fault cases.
According to this assumption in Fig. 3 (subscript s and b
in labels of faults denotes the small and big cases of fault,
respectively) one can see that all faults are detectable. Faults
f2s and f2b are detectable, but because they are located in
the same cluster there are not isolated. Faults f8b and f11s
are detectable and isolable as well since they are located
in separate clusters. Finally, faults f1b and f1s are both
detectable, isolable and identifiable. Additionally, based on
obtained maps it is possible to conclude that some faults e.g.
f3b could be weakly detectable.

In the most cases 1100 samples of each signal, starting
from 901-th second (the onset of fault), were taken into
account during the study. For several cases the number of
considered samples was enlarged due to slow propagation of
some of incipient faults. The analysis was realized following
the standard two-step approach used during application of
ANN. Firstly, the SOM was trained on standard data obtained
from the generator following the description above. Then,
three additional sets of data with modified character of noise
distribution in signals were generated in order to validate the
proposed approach during the testing stage.

IV. RESULTS

A. Diagnosing process
At the beginning, all of the cases of faults were con-

sidered in order to evaluate their distinguishability. The re-
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f8
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f3
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f2
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ok

f11
s

f1
b

f1
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Fig. 3: Exemplary maps with associated faults for selected
clusters

sulted exemplary maps for this study are shown in Fig. 4.
Two groups of faults: weakly and very well detected
can be distinguished. The set of weakly detectable faults
(the same cluster on the obtained map) contains the fol-
lowing faults: (f8, f14, f16)1, (f8, f14, f16)2, (f8, f14)3,
(f2, f3, f5, f6, f9, f11, f18)4. On the other hand, the subset
of very well detected faults contains the subsequent items:
f71, (f1, f7)2, (f1, f2, f7, f15, f16)3, (f13, f17)4.

In the next stage of the analysis the faults in the context of
their particular classes (three types of abrupt and one type of
incipient faults) were considered. Examples of obtained maps
are shown in Fig. 5. Based on the obtained results two groups
of faults can be distinguished. In the first of them the weakly
detectable faults such as (f8, f14)1, (f8, f14)2, (f8, f14)3,
(f5, f6, f18)4 are assigned. A special case of assignment was
obtained for f14, for which the same neuron as for non-
faulty condition was assigned. Further analysis (search for the
differences between the non-faulty and f14 signals) allows to
conclude that the process signals of f14 were identical to the
signals from the non-faulty condition of a system. The second
group of faults contains the faults which are well detectable
while taking into account the individual classes. The faults
(f1, f7, f13, f18)1, (f1, f7, f13, f18)2, (f2, f7, f15)3 and
(f4, f13, 17)4 can be assigned to this subset. Furthermore, it
can be seen that some faults are very similar to each other,
e.g. f132 and f182 as well as f133 and f183.

The consideration of the weakly detectable faults only, such
as

(f2, f3, f5, f6, f9, f11, f18)4, f81,2,3, (the faults f141,2,3
are not further considered), which were excluded during the
previous analysis, allows to conclude that all of them are very
well isolated with respect to the non-faulty case (see Fig. 6).
Only the fault f54 is located in the same cluster as non-faulty
case, thus this fault is very similar to this state.
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Fig. 4: Results obtained for all considered faults: (a) map size: 20× 20, learning steps (WTM, WTA): (10, 10); (b) map size:
45× 45, learning steps (WTM, WTA): (50, 30)
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Fig. 5: Maps obtained for single classes of faults, map size: 15x15, learning steps (WTM, WTA): (30, 10): (a) large abrupt
faults; (b) incipient faults

Further studies were concentrated on the sensitivity analy-
sis with taking into consideration the shorter realizations of
signals for the particular groups of faults. Two main groups:
weakly detectable (listed above) and the remaining faults were
considered. Exemplary maps are shown in Fig. 7. Based on the
obtained results for these analyses, it is possible to conclude
that the reduction of a length of signals influences on the
quality of the results. The minimal period of time that makes
possible the detection of selected faults equals 1 s. A vector

of five elements (five signals were considered) describes each
fault in these cases. Selected groups of faults (usually the
intensities of particular faults) became indistinguishable from
each other, e.g. f71,2,3, f102,3, f181,2,3.

Final summary of faults detection with division to the
possible types is presented in Table VII.

B. Validation of a methodology

Obtained SOM maps can be considered as a diagnostic pat-
tern, based on which it is possible to conclude about technical
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Fig. 6: Obtained maps for weakly detectable faults, map size:
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TABLE VII: Results assigned to the possible classes of faults

Type Faults 1100 s
undetectable f141,2,3
weakly detectable (inside the
classes of faults)

f81,2,3 (f5, f6, f18)4

weakly detectable (overall) f54
pair of not distinguishable faults (f13, f18)2 (f13, f18)3
very well detectable f1, f7, f13, f18)1,2

(f2, f7, f15)3
(f4, f13, f17)4

condition of the considered system. In order to validate this
approach the new three sets of data for considered 44 faults
were prepared (small modification of standard DAMADICS
benchmark simulator was made). Obtained data was divided
into five groups. The faults, according to the classes: small,
medium and large abrupt and incipient, are included in the
first four of them. The fifth class includes faults, which
were obtained during previous analysis and assigned as the
weakly detectable (see Figure 6). From the collection of
numerous maps, which were generated previously, five maps
were selected according to the particular groups of faults.
Basing on these maps, for subsequent cases of new data the
best neuron (BMU) from suitable map was determined. The
considered fault was assigned as recognizable if the assigned
neuron coincided with a neuron corresponding to the same
fault from the basic map, or the neuron was located in the
same cluster of a map. An example of assigned labels of large
abrupt faults is shown in Figure 8, while a full summary of the
results is posted in Table VIII. In the last three columns, the
numbers of recognized cases of faults for individual groups are
presented. It can be observed that the faults f81,2,3 i f141,2,3
are weakly recognizable. The best results are achieved for large
abrupt faults, where for the most cases of considered faults the
same neurons are assigned similarly as in the basic map.

TABLE VIII: Results of validation of methodology

Groups of faults Faults 1st set 2nd set 3rd set
Small abrupt 10 8 8 8

Medium abrupt 10 8 8 8
Large abrupt 14 12 12 12

Incipient 10 2 2 3
Weakly detected 10 4 5 7

V. CONCLUSIONS

In the presented paper the novel approach to the process di-
agnosis problem based on self-organizing maps was presented.
The authors used the DAMADICS benchmark for simulation
of faults of various types and intensities, which was the basis
of the investigated fault diagnosis problem. Using SOM-based
approach and the simulation data it was shown that the faults
can be not only precisely detected, but also isolated and
identified basing on resulted BMU maps. As it was noticed,
applied approach is very sensitive to changes between the
signals, which allow to detect, isolate and identify almost all
unique cases of faults and provides better results of faults
detection and isolation than the previously applied methods for
the DAMADICS benchmark problem. Moreover, using SOM
it is possible to compare multiple to multiple signals, which
improves much the methodology of fault diagnosis due to the
lack of necessity to carry out preprocessing procedures of the
process signals. In order to validate the presented approach
additional datasets were generated from the DAMADICS
benchmark simulator, which were slightly different than those
generated for the main analysis. The validation procedures
show that in the most cases the faults were appropriately
classified to the particular clusters.

Presented studies is a part of on-going research. Several
open problems, which were planned to solve in future, should
be highlighted. The improvement of the distinguishability of
faults is expected during the additional preprocessing of input
diagnostic signals, e.g. their normalization. Additionally, the
qualitative measure (e.g. a threshold), based on which the value
of a neuron on the BMU map can be used for the identification
of a fault, should be developed.

The application of SOM-based algorithm in process diag-
nostic systems has a great potential due to the very high
sensitivity to the differences in signals and datasets and
could be automated and successfully adapted for the industrial
installations. Since the presented algorithm is time-consuming,
it cannot be applied for real-time diagnosis, however further
attempts will be made to optimize the SOM-based fault
diagnosis algorithm in order to increase its effectiveness.
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Application of Methods for Actuator Diagnosis in Industrial Control
Systems (Damadics): A Benchmark Study”, Proc. 5th IFAC Symp. Fault
Detection, Supervision and Safety of Technical Processes – SAFEPRO-
CESS, Washington, 2003, pp. 939-950.
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I. INTRODUCTION 

he contextual classifier ensemble other than, 

name it classical ensemble, gives the 

possibility to look more profoundly at problem 

under consideration and classifier ensemble design. 

The reason is context that is the criterion for diverse 

classifier creation. The contexts of the classification 

problem give the possibility to view it from 

different perspectives, to get more familiar with it, 

to choose the more appropriate contexts for each 

case. 

This approach of classifier ensembles design 

extends the application possibility of additional 

measures  of quality of the base and ensemble 

classifiers in the process of contextual ensemble 

design. These measures besides the obvious 

classifier accuracy and diversity/similarity take 

under consideration the complexity, interpretability 

and significance. The additional measures appear in 

the stages of the process of contextual ensemble 

design. This process and the idea of contextual 

classifier ensemble are introduced the section II.   
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The framework of contextual classifier ensembles 

design is included in the section III. 

The complexity (the number of used measures and 

multi level measure structure that), the diversity of 

the scales of used measures and the necessity of the 

fusion of different measures in one assessment 

value for the given stage of process design are the 

reasons for applying fuzzy logic and multi criteria 

analysis. This methodology is introduced in section 

IV.  

The first results of experiment that employs this 

idea contextual classifier design support is included 

in the section V. And finally the section VI gives 

some summary of the introduced idea.  

II. THE ESSENTIALS OF CONTEXTUAL CLASSIFIER 

ENSEMBLE  

Classifier ensembles allow the different needs 

of a difficult problem to be handled by classifiers 

suited to those particular needs. Classifier 

ensembles provide an extra degree of freedom in 

the classical bias/variance tradeoff, allowing 

solutions that would be difficult, if not possible to 

reach with only a single classifier. Because of these 

advantages, classifier ensembles have been applied 

to many difficult real-world problems see:  Oza and 

Tumer, 2008 [5], Patel and Nawathe 2013 [11]. 

The classifier ensemble is a set of base 

classifiers that together are solving the problem of 

the discrimination. There are three basic 

mechanisms of creation the classifier ensembles. 

The first is a mechanism of creation the base 

classifiers see: Dietterich, 2000 [2], Zhang and Ma, 

2012 [9]. There are the following approaches:  

− data manipulation - the models for different data 

subsets of the learning set or for different 

attribute subsets 

− different techniques for modeling one learning 

data set  

− the one kind of model with different parameter 

sets for  one learning set. 

Contextual classifier ensemble  is a variant  of 

classifier ensembles that is based on data 

Abstract— An idea of contextual classifier ensembles 

extends the application possibility of additional 

measures  of quality of base and ensemble classifiers 

in the process of contextual ensembles design. These 

measures besides the obvious classifier accuracy and 

diversity/similarity take under consideration the 

complexity, interpretability and significance. The 

complexity (the number of used measures and multi 

level measure structure), the diversity of the scales of 

used measures and the necessity of the fusion of 

different measures to one assessment value are the 

reasons for user support in contextual classifier 

ensembles design using fuzzy logic and multi criteria 

analysis. The aim for this paper is an idea of the 

framework of the process of contextual ensemble 

design. 
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manipulation. Instead of random samples 

generation, or weighing  examples according to 

correct classification in consecutive modeling step, 

contextual classifier ensemble generates attribute 

sets according known or discovered context from 

data that describe problem under consideration  – 

compare: Jakubczyc, 2007 [3].  The most 

interesting situation is when the contexts are 

discovered in learning set.  This case is a subject of 

this study. The context can be a single category i.e. 

localization with the urban and rural values that 

determine two contextual situations 

(localization=urban, localization=rural) or complex 

concept that is described by a set of attributes in the 

form of some kind of model for example decision 

tree. Each base classifier represents description of 

classification problem for single context or for 

single contextual situation. In the decision tree 

model each path from the root to the leaf indicates 

the contextual situation and the whole decision tree 

means the context. Whether it is context or 

contextual situation is determined by the type of 

relation between contexts and learning examples 

that represent problem under consideration are 

perspective and  partiality (Figure 1). The 

perspective relation stands for possible contextual 

views on a problem. The partiality relation 

describes only subsets of more appropriate models 

of the problem for contextual situations. The last 

possible relation means partiality and perspective 

relation simultaneously (not presented in the Figure 

1)

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The type of relation that is used in creation 

contextual classifier ensembles is determined by the 

quality of contextual models. If the level of 

classification accuracy is acceptable for classifiers 

of identified contexts there is perspective relation. 

In this case the contextual classifier ensemble 

consists of models for each discovered contexts. On 

the contrary, unacceptable accuracy forces the one 

to take under consideration only some models for 

contextual situations that may guarantee the 

requested quality for each context. In this case there 

is partiality relation that may not cover the whole 

learning set. In this case the contextual classifier 

ensemble consists of models for the contextual 

situations not for whole context (for example in 

Figure1 C1S1 states for contextual situation 1 from 

context 1 model) with acceptable accuracy. It seems 

acceptable because the learning set may not be 

representative sample according to statistic theory. 

There is also possible the mix relation that joins 

the first two. Our interest for now is in the first one 

that means the base classifiers are models for whole 

contexts (perspective relation). For now this focus 

allows us to exempt from the attendance of 

uncovered example by contextual classifier. It will 

be the subject of future research. 

The selection of classifiers to the ensemble that 

solve the classification problem is the second 

mechanism. There are two problems: how many 

classifiers and which classifiers should be chosen.  

The general answer for the first question is: “the 

more classifiers the better” according to the jury 

theorem of J.A. Marquis Condorcet - originally:  

Condorcet Marquis J.A.: Sur les elections for 

scrutiny, [in:] Histoire de l’Academie Royale des 

Sciences, 31-34, 1781 see: Cunnigham, 2007 [1] -  

but the empirical studies shows that even few 

classifiers may improve classification accuracy 

described compare:  Abreu and Canuto, 2007 [10]  

Schiele, 2002 [7]. They have showed that ensemble 

of three or of five classifiers may bring much 

improvement too. In the case of contextual 

classifier  ensemble the number of base classifiers 

in ensemble is limited to the number of identified 

contexts or the number of contextual situations.  

The choice of the most appropriate base 

classifiers is generally based on two measures – 

applied by Kuncheva and Whitaker, 2003 [4]. The 

Figure 1. The relations between contexts and learning set of example 
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Learning set 

context

context
 context

 

b) partiality relation 

1684 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



first measure is classification accuracy that should 

be above 50%. The second are the measures of 

diversity. Intuitively it means that chosen base 

classifiers should be mistaken on the different cases 

thus they can complement one another. Because the 

results of empirical studies are ambiguous, i.e. there 

is no linear relation between the diversity and 

accuracy, so the increase of diversity not necessary 

causes the increase of classification accuracy. So 

there is a need for additional measures that can 

support the choice of base classifiers. The 

contextual approach to creation classifier ensembles 

gives such possibility. The additional perspectives 

may be user evaluation of identified contexts and 

contextual base classifiers. 

There is a need for additional measures also in 

the next step of combining single decisions of base 

classifiers into one final decision (it is the third 

mechanism). Applied techniques are determined by 

continuity or discreteness of class values.  Since 

decision tree is chosen as the classification 

algorithm, we are dealing with nominal values of 

classes. In this case, the voting schemata are 

accessible techniques of the combination of the 

decision of base classifiers in this case. In simple 

voting schemata each classifier has one vote. But 

looking at different base contextual classifiers 

according to their quality, significance, 

comprehensibility, the equally assignment of votes 

is difficult to accept. The none-equivalence of base 

classifiers should be taken into account in global 

assessment of contextual ensemble. 

The context as a criterion for creation classifier 

ensembles gives the possibility to look more 

profoundly at generated classifiers trough different 

contexts and at identified contexts alone. The 

profound assessment of the base contextual 

classifier and contextual ensemble needs the 

framework to account for the following aspects: 

identification of possible assessment criteria for 

single contextual classifier and for contextual 

classifier ensemble with different level of detail and 

aggregation, the possibility of evaluating 

simultaneously qualitative and quantitative 

assessments, contextual classifier ranking trough 

fuzzy multi-criteria analysis.  The general 

framework with methodological approach is 

presented in the next section.  The working 

example is shown in further section.  

 

III. THE FRAMEWORK FOR CONTEXTUAL 

CLASSIFIER ENSEMBLE 

The proposition is aimed at more reasonable 

creation of classifier ensemble through the 

different, and not random criterion to build 

classifier ensembles. The contextual classifiers give 

the possibility of more profoundly evaluation of 

base and ensemble classifiers.  The user active 

participation in this process of assessment is not to 

overestimate. The general framework of creation 

contextual ensembles is introduced at Figure 2. 

There is one global goal to choose the most 

appropriate contextual classifier ensemble and one 

intermediate goal to choose the best base contextual 

classifiers.  

The classification problem is difficult so there 

is not possible to built the one model with 

acceptable level of accuracy. The possible solution 

is classifier ensemble, in this case with the contexts 

as criterion for building base classifiers.  

 

 

Figure 2. The general framework of creation 

contextual ensemble  

CLASSIFICATION 

PROBLEM 

Contextual Classifiers (CC) 

Contextual Classifier Ensembles (CCE)` 

Base Contextual Classifiers (BCC) 

 

Qualification of CC:  

• Accuracy 

• Type of context relation 

Assessment of BCC:  

• Global assessment  

• Significance  

• Diversity 

• Similarity 

Assessment of CCE:  

• Accuracy 

• Interpretability  

 

Solution:  

Contextual Classifier Ensemble 

Assessment of CC:  

• Accuracy 

• Complexity 

• Interpretability 
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The contextual classifiers to became the base 

contextual classifiers have to achieve the level of 

accuracy above 60% for each contextual situation 

(it takes place when the relation between contexts 

and learning set of examples is so called 

‘perspective relation’)  - presented in Figure 1 -  

and for each class. The contextual classifiers that 

have passed the qualification step are evaluated 

objectively according to accuracy and subjectively 

with support of detailed measures for complexity 

and interpretability (see Table 1.). To the ranking of 

base contextual classifiers are used two measures 

for each pair: similarity and diversity and user 

evaluation of classifier significance. 

 

The similarity and diversity do not play a key role 

in process of evaluation since the number of base 

contextual classifiers are finite, so there can be used 

all possible combination of classifiers. The 

measures of similarity and diversity can be used to 

examine their quality influence.  

The possible combinations of base contextual 

classifiers then are evaluated using objective 

measure of accuracy and subjective measure of 

interpretability. The ranking list of contextual 

classifier ensembles is the result of this process. 

The choice the most appropriate contextual 

classifier ensemble is up to the user. The detailed 

methodology used in the evaluation process is 

presented in the next section. 

 

IV. THE USED EVALUATION METHODOLOGY 

The method for evaluation of base contextual 

classifiers and contextual classifier ensembles 

depends on character of the criteria and their 

properties (see Table 1). As we can see the  criteria 

have the hierarchical structure, the different types 

of value (qualitative, quantitative), and different 

value scale. This imposes the use of fuzzy logic 

system introduced by L. Zadeh [8]  as representing 

criteria values at all levels. The non-equivalence of 

identified criteria determines the use of pair wise 

matrices for the hierarchical structure of evaluation 

criteria means the need for gradual criteria 

aggregation at each higher levels. 

The first step (the first column in Table 1) is 

the candidate qualification.  To pass, the contextual 

classifier should have the level of accuracy above 

60% and the context with perspective relation.  The 

evaluation of contextual base classifier includes the 

three layers hierarchy of criteria and gradual way of 

evaluation.  

The level 1 encompass four criteria. Each of 

them is represented as fuzzy membership function. 

The shape of these functions and key points are 

determined as result of analysis and requirement. 

The value of interpretability increase s when the 

value of ‘novelty’ decreases. There is assumed the 

20% level of ‘novelty’ that does not influence the 

interpretability value.  

  

Contextual classifier Base contextual classifier 
Contextual classifier 

ensemble 

Accuracy  

 

Type of context 

relation 

Level 1 Level 2 Level 3 Level 4 

Comprehensibility Model 

interpretability Base 

contextual  

classifier  

assessment 
Accuracy 

 

Interpretability  

Novelty 

Number of 

descriptors Model complexity  

Number of branches 

 Model accuracy  

  

Similarity 

Diversity 

Significance  

Table  1. The criteria for assessment of base contextual classifier and classifier ensemble 
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The value of ‘comprehensibility’ influences 

‘interpretability the another direction: the higher 

‘comprehensibility’ value the higher the value of 

‘interpretability’. The range with full understanding 

is assumed in the interval 85-100%.  

The fuzzy function of number of model 

descriptors has the two key points that determine 

the optimal range between 2 and 10 descriptors. 

The more descriptors indicate the more complexity 

of the classification  model. Similarly is the matter 

with the ‘number of branches’  but with duplicated 

values. 

The synthetic measure for base contextual 

classifier takes under consideration the non-

equivalence of identified criteria. The  pair wise 

comparison matrices (see:  Saaty,  1977)
 

 are 

applied to derive implicit weights for a given set of 

criteria. The user has the possibility to introduce the 

significance weights for pair comparison matrix. 

 

The model accuracy (Figure 3) has three key 

points. The first one indicate the minimal level of 

accuracy that is required for classifier ensemble i.e. 

60%. The next two key points indicate the most 

desired range of accuracy i.e. 80%-95%. The values 

close to 100% are unacceptable.  

 
 

 

 

 The complexity of contextual classifier is 

determined by detailed parameters of the number of 

descriptors and tree branches (Figure 4). The higher 

value of model complexity indicate the worst 

classifier quality. The first and second key point 

indicates the range of minimal level of complexity 

that may differ  according to number of possible 

descriptors. After that , the quality of model 

decreases when  the complexity increases.  For 

different classification problem the user 

recommendation of key point may differ.  

The interpretability indicates to what extent 

user understand and unexpected  the classifier 

according to his knowledge. In this case the fuzzy 

membership function has the shape of 

monotonically increasing – the higher the value of 

interpretability the higher the quality of classifier. 

 

The next level 3 takes into account synthetic 

evaluation of base classifier ensemble 

(interpretability, complexity and accuracy) and 

similarity and diversity measures and significance 

of base contextual classifiers.  

The similarity measure is used as a means to 

eliminate the most similar classifiers from one 

ensemble. On the contrary the measure of diversity 

gives the possibility to include in one ensemble the 

most different contextual classifiers. 

The weights  assignment to particular base 

contextual classifier is the task for the user with his 

knowledge and experiences. So the assigned 

weights may differ from one user to another. The 

pair wise matrices are applied to this operation.   

The calculation of synthetic measures takes 

place at level 2 for interpretability, complexity, and 

accuracy, at  level 3 for base contextual classifier 

Figure 3. The shapes of fuzzy membership functions of the level 1 criteria 
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evaluation and at level 4 for contextual classifier 

ensemble.  

All these calculation take into account non-

equivalence of used criteria and identified contexts . 

This not-equivalence is measured by the general 

assessment of the base contextual classifier and the 

pair-relation of significance between contextual 

classifiers determined by the domain expert. Such 

approach allows for more precise choice of the 

most appropriate classifier ensemble for the 

problem under consideration. There are not a priori 

settled weights. The user each time introduces the 

values of the pair comparison between the base 

contextual classifiers. The system interface gives 

the possibility to view the all possible values with 

their interpretation.  

 

 

 

  
 

 

 

 

The means for criteria aggregation are three 

following operators :  

− maximum pessimism  D1 =

min (µଵ(xଵ )α1
, µଶ(xଶ )α2

, … , µn(xn )αn
) 

− multiplicative  D2 = ∏ µini=ଵ  (xi )αi
 

− additive D3 = ∑ ��∗��(��)���=ଵ  

where: 

 µଵ(xଵ ), (µଶ(xଶ ), … , (µn(xn ) 
 - membership 

function, 

{xi} – numerical and nominal criteria of classifier 

quality 

 α1, α2, … , αn – the relative significance of the 

criteria and in the case of global criteria assessment 

the relative significance of base contextual 

classifiers. 

 The global assessment of contextual classifier 

and contextual classifier ensemble is determined by 

the three criteria: maximum pessimism (D1) 

multiplicative (D2), additive (D3) to observe the 

relation between them. D2 and D3 have the 

propriety of little value compensation of one 

criterion by the increasing the other criteria. The 

conformity of  the obtained results for D1, D2, D3 

increases the confidence of study results. All of 

them gives the global value in the range of 0 and 1 

(the higher the better). 

 

V. WORKING EXAMPLE 

The experiment was conducted on the problem of 

the banks client behavior and the estimation of 

clients behavior. The classification task was to 

predict whether the client is active or non-active. 

This problem is very important for each bank  

management If the client is non-active there is an 

indication to take pro-active action to the client to 

keep him as an stable bank client for the future and 

do not let him switch the bank for example. The 

bank provided 24 000 examples in learning set. The 

Bank is providing 24 000 representation data. There 

were nine discovered context that were the basis for 

contextual classifier design.   

 

Our experiment aimed at two issues. The first is 

to verify the usability of the proposal of the 

framework and applied methodology. It proved to 

be appropriate and flexible. The flexibility concerns 

the automatic or manual design of contextual 

classifier ensemble. Because of the subjectivity of 

some used measures, as for example interpretability 

and comprehension, assumption in automatic 

process for these measures  default values was not 

the best idea.  

 The second aspect refers to view the 

classification problem according to discovered 

contexts and knowledge/experience of the user. 

Generally the designed contextual ensemble by the 

various users were different but their quality quite 

similar. They differ from the weights assignment to 

significance of contexts and contextual models. 

Each of users built own fuzzy rule set and used the 

possibility to design few contextual ensemble to 

choose the best one.  It results of knowledge and 

experience of the users.   

Figure 4. The shapes of fuzzy membership functions of the level 2 of criteria 
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VI. SUMMARY

The context as criterion for creation classifier ensembles

gives the possibility to consider more profoundly classifica-

tion problem under consideration. The user activation seems

to be important too, although the interactive problem solving

do not forces the user to join the process. But from our cur-

rent experiments with the user the solutions were more rea-

sonable. The applied approach proved to be adequate. The

applied  methodology showed to be  appropriate  too.  Addi-

tionally the users fast get familiar with it.

We observed how the level of diversity changes the qual-

ity of classifier  ensemble,  how the knowledge and experi-

ences influence the solutions. But it is too few experiments

to conclude more general conclusions. Our work is going on.
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Abstract— The main objective of conducting this study is to 

shed light on the benefits and role of data warehouse (DW) as a 

source of knowledge acquisition in enhancing the process of 

decision-making. It is believed and assumed that meaningful 

and significant information can be acquired from DW which 

provides valuable knowledge to support business process and 

decision-making.  

The theoretical assumptions are supported by the results of a 

questionnaire survey, which was conducted on top management 

of Jordanian firms. The questionnaire was developed based on 

the findings from related literature and other related research 

questionnaires. Over 250 firms, which were listed on Amman 

Stock Exchange (ASE) at the time of data collection, were 

involved in the survey. The researchers arrived at scores of 

significant and remarkable results regarding DW and its 

benefits and role in enhancing the process of decision-making. 

In general, the respondents had a positive attitude towards the 

use of DW.  

 

I. INTRODUCTION 

oday’s organizations face a very hard time, largely as a 

result of competition, globalization, automation and 

scarcity of resources. As the business environment is 

changing. At the same time, those companies are likewise 

evolving. In this changing environment, companies are much 

more eager in getting immediate and accurate information to 

make better decisions. Successfully supporting managerial 

decision-making has become critically dependent upon the 

availability of integrated and high quality information 

organized and presented to managers in a timely and easily 

understood manner ([1]; [2]; [3]).  

 In such environments it is important to assure decision-

makers of the quality of data they use ([13; [12]). [16] claim 

that Data warehouse (DW) hastens the process of retrieving 

information needed for decision-making. DW technology 

has emerged as a key source and powerful tool for delivering 

and accessing information for decision-makers ([4]; [1]; [5]; 

[6]; [7]; [3]). Since the 1990s ([8]; [9]), DWs have been an 

essential information technology (IT) strategy component 

for large and medium-sized global organizations [8].  

Despite the recognition of data warehousing as an 

important area of practice and research, there is little 

empirical research ([3]; [17]) about implementation of DW 

in general ([18]; [14]; [17]; [3]). 

Timely and informed decision-making is becoming 

crucial for the long-term success of businesses [20]. [21] 

claims that business decisions must be made with speed and 

accuracy if organizations are to remain competitive. There is 

quasi-consent that DW provides more detailed and accurate 

information for decision-makers to improve their decisions. 

Considering the usefulness of DW there has been little 

research in Jordan on DW, i.e. it has been comparatively less 

investigated in Jordan (exceptionally our last paper during 

KAM’14 – see [76]. Therefore, the main focus of this study 

is on the advantages and benefits of DW as a provider of 

information to the process of decision-making. It 

investigates mainly the relation between decision-making, 

the need for information and the employment of DW in 

Jordanian firms.  

In addition, this study investigates how top management 

of Jordanian firms perceives the effectiveness (usefulness) of 

DW as a source of reliable and accurate information for 

decision-making.  

II. AIM OF THE STUDY  

In this paper, a field study of DW and its benefits and role 

in easing and enhancing the process of strategic decision-

making among top managers in Jordanian firms were 

investigated. Therefore, the main aim of this study is to 

investigate the benefits, which are provided by DW, in 

enhancing the process of decision-making.   

It has been ascertained that DW is superior to traditional 

database and improves the process of decision-making. 

Therefore, the study’s aim is to investigate empirically 

whether or not the DW provides better and more accurate 

information.   

A study of a large number of data warehousing 

practitioners and experts by [24] showed that the 

implementation of DW was motivated more by internal 

pressures than external. A majority of the respondents said 

that the need was information related, including the need for 

better access to information, more accurate information and 

a single source of data. As the authors point out, 

organizations appear to initiate DW projects to provide 

decision-makers with accurate and effective information. 

[25] are of the opinion that improving access to information 

and delivering better and more accurate information are 

motivations for using DW. 
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III. THE NOVELTY VALUE OF THE STUDY 

This study was applied in Jordan, which is one of the 

developing countries in the Middle East. As Jordan’s firms 

are not in isolation from the rest of the world, they are also 

influenced by the current competitive environment. The 

implementation of advanced and recent innovations, such as 

DW, is essential for the firms in developing economies, such 

as Jordan.   

Despite the exaltation and adulation of DW, there is a 

need for evidences that the implementation of DW improves 

the quality and accessibility to information. Therefore, this 

study aims to practically investigate whether or not the 

implementation of DW improves the quality and 

accessibility to information and enhances the process of 

decision-making. Doherty and Doig in [26] drew attention to 

the role and importance of information accessibility. The 

authors claim that the information accessibility is a precursor 

of information quality-it has a significant impact on the 

information’s usage, and consequently is an indicator of the 

DW’s success in storing and processing information.  

In addition to information’s quality, previous literature 

and studies on DW have emphasized the importance of 

accessing information. The accessibility to information and 

their quality are crucial to the success of their use. It has 

been claimed that the use/ implementation of DW improves 

the quality and accessibility to information, and 

consequently leads to sound decisions. In other words, it 

leads to more fact-based decisions. DW has, according to 

DW literature, the ability to store a vast amount of data in a 

usable and appropriate form for the decision-makers’ needs 

and uses. Although a wide range of primary and secondary 

sources has emphasized the importance and role of 

information quality and accessibility in enhancing the 

process of decision-making, little empirical research has 

been conducted so far. Such claims need to be tested 

empirically. It is essential, therefore, that the researchers 

investigate whether or not DW provides easy access to data 

and information, frequent, accessible and timely reports and 

more accurate, useful, reliable, complete and relevant 

information to decision-makers.  

Based on extensive literature review, the researchers have 

identified that firms are often unsuccessful due to a lack of 

appropriate information or more precisely their inability to 

get the right information to the right person at the right time. 

The availability of apposite information to decision-making 

helps mangers in taking reliable decisions, which improve 

the firm’s performance.   

Additionally, the researchers have not found and are 

completely unaware of any empirical studies regarding the 

implementation of DW in Jordan. Therefore, it is hoped that 

the findings of this study give the readers and those who are 

interested in these issues practical insights into DW’s field in 

Jordan. To some extent, it is one of the academic 

contributions. It contributes to our understanding of the DW 

in general and in Jordan in particular, and may form a basis 

and motivation for future research in the important fields.  It 

is also believed that the final outcome of this paper adds up 

to the improvement and development in DSS, such as DW, 

by helping their users and developers to be more aware of 

the data and information’s quality.  

IV. RESEARCH METHODOLOGY 

The writing of this paper is passed in different phases. In 

the initial phases of the study, renowned journals, 

publications, conferences proceedings and books were 

reviewed. In addition to these sources, the findings of 

numerous empirical studies were researched and analyzed. 

As the researchers previously pointed out, the sample of the 

study comprises all the 277 firms, which are listed on ASE 

at the time of the data collection. Thus, a questionnaire was 

found to be the best instrument for collecting the data in this 

study. During the next phases, therefore, a survey 

questionnaire was conducted with the top managers of 

Jordanian firms. The questionnaire, which is used in this 

study, is based on previous studies and the researchers’ 

assessments and discretion and adapted to suit the objectives 

and requirements of the study.   

   The data, which were collected, is very quantitative in 

nature. Therefore, in the final phases of the study, the data 

were statistically analyzed by employing Statistical Package 

for the Social Sciences (SPSS) in order that proper 

descriptive and inferential statistics to analyze the results 

and draw conclusions can be reached, including means, 

frequencies, standard deviation,. 

V. LITERATURE REVIEW 

The concept of data warehousing has evolved out of the 

need for easy access to a structured store of quality data that 

can be used for decision-making [27 p. 5]. Organizations 

have vast amounts of data but have found it increasingly 

difficult to access it and make use of it [27 p. 5].  

As an attempt to solve the problem, DWs were 

introduced. DWs have become the focal point for decision 

support in organizations today [28]. [27 p. 5] claim that the 

data warehousing offers a better approach. Data 

warehousing implements the process to access 

heterogeneous data sources; clean, filter, and transform the 

data; and store the data in a structure that is easy to access, 

understand, and use. The data is then used for query, 

reporting, and data analysis [27 p. 5]. [29] also claim that the 

data warehousing has emerged as an effective mechanism 

for converting data into useful information.  

 DW systems offer efficient access to integrated and 

historical data from heterogeneous sources to support 

managers in their planning and decision-making [30]. [31] 

also claim that data warehousing provides an infrastructure 

that enables businesses to extract, cleanse, and store vast 

amounts of data. Most medium to large organizations, 

according to [32], operate DWs.  

It has been claimed that the main DW’s role is to support 

decision-making. However, the role of DWs has been 

broadened. [33] state that DW provides information from 
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external data sources for decision-making. DW has the 

potential to create radical changes to existing business 

processes and is often viewed within the context of business 

process reengineering [18]. Accordingly, [34] claims that 

DW gives business’ users the ability to analyze data. [35] 

also claim that DWs enable organizations to exploit 

decision-making.  

According to [36], DWs provide the basis for 

management reports and decision support. In support of the 

above mentioned claims participants to a study by [6] agreed 

that the Return on Investment (ROI) for the DW was well 

justified through considerable gains in productivity and 

enhanced quality of customer service. Moreover, in an 

independent detailed study of 62 organizations worldwide 

([34]; [37]), the major findings of International Data 

Corporation (IDC) based upon 62 case studies of 

organizations that have successful DWs in use are an 

average three-year ROI of 401percent was realized by 

organizations building DWs. Although this study is 

primarily focused on quantitative information, there are 

several qualitative benefits ([34]; [37]), such as providing 

standardized, clean and value-added data to create 

information from disparate sources. In addition, the DW 

makes the data available across corporate organizations and 

provides the needed information quickly.  

The DW is developed in order to support the integration 

of external data sources ([38]; [39]) for the purpose of 

advanced data analysis. [40 p. 35] argues that a DW 

produces tangible impacts to the quality of day-to-day 

business transactions. Previous research on DW has 

produced some encouraging findings about its benefits and 

indicated that a DW can offer several benefits to an 

organization [18], such as enabling effective decision 

support; ensuring data integrity, accuracy, security, and 

availability; easing the setting and enforcing of standards, 

facilitating data sharing, and improving customer service 

[35]. [41] presented time savings for data suppliers and for 

users, more and better information, better decisions, 

improvement of business processes, and support for the 

accomplishment of strategic business objectives as benefits 

from data warehousing.  

Furthermore, [5], who examined data warehousing at the 

Housing and Development Board (HDB) in Singapore, 

found that the main benefits of the DW, which were 

developed by HDB, are enabling the users to have access to 

consistent and reliable data in a timely fashion which 

facilitated forecasting and planning efforts and improved 

decision-making. In addition, a study by [42] revealed that 

DW appears to be used more to improve the flow of 

information in an organization than to change the way the 

organization does business. The authors found that more and 

better data is the greatest realized benefit from DW. 

Moreover, a study by [43] identified time savings, new and 

better information, and improved decision-making as 

benefits of DW.  

[44] conducted an explanatory case study at a financial 

services organization to investigate how DW provides 

decision support to individual decision-makers. The results 

showed that the organizations successfully automated the 

retrieval and input of data for front-end users. [40  p. 33-34], 

who interviewed people from seven companies, found that 

the benefits of implementing DW were improving asset 

management, reducing customer support costs, auditing 

billing practices, terminating unprofitable product, reducing 

staff requirements and running the business. [28], who 

described the DW implementation at Blue Cross and Blue 

Shield of North Carolina (BCBSNC), claim that the DW had 

resulted in many organizational benefits, including  better 

data analysis and time savings for users. [45], who looked at 

the DW of Egypt’s Cabinet Information and Decision 

Support Center, found that the DW provides a lot of benefits 

to the users, including ease of access to the information, fast 

and more consistent reports, support the decision-makers 

and integrating the data from various sources.  

Additionally, [7], who conducted a laboratory experiment 

in 2006, found that the implementation and use of DW 

improves the DSS users’ decision performance, by which he 

means improving the quality of the DSS by adding a DW 

can improve information availability and quality and 

enhance DSS users’ decision performance. In conclusion, 

the study showed that DW can have a positive impact on 

decision-making.  

[46], who described an example of implementing DW in 

medical institutions, found that the DWs provide the users 

access to important information. [47], who conducted a 

survey to find out how DW assists decision-making process 

in healthcare, found that the DW provides better 

accessibility to data, integrated disparate data sources and 

improved decision-making. [48] found that all companies, 

which are studied, recognized some benefits such as cost 

reduction, reach-out to other markets, increase in sales, time 

saving in amount and preparation of reports and more 

effective decision-making based on the obtained 

information. [49], who conducted two case studies on 

American Airlines and Hallmark Cards, found the easy to 

use, speedy information retrieval, more information, better 

quality information, improved productivity, and better 

decisions as benefits of DW. [50], who examined the 

implementation of DW in public security, found that the DW 

is very important in improving the comprehensive ability of 

leadership and decision-making. In addition, it quickly and 

efficiently integrates heterogeneous data sources.  

Previous literature on DW, such as [42] and [30], claims 

that the DW does not create value by itself; the value comes 

from the use of the data in the DW. [30] claim that improved 

decision-making results from the better information 

available in the DW. By making the right information 

available at the right time to the right decision-makers in the 

right manner, DWs empower the users with the ability to 

make the right decisions [51]. [42] also claim that this use 

can result in numerous benefits, including more and better 
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information, improved user ability to produce information 

and reduced effort by developers to produce information. 

[52] also maintain that DWs have tremendous potential to 

present information. The greatest potential benefits of the 

DW occur when it is used to redesign business processes and 

to support strategic business objectives [41]. 

[53] also identified many different measures of success; 

these include benefits such as data accuracy, useful 

information, accurate information, ease of use, user 

satisfaction, time to make decision and increased revenue. 

However, [54] claims that despite clear evidences that many 

DW projects have resulted in interesting business benefits, 

there are also many examples of cost and schedule overruns 

and dissatisfaction regarding the results from these projects. 

[55] argue that DW is one of the key developments in the IS 

field and has plentiful benefits. In addition, [56] indicates 

that the introduction of a new IS into an organization should 

deliver multiple benefits.  

Since the early 1990s, DWs have become the technology 

of choice for building data management infrastructures [8] 

and been investigated and implemented around the world in 

many areas and by many researchers, authors, and scholars 

[57]. According to [58] p. 13, the early successful 

implementation of DW dates back to mid-1980s at ABN 

AMRO Bank (Netherlands). The author claims that the end-

user’s needs were the key feature behind the 

implementation. As a result, those requirements were 

modeled rather broadly, and all available data was stored in 

the DW. In fact, in the first few years of general use, its 

usage had grown at an annual rate of 50%, and by 1995 the 

DW had supported some 3,000 end-users. [58 p. 17] also 

mentioned that a study of 62 DW projects, which was 

conducted in 1996, showed an average return on investment 

(ROI) of 321% for these enterprise-wide implementation in 

an average payback period of 2.73 years.  

In addition, [59], who investigated whether lodging 

companies are involved with DW technology through a 

sample of twelve large lodging corporations, found that the 

most of hotel corporations in the study were using their DWs 

to support market analysis. However, [13], who conducted a 

survey on a large Australian public organization, found that 

60% of the users were with limited or no usage (or were 

anticipating the use in the future) of the DW. The data also 

helped the users to make informed decisions and the data, 

which was retrieved from the DW, was also presented to the 

senior management and other strategically oriented sections 

in the form of reports i.e. annual and quarterly reports.  

Similarly, [18], who surveyed DW’s managers and data 

suppliers from 111 organizations in different regions of the 

United States (US), also found that all companies had 

operational DW and nearly all of them considered that their 

initiative is successful. In other words, 26% of the 

respondents considered it runaway success. Another survey 

by Forrester showed that 878 IT decision-makers in the US 

enterprises were somewhat satisfied with the accessibility 

and quality of customer information; 82% of these 

respondents are satisfied or very satisfied [60]. [35] also 

found that about 55% of 196 respondents firms (107) in two 

major states in the US had already adopted and used DWs.  

Similarly, [23] p.192-196 found that 60% of the 

respondents consider the functionality of their DW below 

expectations. 40% of the dissatisfied group was actually still 

using it. This means that 80% of the respondents were still 

using their internal DW, which is a good indication of the 

overall degree of satisfaction. 

In addition to those studies, [61], who reported the results 

of a survey which was conducted at The Data Warehousing 

Institute (TDWI) World Conference in New Orleans 2003, 

found that 45% of the respondents had been already in 

production with their current DW or implementing a second 

or third release.  

The 2007’s IBM Data Warehousing Satisfaction Survey 

showed that 56% of those questioned were very successful 

with their DW (200 end-user enterprises were participated), 

however, 43% of the respondents acknowledged the need for 

improvement, as there are still a number of business and 

technical challenges confronting the enterprises which make 

use of DWs according to the survey [64]. The success of 

DW’s implementation, according to [64], is growing as 56% 

of the respondents were very successful and satisfied. [65], 

who conducted a survey on 84 users of DW, found that the 

majority of respondents (73%) in the surveyed firm were 

successful in obtaining and accessing the needed data and 

information from the DW, only two respondents indicated 

that they were not at all successful, while 56% indicated 

somewhat successful and 13% indicated very successful. In 

addition to these results, 67% and 33% of the respondents 

rated the importance of the obtained information in 

performing their job better as vital and somewhat important 

respectively.  

Numerous studies have also shown successful 

implementation of DW. For example, [66] used a case study 

and conducted a series of interviews at Continental Airlines. 

The results showed that the organization has realized an 

enviable level of DW maturity and significant cumulative 

benefits. [67], who surveyed 244 members of TDWI, found 

that 51.2% of the respondents had at least one DW 

application and 30.3% were still in development stage. 

17.2% were still in planning stage and 1.2% of respondents 

had no any efforts made in their organizations to implement 

the DW. This result showed that more than 80% of 

respondents had implemented DW.  

According to [14], there is a scarcity of empirical studies 

that examine the DW success. Therefore, this paper 

investigates the extent to which Jordanian firms 

implemented DW and the benefits for implementing DW. It 

is aimed at providing empirical evidence, thereby extending 

the body of research regarding the implementation of DSSs 

in general and DW in particular. 
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VI. RESULTS, FINDINGS AND DISCUSSION 

As mentioned earlier, the study’s sample consists of the 

Jordanian firms’ top management. The results of the study’s 

sample analysis are shown in the figure below (Figure 1). In 

this figure, the sample results are broken down by responses.  

 
Fig. 1. The analysis of the study’s sample (Source: the 

figures are based on the responses to the questionnaire).  

 

As can be seen from these results, 140 completed 

questionnaires were returned to the researcher’s address with 

a response rate of 50.5%. According to these figures, usable 

questionnaires accounts for 43.3% of the total sample. 20 of 

the questionnaires were discarded as unreliable, i.e. there 

were many essential questions missing from the 

questionnaires. To sum up, all the firms (277), which were 

listed on ASE at the time of data collection, were selected. 

140 filled questionnaires were returned generating 50.5 %. 

This response rate somehow on average comparison to many 

similar studies such as ([69]; [70]). 

The reliability, internal consistency and validity of the 

Likert scale questions are assessed by using Cronbach’s 

alpha. It was found that Cronbach’s alpha is the most 

popular method for assessing the reliability of scales. 

It has been used by many researchers, including [71]. 

Cronbach's alpha determines the internal consistency of the 

items in a survey instrument (questionnaire) to assess its 

reliability. Figure 2 shows Cronbach’s alpha for the Likert-

scale question. In addition, the figure demonstrates the 

mean, SD, sum of item variances (V) and standard error 

(SE) for the rating scale question. As can be seen from these 

figures, Cronbach’s alpha coefficient is more than 0.9. 

 

 

 
Fig. 2. The statistical analysis of reliability and validity 

(Source: the figures are based on the responses to the 

questionnaire). 

 

The respondents, who their firms implemented DW (42 

respondents), were solicited for their opinions regarding the 

actual benefits (which their firms have realized) of 

implementing the DW. The likely and expected benefits, 

which were measured on a seven-point scale ranging from 1 

(strongly disagree) to 7 (strongly agree), are shown in table 

(1). 

The table shows the mean and SD for all the select 

benefits. As can be seen from these results, the role of DW’s 

information in enhancing and facilitating the process of 

decision-making (mean=6.38) was the most important 

benefit of implementing the DW in the Jordanian firms 

involved. From the data in the above table, it is apparent that 

the improvement to decision-making process is the second 

most widely mentioned benefit of implementing DW.  

Other important benefits of implementing DW include 

more accurate, useful, reliable, complete and relevant 

information to decision-makers (mean= 6.28), helping 

decision-makers in taking fact-based decisions (mean= 6.26) 

and more efficient and successful decisions (mean= 6.23). 

Moreover, the figures show clearly that the DW has 

provided many benefits, including frequent, accessible and 

timely reports and information to decision-makers 

(mean=6.11), improved the quality of decisions 

(mean=6.04), easy access to data and information 

(mean=6.04) and DW’s information is used as a basis for 

decision-making. According to these figures, Increase in 

competitive capability (mean=5.57) and better performance 

measurement (mean= 5.54) were the least important benefits 

of implementing DW.  
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Source: The figures are based on the responses to questionnaire.  

In conclusion, the figures clearly lead to the conclusion 

that the select benefits are highly rated. These results are 

entirely consistent with other earlier research on DW. For 

example, [10], who investigated the adoption of DW in 

Small and Medium Enterprises (SME) In Zimbabwe, found 

that DW provides a variety of benefits, including the 

reduction in the overall effort concerning data analysis and 

reporting, improvements to the reports’ quality, more 

flexible reaction to new information needs and improvement 

to business decisions through more precise as well as more 

current data analyses.  

Park and Kim [11], who presented a DSS for the 

management of sewer infrastructure using DW technology, 

found that the managers, by using DW, could significantly 

reduce the burden of collecting unnecessary information, 

easily retrieve managerial information and achieve effective 

data management. Consequently, the proposed DSS could 

provide flexible storage of valuable information, reduce 

subjectivity in decision-making processes, accelerate the 

pace of data flow, improve the consistency in decision-

making processes (consistent decisions), and better 

environment for strategic operation of infrastructure.  

VII. CONCLUSION 

The evidences, which are obtained by analyzing the data 

from the questionnaires, reveal exceptionally remarkable 

facts, first of all and to some extent, the success of 

implementing DW in Jordanian firms was a direct result of 

the benefits which were reaped from using the DW by the 

managers of Jordanian firms. One consequence of 

implementing DW was the great role of DW’s information 

in enhancing and facilitating the process of decision-making. 

The results also showed that the Jordanian firms benefited 

greatly from implementing DW: These benefits reflected 

well on the process of decision-making. The results also 

revealed that the DW is a fruitful source of information. 

Moreover, the implementation of DW proved to be a success 

through helping decision-makers in taking fact-based 

decisions. Based on some of the study’s findings, it can be 

concluded that the implementation of DW did provide 

frequent, accessible and timely reports and information to 

decision-makers and easy access to data and information. 

Furthermore, the DW was lauded by the users for the 

successful use of its information as a basis for decision-

making. 

This study has humbly contributed to the field of 

scientific research in general and the field of decision 

support systems (DSS) in particular in many ways, first of 

all, the studies on the implementation of DW were nearly all 

in developed countries. This study was applied in Jordan, 

therefore, the results of this study made a humble 

contribution to the existing knowledge in the field of 

implementing DW worldwide in general and in Jordan in 

particular.   

Second, there is a need for evidences that the DW 

improves the quality and accessibility to information. 

Therefore, this study practically investigated whether or not 

the implementation of DW improves the quality and 

accessibility to information and facilitates the decision-

makers’ tasks. Lastly, Based on extensive literature review, 

the researchers have identified that firms are often 

unsuccessful due to a lack of appropriate information. For 

this reason, this study is one of the few empirical studies 

which have attempted to examine the effect of DW on 

decision effectiveness. In addition, previous research has not 

empirically tested its effectiveness in DSS contexts in 

Jordanian firms “to the researchers’ knowledge”. 

Despite the usefulness and positive contributions of the 

study’s results, these results should be treated and 

interpreted with caution. In fact, the study’s sample included 

only the Jordanian firms which are listed on ASE. As a 

consequence, this might severely restrict the generalization 

of the results. It is believed that the results of this study 

might have been dissimilar, if all Jordanian firms have been 

surveyed. Therefore, prospective researchers are 

recommended to broaden the scope of their investigation to 

include all Jordanian firms. 

TABLE I. 

THE BENEFITS OF IMPLEMENTING DW 

Benefits of implementing DW No Min. Max. Mean SD 

DW has improved the quality of the decisions  42 4 7 6.04 1.01 

DW’s information has helped decision-makers in taking fact-based decisions  42 4 7 6.26 0.83 

Better performance measurement  42 3 7 5.54 1.26 

Easy access to data and information 42 5 7 6.04 0.79 

DW has provided more accurate, useful, reliable, complete and relevant 

information to decision-makers  
42 5 7 6.28 0.81 

DW has provided frequent, accessible and timely reports and information to 

decision-makers  
42 4 7 6.11 0.99 

DW’s information is used as a basis for decision-making in your firm  42 4 7 6.02 0.92 

Increase in competitive capability  42 1 7 5.57 1.67 

Improvement to decision-making process  42 5 7 6.31 0.71 

DW has led to more efficient and successful decisions  42 4 7 6.23 0.93 

DW’s information enhances and facilitates the process of decision-making  42 5 7 6.38 0.76 
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REFERENCES 

[1] P. Lehmann, and J. Jaszewski, Business terms as a critical success 

factor for data warehousing, Proceedings of the International 
Workshop on Design and Management of Data Warehouses 

(DMDW'99) Heidelberg, Germany, 1999. 

[2] K.W. Chau, Y. Cao, M. Anson, and J. Zhang,, Application of data 
warehouse and Decision Support System in construction management, 

Automation in Construction, 12, 2002, pp. 213– 224. 

[3] R. L. Hayen, C. D. Rutashobya, and D. E. Vetter, An investigation of 
the factors affecting data warehousing success, Issues in Information 

Systems, Vol. 8, No. 2, 2007, pp. 547-53. 

[4] M. Mohania, S. Samtani, J. F. Roddick, and Y. Kambayashi, 
Advances and Research Directions in Data-Warehousing Technology, 

AJIS, Vol. 7, No. 1, September 1999, pp. 41-59. 

[5] J. Ang, and T. S. H. Teo, Management issues in data warehousing: 
insights from the Housing and Development Board, Decision Support 

Systems, 29, 2000, pp. 11–20. 

[6] B. Shin, An exploratory investigation of system success factors in data 
warehousing, Journal of the Association for Information Systems, 

Vol. 4, 2003, pp. 141–170. 

[7] Y.-T. Park, An empirical investigation of the effects of data 
warehousing on decision performance, Information & Management, 

43, 2006, pp. 51–61. 

[8] D. Mukherjee, and D. D’Souza, Think phased implementation for 
successful data warehousing, information systems management, 

Spring 2003, pp. 82-90. 
[9] S. Nilakanta, K. Scheibe, and A. Rai, Dimensional issues in 

agricultural data warehouse designs, computers and electronics in 

agriculture, 60, 2008, pp. 263–278.   
[10] W. Mtembo, , F. Madzikanda, and T. Musiiwa, An Examination of the 

Benefits and Challenges of Data Warehouses Adoption in SMEs of 

Zimbabwe, International Journal of Management & Business Studiem, 
Vol. 3, Issue 2, April – June, 2013, pp. 99-100.  

[11] T. Park, and H. Kim, A data warehouse-based decision support system 

for sewer infrastructure management, Automation in Construction, 30, 
2013, pp. 37–49.  

[12] G. Shankaranarayanan, and Y. Cai, Supporting data quality 

management in decision-making, Decision Support Systems 42, 2006, 
pp. 302–317. 

[13] A. Rudra, and E. Yeo, Issues in User Perceptions of Data Quality and 

Satisfaction in Using a Data Warehouse - An Australian Experience, 
Proceedings of the 33rd Hawaii International Conference on System 

Sciences,  IEEE 2000,  pp. 1-7. 

[14] F. Hegazy, and K. Ghorab, The impact of system support on adoption 
& diffusion of data warehousing success, 2003, 

http://www.hicbusiness.org/biz2003proceedings, accessed 

31/08/2011. 
[15] M. D. Solomon, Ensuring a successful data warehouse initiative, 

information systems management, Vol. 22, Issue 1, December 2005, 

pp. 26-36. 
[16] A. Aljanabi, A. Alhamami, and B. Alhadidi, Query Dispatching Tool 

Supporting Fast Access to Data Warehouse, The International Arab 

Journal of Information Technology, Vol. 10, No. 3, May 2013, pp. 
269-275. 

[17] M. I. Hwang, and H. Xu, The Effect of Implementation Factors on 

Data Warehousing Success: An Exploratory Study, Journal of 
Information, Information Technology, and Organizations, Vol. 2, 

special section 2007, pp. 1-14. 

[18] B. H. Wixom, and H. J. Watson, An empirical investigation of the 
factors affecting data warehousing success, MIS Quarterly, Vol. 25, 

No. 1, 2001, pp. 17–41. 

[19] E. Gimzauskiene, and L. Valanciene, Efficiency of Performance 
Measurement System: The Perspective of Decision Making, 

economics and management, 15, 2010, pp. 917-923. 

[20] S. A. Mansouri, D. Gallear, and M. H. Askariazad, Decision support 
for build-to-order supply chain management through multiobjective 

optimization, International Journal of Production Economics, 135, 

2012, pp. 24–36. 
[21] J. P. McKenna, Moving Toward Real-Time Data Warehousing, 

business intelligence Journal, Vol. 16, No. 3, 2011, pp. 14-19.   

[22] N. Au, E. W. T. Ngai, and T. C. E. Cheng Extending the 

Understanding of End User Information Systems Satisfaction 
Formation: An Equitable Needs Fulfillment Model Approach, MIS 

Quarterly, Vol. 32, Issue 1, 2008, pp. 43-66.  

[23] N. Rasmussen, P. S. Goldy, and P. O. Solli Financial Business 
Intelligence Trends, Technology, Software Selection, and 

Implementation, John Wiley and Sons, Inc., New York, 2002.  

[24] H. J. Watson, and B. J.  Haley, Data warehousing: A framework and 
survey of current practices, Journal of Data Warehousing, Vol. 2, No. 

1, 1997, pp.10-17.  

[25] S. Gatziu, and A. Vavouras, Data Warehousing: Concepts and 
Mechanisms, Informatik, Informatique 1, 1999.  

[26] N. F. Doherty, and G. Doig, The role of enhanced information 

accessibility in realizing the benefits from data warehousing 
investments, Journal of Organizational Transformation and Social 

Change, Vol. 8,  No, 2, 2011, pp. 163-182.  

[27] C. Ballard, D. Herreman, D. Schau, R. Bell, E. Kim, and A. Valencic, 
Data Modeling Techniques for Data Warehousing, International 

Business Machines Corporation(IBM Corp), 1st  edition,1998.  

[28] H. J. Watson, C. Fuller and T. Ariyachandra, Data warehouse 
governance: best practices at blue cross and blue shield of North 

Carolina, Decision Support Systems archive, Vol. 38, Issue 3, 

December 2004, pp. 435 – 450.  
[29] I. Ahmad, and S. Azhar, “Data Warehousing in Construction: From 

Conception to Application,” Proceedings of the First International 

Conference on Construction in the Twenty First Century, Miami, 
Florida, USA, April 2002.  

[30] B. List, R. Bruckner, K. Machaczek, and J. Schiefer, A Comparison of 
Data Warehouse Development Methodologies - Case Study of the 

Process Warehouse, DEXA, Munich, 2002.  

[31] H. R. Nemati, D. M. Steiger, L. S. Iyer, and R. T. Herschel, 
Knowledge warehouse: an architectural integration of knowledge 

management, decision support, artificial intelligence and data 

warehousing, Decision Support Systems, Vol. 33, Issue 2, June 2002, 
pp. 143–161.  

[32] M. V .Mannino, S. N. Hong, and I. J. Choi, Efficiency evaluation of 

data warehouse operations, Decision Support Systems, Vol. 44, No. 4, 
2008, pp. 883-898.  

[33] B. Bȩbel, J. Eder, C. Koncilia, T. Morzy, and R. Wrembel, Creation 
and management of versions in multiversion data warehouse, 

Proceedings of the 2004 ACM symposium on Applied computing, 

SAC 2004, March 14-17, Nicosia, Cyprus, pp. 717-723.  
[34] T. Brown, Data Warehouse Implementation with the SAS System, 

SAS Institute Inc., Dallas, TX, 1996, 

http://www2.sas.com/proceedings/sugi22/DATAWARE/PAPER132.P
DF.  

[35] K. R Ramamurthy, A. Sen, and A.  P. Sinha, An empirical 
investigation of the key determinants of data warehouse adoption, 

Decision Support Systems, 44, 2008, pp. 817–841.  

[36] S. Nilakanta, K. Scheibe, and A. Rai, Dimensional issues in 
agricultural data warehouse designs, computers and electronics in 

agriculture, 60, 2008, pp. 263–278.  

[37] S. Graham, The Foundations of Wisdom: A Study of the Financial 
Impact of Data Warehousing, International Data Corporation (Canada) 

Ltd, 1996.  

[38] P. Vassiliadis, C. Quix, Y.  Vassiliou, and M.  Jarke, Data Warehouse 
Process Management, Information Systems, Vol. 26, No. 3, June 

2001, pp. 205-236.  

[39] J. Chmiel T. Morzy, and R. Wrembel, Multiversion join index for 
multiversion data warehouse, Information and Software Technology 

archive, Vol. 51, Issue 1, January 2009, pp. 98-108.  

[40] R. Hackathorn, Current Practices in Active Data Warehousing, Bolder 
Technology, Inc., 2002.  

[41] H. Watson, and B. Haley, Managerial Considerations, In 

Communications of the ACM, Vol. 41, No. 9, September 1998, pp. 
32-37.  

[42] H. J. Watson, D. Goodhue, and B. H. Wixom, The benefits of data 

warehousing: why some organizations realize exceptional payoffs, 
Information & Management, 2001 (a),  pp. 1–12.  

[43] H. Watson, T. Ariyachandra, and Jr, R. J. Matyska, Data Warehousing 

Stages of Growth, Information Systems Management, Vol. 18, Issue 
3, June 2001 (b), pp. 42 – 50.  

[44] J. D. Wells, and T. J. Hess, Understanding decision-making in data 

warehousing and related decision support systems: An Explanatory 

MIECZYSLAW OWOC, MOH’D ALSQOUR: BENEFITS OF KNOWLEDGE ACQUISITION SYSTEMS FOR MANAGEMENT. AN EMPIRICAL STUDY 1697



Study  of  Customer  Relationship  Management  Application,
Information Resources Management Journal, Vol. 15, No. 4, October-
December 2002, pp. 16-32.

[45] H. A. Abdel Hafez, and S. Kamel, Web Based Data Warehouse in the
Egyptian Cabinet Information and Decision Support Center, Decision
Support in an Uncertain and Complex World: The IFIP TC8/WG8.3
International Conference, 2004, pp. 402-409.

[46] D.  L.  Rubin,  and  T. S.  Desser,  A Data  Warehouse  for  Integrating
Radiologic and Pathologic Data, Journal of the American College of
Radiology, Vol. 5, No. 3, March 2008, pp. 210-217.

[47] P. K. Mawilmada, Impact of a data  warehouse model for improved
decision-making  process  in  healthcare.  Masters by Research thesis,
Queensland University of Technology, October 2011.

[48] Á. Ojeda-Castro, M. Ramaswamy, Á. Rivera-Collazo, and A. Jumah,
Critical Factors For Successful Implementation Of Data Warehouses,
Issues in Information Systems, Vol. 12, No. 1, 2011, pp. 88-96.

[49] R.  Alshboul,  Data  Warehouse  Explorative  Study,  Applied
Mathematical Sciences, Vol. 6, No. 61, 2012, pp. 3015– 3024.

[50] L. Shen, S. Liu, S. Chen, and X. Wang, The Application Research of
OLAP in Police Intelligence Decision System, Procedia Engineering
29, 2012, pp. 397 – 402.

[51] K.  Shams,  and  M.  Farishta,  Data  warehousing:  toward  knowledge
management,  Topics  in  Health  Information  Management,  Vol.  21,
No 3, February 2001, pp. 24-32.

[52] T. Chenoweth, K. Corral, and H. Demirkan, Seven Key Interventions
for data  warehouse success,  Communications of the ACM, Vol. 49,
No. 1, January 2006, pp. 115-119.

[53] W. H. DeLone, and E. R. McLean, Information systems success: the
quest  for  the  dependent  variable,  Information  Systems  Research,
Vol. 3, No. 1, 1992, pp. 60–95.

[54] R.  L.  Kumar,  Justifying  Data  Warehousing  Investments,  in  Data
Warehousing  and  Web  Engineering,  Shirley  Becke  (Ed.),  2002,
pp. 100-102.

[55] H.  J.  Watson,  J.  G.  Gerard,  L.  E.  Gonzalez, M.  E.  Haywood,  and
D. Fenton,  Data  warehousing  failures:  case  studies  and  findings,
Journal of Data Warehousing, Vol. 4, No. 1, Spring 1999, pp. 44– 55.

[56] D.  Sammon,  F. Adam,  and  F. Carton,  Benefit  Realisation  through
ERP: The Re-Emergence of Data Warehousing, Electronic Journal of
Information Systems Evaluation, Vol. 6, Issue 2, 2003, pp. 155-16.

[57] M. D. Aguila,  and E. Felber, Data Warehouses and Evidence-Based
Dental Insurance Benefits, Journal of Evidence Based Dental Practice,
Vol. 4, Issue 1, 2004, pp. 113-119.

[58] Devlin,  B.  Data  Warehouse  from  Architecture  to  Implementation,
Addison Wesley Longman, Inc., 1997.

[59] R.  K.  Griffin,  Data  warehousing,  Cornell  Hotel  and  Restaurant
Administration Quarterly, Vol. 39, No. 4, 1998, pp. 28–40.

[60] N. Wilkoff, T. Pohlmann, R. Hudson, and N. Lambert, The State Of
Technology Adoption, Business Technographics North America, May
5 2004, Forrester Research, Inc.

[61] L.  Agosta,  Hub-and-  Spoke  Architecture  Favored,  DM  Review,
Vol. 15, Issue 3, March 2005, pp. 14-63.

[62] H.-G. Hwang, C.-Y. Ku, D. C. Yen, and C.-C. Cheng, Critical factors
influencing the adoption of data warehouse technology: a study of the
banking  industry  in  Taiwan,  Decision  Support  Systems,  37,  2004,
pp. 1–21.

[63] S.  Hong,  P. Katerattanakul,  S.-K.  Hong,  and  Q.  Cao,  Usage  and
perceived  impact  of  data  warehouses:  a  study in  Korean  financial
companies,  International  Journal  of  Information  Technology  &
Decision Making, Vol. 5, No. 2, 2006, pp. 297–315.

[64] L.  Agosta,  M.  Andrews,  and  M.  Ritzmann,  The  Data  Warehouse
Satisfaction Survey, Part 1: The Number One Complaint About Data
Warehousing,  Information  Management  Special  Reports,  October  2
2007.

[65] K. L. Merritt,  User Satisfaction In Data warehousing: An Empirical
Investigation Of Salient Variables, Issues in Information Systems, Vol.
9, No. 2, 2008, pp. 500-508.

[66] B.  H.  Wixom,  H.  J.  Watson,  A.  M.  Reynolds,  and  J.  A.  Hoffer,
Continental  Airlines  Continues  to  Soar  with  Business  Intelligence,
Information Systems Management, 25, 2008, pp. 102–112.

[67] A. Almabhouh, A. R. Saleh, and A. Azizah, Examining the Influence
of  Relationship  Quality  on  Data  Warehouse  Success,  International
Journal of Modeling and Optimization, Vol. 1, No. 5, December 2011,
pp. 402-409.

[68] M.  G.  Lodico,  D.  T.  Spaulding,  and  K.  H.  Voegtle,  Methods  In
Educational Research From Theory to Practice, John Wiley & Sons,
Inc., San Francisco, CA, 2006.

[69] B.  AL-allak,  Evaluating  the  Adoption  and  Use  of  Internet-based
Marketing  Information  Systems  to  Improve  Marketing  Intelligence
(The  Case  of  Tourism  SMEs  in  Jordan),  International  Journal  of
Marketing Studies, Vol. 2, No. 2, November 2010, pp. 87- 101.

[70] A. Al Khattab, The Role of Corporate Risk Managers in Country Risk
Management:  A  Survey  of  Jordanian  Multinational  Enterprises,
International  Journal  of  Business  and  Management,  Vol.  6,  No.  1,
January 2011, pp. 274-282.

[71] W. Chongruksut,  the adoption of activity-based costing in Thailand,
doctoral  thesis,  Faculty  of  Business  and  Law, Victoria  University,
2002.

[72] Y. W. Lee, D. M.  Strong,  B.  K.  Kahn,  and  R.  Y. Wang,  AIMQ: a
methodology  for  information  quality  assessment,  Information  &
Management 40, 2002, pp.133–146.

[73] A. S. Hardan, and T. M. Shatnawi, Impact of Applying the ABC on
Improving  the  Financial  Performance  in  Telecom  Companies,
International  Journal  of Business  and Management,  Vol.  8,  No. 12,
2013, pp.48-61.

[74] S. B. Gerber, and K. V. Finn, Using SPSS For Windows Data Analysis
and  Graphics,  2nd  Edition,  Springer Science Business  Media,  Inc.,
2005.

[75] D. George, and P. Mallery, SPSS for Windows Step-by-Step: A Simple
Guide and Reference, 14.0 update, 7th Edition 2006, Allyn & Bacon.

[76] Owoc M. L., Alsqour M., Abdulrhman S. A.: Data Warehouse as a
Source of Knowledge Acquisition.  An Empirical Study. Proc. of the
2014  Federated  Conference  on  Computer  Science  and  Information
Systems, Maria Ganzha, Leszek Maciaszek, Marcin Paprzycki (eds.),
pp. 1421-1430, ISSN 2300-5963

1698 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



 

 

 

 

 

Abstract—This paper describes the author’s concept for 

universal enterprise platform  that allows to benefit from 

modern approaches to data analysis based on Business 

Intelligence and Big Data technologies. This idea is based on 

SOA architecture that enables workflow to coordinate the 

business processes and communicate domain applications with 

bespoke Business Intelligence and Big Data Solutions. Whole 

platform is designed the way that can be provided in a cloud 

environment. 

I. INTRODUCTION 

N current times business requires scalable IT platforms 

supporting whole business processes from the beginning 

till the successful finish. Due to a huge complexity of the 

processes they require very often several domain 

applications like ERP, CRM, DMS and many more. In most 

cases those processes are handled manually and need human 

interaction between various IT Systems. Such approach leads 

to mistakes or inconsistencies in processes. Business 

Intelligence systems and Big Data solutions in current world 

provide essential information and knowledge for managers 

on the strategic or tactical level. The most important 

challenge defined in this paper is to take advantage of them 

also on the operational level of a business. 

 

II. BIG DATA AND BUSINESS INTELLIGENCE 

 

There are several definitions of Big Data and Business 

Intelligence solutions. Some of them emphasize that Big 

Data is a modern concept replacing older approach defined 

as Business Intelligence [1], [2].  

We can also find the approach stating that Big Data 

resolves new problems, brings new opportunities and meets 

new challenges that are different or complementary to the 

known Business Intelligence and Data Warehouses areas of 

usage [3], [4]. 

Author of this paper claims that both Big Data and 

Business Intelligence solutions meets similar problems when 

                                                           
 

we look at it from the very general perspective. In details 

they have slightly different foundations and some problems 

could be better satisfied with multidimensional approach 

based on data warehouse and Business Intelligence solutions 

(OLAP, reporting, querying) and some problems are better 

satisfied with Big Data approach (NoSQL data structures, 

map reduce parallel processing). 

We have to remember that Business Intelligence is no only 

a technology or a set of IT tools. It is considered a 

management strategy used to create a more structured and 

effective approach to decision making [5]. Of course, to 

fulfill this strategy, we need IT tools providing an access to 

data and capabilities allowing analysis and presentation of 

information. We can consider traditional BI based on ETL 

Process, data warehouses, data marts, OLAP, dashboards, 

scorecards and analytics. The Business Intelligence approach 

is still evolving. We can mention Business Intelligence 2.0 

that includes following Features [5]: 

 Proactive alerts and notifications. 

 Event driven/ real time/ instant access to 

information. 

 Advanced analytics. 

 Enterprise Integration. 

 Mashups and portal integration. 

 Mobile/ Ubiquitous access. 

 Improved visualization, Rich Interfaces (RIA). 

 BI as a service (SOA and SaaS) 

 In-memory analytics 

 Open Source BI. 

We can also meet (mainly on the BI Vendors websites) the 

term Business Intelligence 3.0. Author of this paper couldn’t 
find a consistent scientific definition of the term. Different 

sources define Business Intelligence 3.0 as another evolution 

of BI systems that focus on the user interface, that is so 

intuitive to the regular user, that little or no training is 

necessary to explore data. We can list the following terms 

that appear when we consider this new approach: Data 

Discovery, Advanced Visualization, Visual Analytics, 

Business Discovery, Self-Service Business Intelligence. 

Example tools delivered by the top vendors are [7]: 

 Visual Insight by MicroStrategy, 
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 Visual Intelligence by SAP, 

 Visual Analytics by SAS, 

 PowerPivot, Power View Power BI by Microsoft, 

 Cognos Insight by IBM, 

 Endeca by Oracle. 

Also, it’s important to highlight that there are two kinds of 
self-serve BI user:  

 Analytics Power Users who create visual apps 

from multiple data sources – both internal and 

external. 

 Regular Users that can fully explore the visual 

apps created by power users or IT. 

Literature also mentions that BI 3.0 focuses on mobile 

devices. Mobile devices are here treated as the interface of 

data visualization but also as a source of the data together 

with other sensor-based Internet-enabled devices equipped 

with RFID, barcodes, and radio tags (the “Internet of 
Things”) [8]. 

According to the quoted key factors of Business 

Intelligence 3.0 we can state that it is not a completely new 

concept but more development of Business Intelligence 2.0 

with emphasized selected features. In some cases BI 3.0 

concentrates on the same data sources as Big Data approach. 

From the author’s point of view the main difference 

between Business Intelligence and Big Data concept regards 

the following: 

 Business area: Business Intelligence tools and 

Warehouses are concentrated on business 

transactions (sales, costs, money transfers) [13] 

and Big Data stores the records describing all the 

activities leading to the transaction or leading to 

the decision about transaction (tracking the 

customer path in on-line or off-line shop, social 

activity) 

 Data quality – in most cases data in warehouses 

come from transactional databases that are 

consistent, stable and there is no room for any 

errors. In case of Big Data systems that are 

loaded very often with social content, by devices 

(Internet of Things) or server logs, the quality of 

data can be lower. In any case the lower data 

quality doesn’t contradict the value of Big Data 

solutions. If there is an error in the data 

describing transaction in data warehouse it can 

result with the serious problems in financial / tax 

reports. The outcome of the missing or incorrect 

items the Big Data system usually do not affect 

the business so much (of course it the wrong data 

do not represent the majority of data). 

 Data structure – the structure of data warehouses is 

based on relational structures and usually are 

denormalized multidimensional star or snowflake 

structure. Basing on such structure we can easily 

build the OLAP cubes. Big Data system store 

data in non-relational databases. 

III. WORKFLOW BASED PLATFORM 

Workflow systems are considered mainly as tools 

supporting business processes. A workflow application 

implements a business process model. The model describes 

the process steps to be performed to achieve a specific 

business goal, business rules for coordination of those steps 

and responsibilities of process participants[9]. The steps 

include tasks that should be performed by agents that can be 

human, computer systems or combination of both [10]. 

Workflow systems, with the benefits of efficient and flexible 

process modelling and process automation, have been widely 

used for managing business processes [11]. The main 

advantages of using workflow platforms are: 

 Ability to model and deploy processes by a 

business user without engagement of software 

developers and deployment procedures. 

 Ability to measure the performance of the 

processes and the whole business area related to 

the process. 

 Full control over processes. Every step must be 

undertaken during the process and whole process 

(there is no possibility to forget some activity) 

has to be performed according to the business 

rules (no risky shortcuts allowed). Workflow 

makes processes less dependent on users 

mistakes and faults. 

 Workflow can automate both business critical 

processes and also those back-office and 

automation makes processes to consume less 

time and resources. 

Workflow activities execute programs that consume and 

produce data (parameters values and files). An output data 

produced by an activity can be consumed as input data to 

another activity, establishing a dependency relation between 

those activities [12].  

IV. CONCEPT OF BI AND BIG DATA PLATFORM THAT IS 

WORKFLOW DRIVEN 

 

Being aware that steps in workflow produce some data it 

seems natural that they could be connected directly to the 

data storage such us data warehouse or big data repositories. 

Such approach can change the current well known and stable 

ETL approach (Extract Transform and Load).  

Regarding to the consumption data by workflow activities 

we can assume that beside the data produced on the earlier 

stages of the process, the activity can be also fed with the 

data or information coming from data warehouses or even 

knowledge produced by a knowledge discovery modules of 

both BI and Big Data Systems. 
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Figure 1. Concept of workflow and Big Data and 

Warehouse communication 

Some key items of the system’s architecture are visualized 

on the Figure 1. There we can business process supported by 

workflow tool. Some steps (decision blocks) can use the 

Knowledge acquired in Knowledge Discovery module.  

Other steps (actions) can load the data into: 

 Data Warehouse 

 Big Data repository 

The compound layer called Knowledge Discover services is 

working on the collected data and in this layer the Data 

Mining models are prepared. We can use well the known 

methods of data discovery like: 

 Artificial neural networks 

 Machine learning 

 Naïve Bayes networks 

 Collaborative filtering 

 Clustering 

 Association rules 

and any other that can produce the valuable conclusions 

in the business environment. 

The most important assumption regarding this layer is 

accessibility to its actions through SOA protocols like SOAP 

and REST. Regarding the actions it is meant mostly 

executing the models on the real object to gather the 

classification or assign the object to the cluster. Author 

assumes that through the service model we could also launch 

the training, testing or validation processes. 

 

In SOA architecture we can efficiently send data for the 

technology different: 

 Workflow platform 

 Data loading services 

 Knowledge discovery services 

 

Example of a workflow driven combination of such activities 

can be the sales process in an example company. During the 

process, the customer goes the path (live or virtual) among 

various products and stops to watch some of them. The 

information about user focusing on the product and making 

decision regarding putting it to the basket or not is a valuable 

item to store in big data repository. After the user makes 

some particular activity, we can ask the conclusion model 

(bulid on previous customers behaviors) if it is efficient to 

present the customer directed proposal (or any other 

marketing message). If the recommendation of conclusion 

model is positive we can communicate with customer by: 

 sending him message on his mobile (using sms, mms 

or push notification in the bespoke mobile app), 

 presenting him the message on the screen visible in 

the market, 

 make the shop assistant to approach the customer and 

ask some more information and present the 

dedicated offer. 

We can imagine many more ways the store is 

communicating the customer to make the offer more suitable 

for him and optimize the income and turnover from the 

customer service. 

Of course the areas of usage of such platform are not 

limited only to sales and marketing processes, although it is 

probably the most efficient and most obvious to use data 

mining based on big data and Business Intelligence modules 

there. 

The important remark regarding the proposal of workflow 

using Big data and BI states that such workflow can 

automate nearly every process in the company (both Front 

Offices and Back Office as well). Workflow is able to 

communicate not only with Knowledge Discovery services 

but also with any application working in the enterprise 

environment that is build using Service Oriented 

Architecture approach. 

V. PROJECT OF PLATFORM IMPLEMENTATION IN ENTERPRISE 

ENVIRONMENT 

Due to various business processes and the logic of existing 

IT environment in enterprises we cannot assume that the 

implementation of proposed platform may be done in a 

standard way and be processed easily. Of course whole 

platform will contain a set of coupled services, ready to 

cooperate, but they all will need to be integrated with 

enterprise data sources and configured to fulfill the business 

requirements. 

The project of the platform implementation will contain the 

following stages: 
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1. Identification of business goals. The processes or 

business areas of efficiency improvement must be 

defined. We can imagine a whole variety of 

platform usage like: 

a. Sales processes 

b. Customer relation and loyalty management 

c. Logistic processes 

d. Back office processes 

And many more 

2. Information and data sources identification. We 

should investigate the possible sources of data 

required to acquire sufficient knowledge useful in 

chosen processes improvement. In current approach 

the data may come from:  

a. The classic electronic sources like: 

i. IT systems databases. 

ii. Server logs describing usage of the 

IT tools. 

iii. Search engines’ queries 
corresponding to the knowledge 

flows and users’ needs. 

iv. Social media activities of internal 

users and external individuals 

(customers, suppliers, fans, 

competitors). Social systems are 

now full of interesting 

information. We can distinguish 2 

ways of social systems: 

1. Open – like Facebook, 

Twitter, Youtube, 

LinkedIn and many more 

2. Internal – available only 

for internal users or 

intentionally invited 

externals – like Yammer,  

HighQ, eXo Platform 

and many more. 

b. The electronic sources emerging especially 

to feed the database of implemented 

platform. They can register activities of 

individuals that have not been registered 

yet eg.:  

i. Sensors identifying paths of 

customers movement around 

market or employees in a 

warehouse.   

ii. Barcode scanners, RFID tags / 

readers. 

iii. Mobile devices 

(tablet/smartphones) equipped 

with applications to register some 

facts that have not been registered 

previously (Customer assistant 

may register the conclusion of 

conversation with customer eg. 

Customer has just bought a house 

and soon he will need pieces of 

furnishings or the logistics 

employee may calculate the time 

every activity takes and register 

that) 

iv. Stationary machines allowing 

customers to give a feedback or 

provide a satisfaction survey in a 

simple way. 

3. Verification of individuals acceptance for registering 

the data describing individuals and their behavior. 

If customers feel surveilled they can avoid the 

services or the company that implemented platform. 

Internal employees who are aware of continuous 

tracking may feel strange and not work fully 

efficient. Another important aspect is validation of 

law and regulatory compliance. Personal data is 

protected by the law and we should verify if the 

data we gather can be processed without breaking 

the law. 

4. Data load processes design. We can distinguish in 

here: 

a. ETL (Extract, Transform and Load) 

processes – mainly for data coming from 

traditional electronic sources. 

b. Services design (SOAP/REST) – mainly 

for data describing events that were when 

event occurred. In such approach the 

database is filled immediately  

 

5. Data structures design that will include: 

a. Data warehouse structure in the form of 

multidimensional structure (star or 

snowflake). Basing on the structure we can 

build OLAP cubes structure or we can 

process a data mining models. 

b. Non – relational database that can be much 

more efficient while storing the behavioral 

data. We can distinguish in here: 

i. Column database like   Cassandra 

or HBase 

ii. Document database like MongoDB 

or HyperDex 

iii. Key-value like FoundationDB or 

CouchDB 

NoSQLdatabases are more efficient for huge 

data sets processing and the performance of data 

loading is  much higher. 

6. Validation of the data designed structure especially 

it’s adaptation to the business goals that were 
discovered on the earlier stage. Verification of the 

data quality must also be made. 

7. To build the knowledge discovery services it is 

crucial to choose the correct data exploration 
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methods that fits best to business problem solutions. 

The huge topic is extraction of the algorithms 

parameters and their adjustment for models to 

generate the best possible results.  

8. Since the main concept is based on the fact, that 

business processes using knowledge services and 

feeding them with data should be supported by 

workflow tool – it is important on the design stage 

of the project to model the business processes and 

automate them in the workflow software. 

VI. PLATFORM STRUCTURE ASSUMPTIONS 

In the current state the platform is technology 

independent. The necessary components like: 

 Data warehouse 

 NoSQL databases 

 Services (SOAP/REST) protocols 

 ETL tools 

 Workflow Engines 

 Data exploration algorithms 

have implementation in various operating systems and 

software development platforms, that is why from today’s 
perspective it is not crucial to select the final technology. 

 

 

Figure  2 . presents  the example of the concept platform 

architecture basing on real life examples of use cases.

 
Figure 2. Example of concept platform 
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VII. CHALLENGES

Without a doubt, implementation of presented platform is

a risky project and includes a lot of challenges. Among them

we can distinguish:

• Performance  –  the  knowledge  discovery  services

and  intended  to  respond  on-line  for  process  re-

quests.  If  there  is  any significant  delay –  it  may

harm the efficiency of core business processes.

• Data mining models’ relevancy – it is crucial to ac-

quire valuable knowledge form data and provide it

to  the  business  scenarios  supported  by presented

platform.

• Business  efficiency –  implementation  of  the  plat-

form is high cost  affair. If  we choose wrong pro-

cesses or  wrong methods of knowledge discovery

and usage - the return of investment bay be not re-

warding

• Stability of the platform - some of the technologies /

solutions intended to be  used in  the platform are

modern and in some cases may be unstable. It may

influence the stability of the whole platform.

VIII. CONCLUSIONS

The article presents modern approach for building enter-

prise platform, that could be used in majority of enterprises.

The advantages of such approach are the expected high per-

formance and most efficient usage of analytical platform (BI

and Big Data) not only on a strategic level as management

support systems but also on an operational level where busi-

ness processes supported by knowledge can be most efficient

from a business perspective. The future researches will con-

centrate on choosing example technologies and implementa-

tion of pilot atomic use cases to prove the correctness of pro-

posed approach.
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Abstract—We address the problem of the access to the results
of scientific publications in the agri-food domain. We focus on the
description of main contributions of the papers treating them as
accepted or rejected beliefs of their authors expressed in the form
of scientific laws. We define the structure of different kinds of
scientific laws present in the domain in the form of an ontology.
The main concern of the paper is a process in which we proceed
from the abstracts of papers to the ontological representation of
laws. Moreover, we present examples of SPARQL queries which
show how the resulting knowledge base can be used. Among
the uses we point out discovering new scientific hypotheses and
incoherencies among scientific laws.

Index Terms—ontology, scientific law, knowledge extraction,
scientific hypotheses, incoherency

I. INTRODUCTION

IN RECENT years the number of scientific publications
has increased significantly. It is common knowledge in

scientific community that there are so many works published
every year that it is not possible for one person to read all
of them, even if that person limits themselves to a narrowed
specialization. The situation of professionals who are working
at the crossroads of science and practice is even worse because
they must not only struggle through countless scientific papers
but they must also cope with the difficult scientific language in
which these papers are written. This problem gets even more
serious when it comes to scientific projects where research is
being conducted in many loosely connected disciplines.

Some of the journals are already providing structured ab-
stracts within the papers published there. One of the possible
structures of such abstracts is to divide the abstract into three
sections: background, results, and conclusion. And, addition-
ally, there are keywords at the end1 [1]. Another way to
facilitate access to the content of a paper is using so called
highlights which are “a short collection of bullet points that
convey the core findings and provide readers with a quick
textual overview of the article”.2 There are also semantic
solutions addressing this problem. For example, the authors of
the Nanopublication and the Micropublications projects have
created models to represent statements and argumentation from

1See also http://www.nlm.nih.gov/bsd/policy/structured_abstracts.html.
Journal of Biomedical Semantics can serve as an example.

2See: http://www.elsevier.com/journal-authors/highlights.

scientific papers. We shall discuss the projects in the section
dedicated to related works.

The research presented in the paper was conducted within
ProOptiBeef3 project, oriented towards increasing the level of
innovation in Polish beef sector. One of the tasks of the project
is creating a knowledge base (henceforward KB) of recent
results published in the top journals relevant to the domain of
beef production and consumption. These results were selected
by the community of the experts involved in the project. One
of the main goals of constructing the KB is to help scientists
decide which experiments should be conducted in order for
the research to be innovative.

In order to transfer knowledge from the papers to our KB,
we have created an ontology called Science. It is designed
to represent proved and disproved statements extracted from
scientific papers stored in the database of the ProOptiBeef
project. We shall informally describe the Science ontology in
section II of this paper. In section III we shall present the way
in which we fill the KB with the information from scientific
papers. The final element of our KB is a reasoning part. This
element enables us to perform some reasoning algorithms on
our KB in order to discover new scientific hypotheses and to
detect incoherency among scientific laws which have already
been represented. We shall present an implementation of three
of these algorithms in the SPARQL query language in section
IV. In section V we shall shortly describe related works. The
last section, section VI, contains summary and describes our
planned future work related to the project described in this
paper.

II. ONTOLOGY OF SCIENTIFIC LAWS

As mentioned above, the project’s KB is structured accord-
ing to Science ontology (see [2], [3] for the formal structure
of the ontology and [4] for the philosophical sources of the
ontology). The ontology is expressed in OWL and is composed
of two parts: TBox and ABox. TBox (terminological compo-
nent) consists of a taxonomy of scientific laws (see figure
1) and provides a formal characterization of each class of the

3Full name of the project: ProOptiBeef – Optimizing beef production
in Poland according to strategy “from fork to farm”. Web page: http:
//prooptibeef.pl.
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taxonomy4. Laws from different classes differ in their structure
and therefore require different representation specified by the
ontology. The top distinction in the taxonomy is between
quantitative and qualitative laws5. Quantitative Law concerns
the dependency between qualities of an entity that can be
measured (e.g., time of (beef) aging influences (beef) pH
value) while Qualitative Law concerns perdurants or endurants
describing directly their properties or comparing them with
respect to their qualities (e.g., meat of bulls housed in groups
before slaughter was less tender than meat of bulls individually
housed).

The meaning of terms “endurant”, “perdurant” and “quality”
comes from the DOLCE ontology [5] which is used as
a foundational ontology for Science. The terms are to be
understood as follows:

• endurants are wholes that endure in time, e.g., beef,
pasture, food;

• perdurants are entities that “happen in time”; they can
have temporal parts or spatial parts, e.g., feeding, slaugh-
tering, cooking;

• qualities are entities that can be perceived or measured,
e.g., height, weight, age, protein content.

Quantitative Law is further divided into Correlation Law and
Functional Law. Correlation laws state that there is a correla-
tion between the values of the qualities, but the details of the
correlation are unknown, i.e. it is not possible to determine the
function (direction) of it (e.g., there is a significant correlation
between sarcoplasmic protein solubility and both expressible
moisture and color parameters). Functional laws say that there
is a dependency between the values of two qualities. One of the
qualities is called an independent parameter and the other one
is called a dependent parameter. A functional law states that
the value of a dependent parameter is a function of the value of
an independent parameter (e.g., aging influenced instrumental
hardness). If the function describing dependency in a law is
monotonic (i.e., it is either increasing or decreasing), this law
is an instance of Monotonic Law (e.g., fat reduction results in
higher cooking losses).

Fig. 1. The backbone of Science ontology.

4The TBox of Science ontology can be browsed here:
http://onto.kul.pl/webprotege/.

5The way the laws are represented in Science has been widely described
in [2], [3].

There are five subcategories of Qualitative Law: Method-
ological Law, Quasi-functional Law, Law of Inclusion, Object-
property Law and Ordering Law. A methodological law states
that a method is used to measure a certain property (e.g. Mul-
tiple Linear Regression is used to measure beef tenderness). A
quasi-functional law—similarly to a functional law—expresses
the dependency between two qualities but one of the qualities
is qualitative (e.g., the sex of an animal has influence on the
tenderness of its meat – “sex” here is a qualitative quality). A
law of inclusion states that one class of objects is a subclass
of the other (e.g. meat color is a meat quality). An object-
property law states that an object possesses a quality (e.g.,
red meat is an important source of vitamin D). Ordering Law
is divided into two subcategories: Binary Ordering Law and
Ordering Law with Differentiation Factor. Each instance of
Ordering Law has some ordering basis according to which
classes of objects are compared. Binary ordering laws compare
two classes of objects (e.g., dairy cow lean has a longer display
color life than beef cow lean) with respect to some quality
playing the role of order basis (e.g., display color life). Each
instance of Ordering Law with Differentiation Factor describes
a change of some quality of an object after the object has
undergone some modification (e.g., magnesium decreased in
beef during cooking).

It is also worth noting that the term “scientific law” which is
used by us in the paper covers proved and disproved statements
described in scientific papers. Proved and disproved statements
are instances of classes: Accepted Scientific Law and Rejected
Scientific Law, respectively (see figure 2). It suggests that we

Fig. 2. Each scientific law is either accepted or rejected in a scientific paper.

treat scientific laws similarly to beliefs. Referring to [6] we
assume that each scientific law has its “owners”, who are the
authors of the paper which the scientific law comes from. The
paper is also a source in which the law is exemplified. So
modelling author role and the paper as the context in which a
scientific law appears is very important for our representation
([7], [8]).

ABox of our KB is simply a set of individuals (i.e., concrete
scientific laws extracted from concrete scientific papers) which
are represented in accordance to the TBox just described.

Below we shall describe the process of extraction of scien-
tific laws from the scientific papers and their translation into
the language of Science ontology.
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III. KNOWLEDGE ACQUISITION

A. Extraction of knowledge from scientific papers by domain
experts

ABox contains a significant number of 8k scientific laws ad-
equately representing the content of selected scientific articles.
The selection of papers from the top journals—in the opinion
of researchers involved in the ProOptiBeef—was prepared in
the earlier phase of the project. Thus, the remaining task was
to present the information from the selected papers in the form
designed to represent scientific laws.

For an efficient realization of the task we decided to use
abstracts of the papers as the main source of information. The
UNESCO guide for the preparation of scientific papers for
publication [9] states that “[t]he abstract should contain the
results and conclusions of the paper in brief detail adjusted
to the size allowed to the abstract and should, within these
limits, refer to any new information which it contains. The
abstract should not contain information or claims not contained
in the body of the paper, nor should it include inessential
details. [...] “New information should include observed facts,
conclusions of an experiment or argument, the essentials of
new methods or apparatus, etc.” Moreover, the guide postulates
that “[t]he abstract should be self-contained”. In the light of
these principles an abstract should contain enough information
about the main results of the papers to reconstruct scientific
laws.

Our experience shows that the practice in the journals
from the agri-food domain in principle agrees with these
postulates. However, authors use there technical vocabulary
and discipline’s folklore. That makes them difficult to be
accessed by non-specialists. Thus, the participation of agri-
food science specialists in the process of extracting knowledge
from abstracts is inevitable.

On the other hand most specialists are not familiar with the
formal and computational tools of knowledge representation.
After a short introduction to our schema of the representation
of scientific laws the specialists invited to the project were
aware of the key conceptual distinctions (object, qualities) and
the key elements of the representation of theses – the influ-
ences between factors and correlations. However, to encourage
them to co-operate we had to allow them to present the results
of their analyses in a form quite close to natural language with
only some structural restrictions.

As a result we introduced a multi step process whose main
steps are:

• agri-food specialists extract information from abstracts
and write them down in a semi-structured way,

• information is automatically transferred to a database,
• the database is further elaborated by ontologists and (this

is itself a multi step process described below)
• finally the information is automatically converted into

OWL ontology.
Let us now trace the process in detail.

a) STEP 1: An abstract (earlier divided into sentences
that are numbered for easier reference) of a scientific paper

goes to the so called Raiders of The Theses (most of them are
PhD students of broadly understood agri-food science). Their
work is controlled and approved by senior members of the
project team. The work with the abstract is based on a text
form covering the following elements:

• a list of objects
• a list of properties (qualities)
• a thesis formulation from the abstract
• a new elaborated formulation of the thesis
The first two lists constitute a conceptual structure in

which the laws presented in the article can be expressed. The
description of the list of objects is usually rather complex and
is a subject of further ontological elaboration. An example
is presented later in the paper when we discuss the work of
ontologists (see section III-B). The list of properties is rather
simple and is directly transferred into a database where each
quality is connected to the article and the thesis it comes from.

Example 3.1: Now let us concentrate on the formulation
of theses and analyze an example. The original formulation
from the abstract is as follows6: “W normalnej atmosferze,
fotooksydacja była powierzchowna, ponieważ zaobserwowano
odwrotną korelację między wagą plastra mięsa i stężenie COP
na podłożu lipidowym, w przeciwieństwie do atmosfery bo-
gatej w tlen (32%).” (“In normal atmosphere, photo[o]xidation
was a superficial process, since an inverse correlation between
meat slice weight and COPs content on a lipid basis was
observed, unlike in a highoxygen (32%) atmosphere.”)

The specialist disambiguated the formulation and divided it
into elementary facts forming laws of one of the type from
our ontology. The statement from our example is presented as
the two following facts:

• “Wraz ze spadkiem masy plastrów surowej wołowiny,
poddanych pakowaniu w atmosferze powietrza, zwiększa
się stężenie produktów oksydacji cholesterolu.” (“In nor-
mal atmosphere, with the decrease of meat slice weight
the COPs content increses.”)

• “Wraz ze spadkiem masy plastrów surowej wołowiny,
poddanych pakowaniu w atmosferze bogatej w tlen
(32%), zmniejsza się stężenie produktów oksydacji
cholesterolu.” (“In a highoxygen (32%) atmosphere, with
the decrease of meat slice weight the COPs content
decreses.”)

B. Pre-ontological elaboration of statements, qualities and
objects

a) STEP 2: Statements formulated in STEP 1 were
automatically transferred to a database for further elaboration
by the ontological staff of the project. Within this process
all statements are annotated with unique identifiers. The two
above statements from our example received numbers: t_652_3
and t_652_4 respectively. We shall further refer to them using
these identifiers.

6Specialists worked on Polish translation – we present both Polish and
English versions.
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b) STEP 3: Each statement, whether proved or dis-
proved, has an attributed type of thesis from Science.

For the selected types of scientific laws it is also necessary
to determine the monotonic type. There are two main mono-
tonic types: positive and negative. They express the direct
or inverse proportion between qualities for the monotonic
laws, increase or decrease of quality values for ordering
laws. In special cases of ordering laws, additional monotonic
types were introduced which are “equal”, “different” or “no
monotonic type”. Exceptions, related to additional monotonic
types, refer to these in which values of qualities are equal/stay
unchanged or values are said to differ but the exact value
differences are unknown. The latter exceptions refer to the
ordering laws with differentiation factor, where the value of
qualities is unknown.

At this point it is also determined for a particular thesis
whether it is proved or disproved, by marking it as “accepted”
or “rejected”.

Example 3.2: Let us describe this on the example of thesis
t_652_3 (it is a continuation of example 3.1). The statement is
proved, so we mark it as “accepted”. It describes dependency
between weight and concentration of cholesterol oxidation
products. Both qualities are quantitative qualities and quality
dependence is known; therefore the thesis should be assigned
as an instance of Monotonic Law. Monotonic laws require
determining monotonic type. At this case decreasing the
weight causes increasing the concentration of cholesterol ox-
idation products, that indicates an inverse proportion between
qualities: “negative” monotonic type.

c) STEP 4: The next step of the development refers to
relating the qualities to particular scientific laws. The qualities
were listed by the domain specialists in the earlier phase (see
STEP 1), but the list was linked to a particular article not to
a thesis (see STEP 2). So if there were a few theses extracted
from one article (which was almost always the case) there was
a need of selecting the qualities for each thesis. A particular
thesis needs to have not only proper qualities attributed but
also (if possible) their role determined. The latter depends on
the type of thesis. To attribute qualities to a thesis, the proper
qualities are selected from the list. The proposed names of
qualities must precisely describe the qualities mentioned in
the thesis. In other case they should be corrected together with
their English translation.

For all scientific laws qualities can be attributed; the
only exception might be the laws of inclusion, which may
refer to two or any quality. If a statement expresses any
kind of influence between two or more qualities, then
we should characterize the roles of these qualities in the
statement. It is so in the case of all functional, monotonic
and quasi-functional laws. In such statements dependent and
independent qualities are distinguished. For methodological,
ordering and object-property laws single qualities are attached
to the statement. The special cases are laws of inclusion and
correlation laws. As it was said, the laws of inclusion might
refer to two or any quality. In the first case two qualities are

assigned to a thesis in the following way: the first quality
is a specialization of the second one. For correlation laws
the direction of influence is unknown, for this reason each
quality is assigned a number that corresponds to the order of
its occurrence in the thesis.

Example 3.3: In our example (it is a continuation of exam-
ple 3.2) two qualities: stężenie produktów oksydacji choles-
terol (concentration of cholesterol oxidation products) and
masa (weight) were extracted from the abstract (to which
refers thesis t_652_3). Both of them refer to the statement
t_652_3. Since the statement belongs to Monotonic Law,
qualities dependency must be characterized. Hence, “weight”
should be attributed to the statement as independent quality
and “concentration of cholesterol oxidation products” as a
dependent quality.

d) STEP 5: In the next step the elaborated data are
automatically translated into an OWL ontology. The result
is the Science ontology with classified instances of scientific
laws. Each concrete scientific law was assigned qualities in
appropriate roles, monotonicity (if applicable), the identifier
of the article it comes from, the original sentence from the
abstract of the article which expresses the law, its Polish
translation and expert’s elaboration.

e) STEP 6: The last part of the work is related to
the description of objects (the experimental materials) the
theses are about. The objects for the theses were described
by the domain experts. Example 3.4 shows a description of
the object for the aforementioned theses t_652_3 and t_652_4.

Example 3.4 (Objects for theses t_652_3 and t_652_4):
• mięso wołowe (beef)
• plastry surowej wołowiny poddane działaniu światła flu-

orescencyjnego (raw beef slices exposed to fluorescent
light)

• pakowane w: atmosferze powietrza / bogatej w tlen
atmosferze (packed in: normal atmosphere / oxygen-rich
atmosphere)

• tlenek cholesterolu 7k (cholesterol oxide 7k)
• tlenek cholesterolu 7-β-OH (cholesterol oxide 7-β-OH)
• tlenek cholesterolu 7-α-OH (cholesterol oxide 7-α-OH)
• tlenek cholesterolu β-epoksydowy (cholesterol oxide β-

epoxy)
At this level, the concepts of objects are developed

according to the top categories of DOLCE (endurants,
perdurants, qualities) and established (for this domain) types
of relations. At the first step of the formalization, all classes of
endurands, perdurants, qualities, their instances and relations
between them are extracted from the object description
prepared by the domain experts. They are written out with the
assigned serial numbers and a shortcut describing the type of
category (endurant “e”, quality “c”, relation “r”). Each object
has its English translation in brackets (see example 3.5 below).
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Example 3.5 (Pre-ontological description of objects):
1.e. mięso (beef)
2.e. bydło (cattle)
3.c. surowe (raw)
4.c. pokrojone w plastry (sliced)
5.e. światło fluorescencyjne (fluorescent light)
6.r. pakowane w (packed in)
7.e. normalna atmosfera (normal atmosphere)
8.e. bogata w tlen atmosfera (oxygen-rich atmo-
sphere)
9.e. tlenek cholesterolu 7k (cholesterol oxide 7k)
10.e. tlenek cholesterolu 7-β-OH (cholesterol oxide
7-β-OH)
11.e. tlenek cholesterolu 7-α-OH (cholesterol oxide
7-α-OH)
12.e. tlenek cholesterolu β-epoksydowy (cholesterol
oxide β-epoxy)
〈1, o, 2〉
〈1, q, 3〉
〈1, q, 4〉
〈1, tr, 5〉
〈1, 6, 7〉
〈1, 6, 8〉

Next the relations between objects (with use of given short-
cuts) are written out in angle brackets. Firstly, the relations
might occur between different objects. In that case we use
triples: 〈o1, r, o2〉, where “o1”, “o2” describe objects and “r”
the relation between them (see example 3.5 above). In some
cases we also use quadruples. It is the case for relations such as
“is aged for”, “is stored in temperature”, and any other relation
which refers to a quality and its value with a proper unit. The
pattern for quadruple is the following: 〈o, r, v, u〉, where “o”
describes object, “r” – relation, “v” and “u” respectively value
and its unit.

For some frequently repeated relations special symbols were
established. In our case those symbols are “o” and “tr”,
which describe respectively the relation of “obtained from”
(otrzymany z) and “is treated with” (potraktowany).

f) STEP 7: From the pre-ontological representation we
automatically obtain the description of objects in OWL by
translating tuples into axioms of the Science ontology.

IV. KNOWLEDGE MANAGEMENT

After the process described in section III is finished, the
Science ontology is populated by scientific laws with their
formal description. Then by performing SPARQL queries we
may obtain many interesting results.

a) query 1: For instance by SPARQL queries we are
able to find accepted (IRI so:c0000001) monotonic laws which
refer to the same qualities in the same roles but having
different monotonicity (see query 1).
query 1

PREFIX rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX owl:<http://www.w3.org/2002/07/owl#>
PREFIX xsd:<http://www.w3.org/2001/XMLSchema#>

PREFIX rdfs:<http://www.w3.org/2000/01/rdf-schema#>
PREFIX so:<http://onto.beef.org.pl/science/>

SELECT ?class1 ?class2 ?thesis1 ?thesis2 ?m1 ?m2
WHERE {
?c1 rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isIndependentParameterIn;
owl:hasValue ?thesis1];
rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isIndependentParameterIn;
owl:hasValue ?thesis2].

?c2 rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isDependentParameterIn;
owl:hasValue ?thesis1];
rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isDependentParameterIn;
owl:hasValue ?thesis2].

?thesis1 rdf:type so:c0000015; so:hasMonotonicType ?m1;
rdf:type so:c0000001.
?thesis2 rdf:type so:c0000015; so:hasMonotonicType ?m2;
rdf:type so:c0000001.

?c1 rdfs:label ?class1. ?c2 rdfs:label ?class2.
FILTER(lang(?class1) = "en"). FILTER(lang(?class2) = "en").
FILTER(?thesis1 != ?thesis2). FILTER(?m1 != ?m2).
}

The query gives 16 results in our KB (so 8 pairs of laws);
four of them can be seen in table I. For instance the first
row of the table informs that the class with english label
"weight"@en is an independent parameter in theses with IRI
so:t_652_3 and so:t_652_4 and the class with the English
label "concentration of cholesterol oxidation products"@en
is a dependent parameter in theses with IRI so:t_652_3 and
so:t_652_4. But the thesis so:t_652_3 states that weight has
a negative impact on concentration of cholesterol oxidation
products, while so:t_652_4 states that the impact is positive.
This result makes us curious about the reason for the change of
monotonicity of the influence from “negative” to “positive”.
Having access to the bearers of the mentioned qualities we
can learn that weight and cholesterol oxidation products are
qualities of meat slices and that in the experiment they were
divided into two groups which were packed differently: one
in normal atmosphere and the other in highoxygen (32%)
atmosphere. So the interesting information is: the way in
which meat slices are packed has impact on the direction
of influence of weight on the concentration of cholesterol
oxidation products.

b) query 2: By querying the ontology we are also
able to find new laws, i.e. not explicitly expressed in the
scientific articles. For instance, the theses which are linked
with classes of qualities by so:isIndependentParameterIn and
so:isDependentParameterIn roles can be examined in the fol-
lowing way (see query 2): find two functional laws which share
the same class of qualities, lets call it a “transitive_class”, such
that it is a dependent parameter in the first law and independent
in the second; if they are found, the other classes appearing in
the two laws—i.e. an independent parameter of the first, lets
call it “class1”, and a dependent parameter of the second, lets
call it “class2” — create a new law.

query 2

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX owl: <http://www.w3.org/2002/07/owl#>
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TABLE I
PARTIAL RESULTS OF QUERY 1

?class1 ?class2 ?thesis1 ?thesis2 ?monoton1 ?monoton2
"weight"@en "concentration of cholesterol oxidation products"@en so:t_652_3 so:t_652_4 negative positive

"level of cysteine"@en "flavor"@en so:t_2303_51 so:t_2303_38 positive negative
"pressure"@en "cooking loss"@en so:t_1913_8 so:t_1913_9 positive negative

"temperature"@en "cooking loss"@en so:t_557_5 so:t_557_6 positive negative

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX so: <http://onto.beef.org.pl/science/>
SELECT ?class1 ?tc_label ?class2
?thesis1 ?m1 ?thesis2 ?m2
WHERE {
?c1 rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isIndependentParameterIn;
owl:hasValue ?thesis1].
?tc rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isDependentParameterIn;
owl:hasValue ?thesis1];
rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isIndependentParameterIn;
owl:hasValue ?thesis2].
?c2 rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isDependentParameterIn;
owl:hasValue ?thesis2].
?thesis1 rdf:type so:c0000001.
?thesis2 rdf:type so:c0000001.
?c1 rdfs:label ?class1.
?tc rdfs:label ?tc_label.
?c2 rdfs:label ?class2.
FILTER (lang(?class1) = "en").
FILTER ( lang(?tc_label) = "en").
FILTER (lang(?class2) = "en").
OPTIONAL {?thesis1 so:hasMonotonicType ?m1.}
OPTIONAL {?thesis2 so:hasMonotonicType ?m2.}
}

Table II presents four out of 704 results the query brings
about in our KB. In the first row we find a new scientific
law stating that tenderness (column ?class1) influences color
value (column ?class2). The law is obtained from the two laws:
so:t_837_8 and so:t_278_4. The first states that tenderness has
impact on pH ultimate value and the second that color value
depends on pH ultimate value.

c) query 3: We can also ask about qualities which have
an influence on a selected quality, for instance a quality with
the label "tenderness"@en (see query 3 below).
query 3

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX owl: <http://www.w3.org/2002/07/owl#>
PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX so: <http://onto.beef.org.pl/science/>
SELECT ?class ?monoton ?article ?thesis
WHERE {
?c rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isIndependentParameterIn;
owl:hasValue ?thesis].

?c2 rdfs:subClassOf [rdf:type owl:Restriction;
owl:onProperty so:isDependentParameterIn;
owl:hasValue ?thesis];
rdfs:label "tenderness"@en.

?thesis rdf:type so:c0000001;
so:comesFromArticleId ?article.

?c rdfs:label ?class.
FILTER (lang(?class) = "en").
OPTIONAL {?thesis so:hasMonotonicType ?monoton.}
}

In table III we see partial results of the query. We get the
information that aging time, total collagen content, country
origin and the amount of connective tissue influence the
tenderness of meat. It is also worth noting that in table III
we find three different articles which support the existence
of correlation between the amount of connective tissue and
tenderness.

V. RELATED WORKS

At least a few attempts have been made to address the
problem which we have presented in the introduction. Now,
we are going to present some of these works which are,
in our opinion, interesting and relevant to our work. Firstly,
we shall present the SWAN project which “aims to develop
a practical, common, semantically structured framework for
biomedical discourse initially applied, but not limited, to
significant problems in Alzheimer Disease (AD) research” [10,
p. 739]. The ontology called SWAN was created within this
project. The goals of the SWAN ontology are: 1) to be the
schema of a knowledge base in AD research; 2) to link the
information from this knowledge base with information from
other sources. These goals are intended to be achieved by
using the following groups of concepts of the SWAN ontology:
people and organizations, discourse elements, bibliographical
information, concepts from the domain of interest, and others.
The SWAN ontology allows for a representation in which, for
example, there is a hypothesis from a scientific publication
connected with some journal article by the relation “citesA-
sEvidence”, with claims by “contains”, and with a person by
“authoredBy”. In turn, one of these claims can be connected
with another claim by the relation “inconsistentWith”. It is
possible, of course, to create these “epistemic” connections
among concepts automatically, but in the cited paper the
authors seem that they want them to be represented manually.
In turn our KB allows for detecting inconsistency between
statements automatically.

The second example which we would like to discuss here
is the Nanopublications project [11]. The authors of this
project argue that the lack of context (i.e. experimental data,
citations, argumentation) of a statement (extracted from a
scientific paper) which is intended to be represented is a
serious problem, because “the statement can only be validated
scientifically if you take into consideration its context” [11, p.
51]. And because it is common practice in the Semantic Web to
represent a statement without its context (which, traditionally,
is implicitly included in a source document), it is important to
enable people to add a context to the represented statement.
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TABLE II
PARTIAL RESULTS OF QUERY 2

?class1 ?tc_label ?class2 ?thesis1 ?m1 ?thesis2 ?m2
"tenderness"@en "pH ultimate value"@en "color value"@en so:t_837_8 – so:t_278_4 positive
"aging time"@en "pH value"@en "emulsion capacity"@en so:t_837_8 – so:t_1337_2 positive

"rate of spoilage"@en "fat content"@en "cooking loss"@en so:t_910_2 – so:t_936_3 –
"flaxseed flour content"@en "protein content"@en "mean growth rate"@en so:t_398_6 negative so:t_2184_10 positive

TABLE III
PARTIAL RESULTS OF QUERY 3

?class ?monoton ?article ?thesis
"aging time"@en so:positive so:t_1679_2

"total collagen content"@en so:negative so:t_569_21
"country of origin"@en – so:t_72_4

"amount of connective tissue"@en – "164" so:t_164_3
"amount of connective tissue"@en – "1348" so:t_1348_5
"amount of connective tissue"@en so:negative "1716" so:t_1716_1

The authors of the project created the nanopublications – a
way to connect a statement with its context. A nanopublication
is a “set of annotations that refer to the same statement
and contains a minimum set of (community) agreed-upon
annotations” [11, p. 52]. An annotation is a triple in which
the subject is a statement. A statement, in turn, is a triple
which can be uniquely identifiable. In such a triple there
are three concepts in three different roles (positions): subject,
predicate, and object. According to the authors, this model can
be realized through the use of Named Graphs which enable
adding a URI to a given RDF graph. A statement is a Named
Graph and “all annotations belonging to a nanopublication
should be part of the same Named Graph” [11, p. 53].
A nanopublication should represent the information from a
source publication. In the SWAN ontology the statements were
treated as independent components, here the authors of the
project laid emphasis on the fact that a publication is a whole,
but may still be connected to other publications. The usage of
triples for representing statements is a well known practice.
In one of the previous sections we have used triples (and, in
fact, quadruples) for describing objects. But here we have an
additional use of Named Graphs which allows for connecting
statements with URIs in triples.

Another example is the Micropublication project within
which “a layered metadata model of scientific argumentation
and evidence” [12, p. 2] was created in order to “organize,
verify, assess, combine and absorb this information [from the
world’s biomedical literature] in a comprehensive way” [12,
p. 2]. The authors designed this model in such a way that
it is able to represent both minimal and maximal forms of
publications. In [12] the authors present nine use cases of
this model. These use cases show that the model is very
flexible and enables a wide range of possible usages: from
a simple representation of a citable claim with supporting
reference to a representation of a claim with a full chain of
supporting evidence, citations etc. Also, the micropublication
model allows for expressing statements in a natural language

due to the fact that it is easier for scientists to annotate their
work in that way.

Although the above mentioned approaches are interesting,
they fail to take into account our specific need, i.e. the
ability to represent information in a very specific manner. It
is due to the fact that we would like to conduct automatic
reasoning on our knowledge base. The SWAN ontology is
intended to represent “lonely” statements in a simple formal
manner, more or less the same applies to nanopublications.
Micropublications can be represented both in formal and
natural languages. We want our statements to be not only
composed from a few concepts, but they should also be
internally structured. This is provided by the taxonomy of
scientific laws. And in our representation it is also possible
to connect a law with a statement in natural language (e.g.
by data property) and with a sentence from the abstract.

VI. CONCLUSION AND PERSPECTIVES

We have presented an ontological representation of the
main results of scientific articles from agri-food domain. The
knowledge base consists of a TBox in which we define the
structure of different kinds of scientific laws present in the
domain and an ABox containing over 8k of particular laws.
We have described in detail a way in which we proceed from
abstracts of journal papers to assertions in ontology.

The work on the knowledge base is still in progress. It can
be used as a core element of scientific information systems
for the domain. We have not developed any such system
in full by now but we have presented in the paper several
SPARQL queries that show the kind of information that
can be obtained from the knowledge base. The development
of applications based on the knowledge base is one of the
directions of future works.

The information extracted from the abstracts contains the
detailed description of objects to which the laws pertain. The
objects are connected to these laws in ontology. However,
we have not developed algorithms that make extensive use
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of them. Tackling this task is another direction of future
work.

Yet another challenge is concerned with the unification of
the present results with the earlier ontological works within
ProOptiBeef project. They resulted in the Domain ontology
[13], [14] containing concepts that were used as keywords
in the scientific papers from the projects database. The set of
concepts from Domain and the set of objects and features used
in Science ABox overlap. We believe that it is worth to merge
both ontologies.

ACKNOWLEDGMENT

Research was realized within the Project no. WND-
POIG.01.03.01-00-204/09 Optimizing of Beef Production in
Poland According to “from Fork to Farm” Strategy co-financed
by the European Regional Development Fund under the Inno-
vative Economy Operational Programme 2007 – 2013.

REFERENCES

[1] T. Nakayama, N. Hirai, S. Yamazaki, and M. Naito, “Adoption of
structured abstracts by general medical journals and format for a
structured abstract,” Journal of the Medical Library Association: JMLA,
vol. 93, no. 2, pp. 237–242, April 2005, PMID: 15858627. [Online].
Available: http://www.ncbi.nlm.nih.gov/pubmed/15858627

[2] P. Kulicki, R. Trypuz, R. Trójczak, J. Wierzbicki, and A. Woźniak,
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of agent-oriented workshops that come together to build

upon synergies of interests and aim at bringing together re-
searchers  from the agent community for  lively discussions
and exchange of ideas. For the first time  JAWS was orga-
nized during the 2011 FedCSIS Conference. Workshops that
constitute JAWS in 2015 are:
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Computing: from Model to Implementation 
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Multi-Agent Systems and Simulations 
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a result, there is now significant knowledge on how to design
and implement them. There is also a deeper understanding of
the  most important  issues  to  be  addressed  in  the  process.
Therefore, on the top-most level a progress in development
of methodologies for design of agent-based systems can be
seen.  Furthermore,  these  methodologies  are  usually  sup-
ported by tools that allow not only top level conceptualiza-
tion but guide the process towards implementation (e.g. by
generating at least some code).  Next, it can seen that new
languages for agent based systems are created, e.g. AML or
API Calculus. Separately, tools/platforms/environments that
can be used for design and implementation of agent systems
have been through a number of releases, eliminating prob-
lems and adding new, important features. Resulting products
are  becoming truly robust  and flexible.  Furthermore,  open
source products (e.g. JADE) are surrounded by user commu-
nities,  which often  generate  powerful  add-on  components,
further increasing value of existing solutions.
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Abstract— Formal methods offer a great potential for early 

integration of verification in the design process. These are based 

on theories and mathematical notations that allow the formal 

specification of a program and check its implementation. They 

offer a global vision and a high-level structure and system 

organization. In addition, the software architecture plays a key 

role as a pivot point between the requirements of a system and 

its implementation. In this paper, we present a formal approach 

based on Bigraphical Reactive Systems for specifying and 

verifying the main features of the Multi Agent Systems (MAS) 

architectures based on the Belief-Desire-Intention (BDI) agent 

model. The proposed approach supports both the static and 

dynamic aspects of BDI-MAS architectures at different levels of 

abstraction. Further, we use automatic proof tool BigMc to 

analyze the specifications and verify system properties. 

 

Keywords: Multi-Agent Systems, software architecture description 
language, Bigraphical Reactive System, formal specification, 
reconfiguration, formal verification, Bigraphical Model Checker. 

I.INTRODUCTION 

he emergence of large-scale IT networks has given rise 

to numerous distributed applications. These 

applications require a strong interaction between 

different entities distributed on the network that may share 

the same resources and the same goals. Several distributed 

development models for these applications have been 

proposed in the literature. However, the importance of the 

issue, is to be convinced of the legitimacy and trust granted 

to IT applications. These concerns have led to methods of 

development and verification. Lately software systems tend 

to be more distributed, open and concurrent. This evolution 

of computing has changed the way of thinking but also the 

design of such systems. Multi-Agent Systems (MAS) are 

particularly suitable for developing these kinds of systems. 

However, the diversity and complexity of the basic concepts 

that characterize multi-agent systems involve a difficulty in 

understanding and designing of such systems. 

Formal methods offer a great potential for early 

integration of verification in the design process, these are 

based on theories and mathematical notations allowing both 

to formally specify the program, to check and prove that its 

implantation’s compliance with all the properties described  

in the specification. This is called proper implementation 

with respect to the specification and formally verified 

program. Formal methods are recognized by standard 

references, so that the seventh and final confidence level of 

the Common Criteria [1] is granted to applications built with 

them. The awareness of the importance of checking more 

carefully the programs and the maturity of tools dedicated to 

this task has generated a considerable growth of programs 

formal verification in the last decade. Offering a global 

vision and a high-level structure and organization of a 

system, the software architecture plays a key role as a pivot 

point between the requirements of a system and its 

implementation. 

The diversity of design concerns in general and 

particularly in MAS, request support on formal techniques, 

which offer enough flexibility and expressiveness to 

rigorously specify MAS architecture at both the static and 

dynamic level. 

In our previous work [2] we proposed a new approach for 

modeling and analyzing MAS architectures called BDI MAS 

architecture in which Bigraphical Reactive Systems (BRS) 

[3] are adopted as a semantic framework to formalize MAS 

architectures that are based on the Belief-Desire-Intention 

(BDI) agent model [4] which is the most commonly used 

approach for representing agent internal state and it also has 

been used to build a number of significant real-world 

applications (i.e. web applications,...). Therefore, Milner’s 

BRS are very suitable to formalize MAS fundamental 

architectural aspects and their reconfiguration.  

Thus, in this work we argue that in addition to their 

graphical aspect and rigorous basis, BRS are capable of 

representing both locality and connectivity constituting main 

concepts of MAS architecture then we propose our a 

bigraph-based  model in order to reason about their 

properties for that we use the automatic proof tool BigMC to 

analyze the specifications and verify system properties 

during configuration. The rest of the paper is organized as 

follows. In section 2, we introduce Bigraphical Reaction 

Systems (BRS) and the automatic proof tool BigMc . Section 

3 and 4 present the related works and then our bigraphical 

specification of BDI-MAS architecture. The given 
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formalization approach is verified and validated by the 

BigMC tool through examples in section IV. Finally, some 

concluding remarks and ongoing work finish the paper. 

II.BIGRAPHS AND BIGRAPHICAL MODEL CHECKER 

A. Bigraphs 

Bigraphical Reactive Systems were initially introduced 
by Milner [3] to provide a completely graphical intuitive 
formal model capable of representing at the same time 
connectivity and locality of distributed entities which is very 
close to MAS concepts. The proposal of BRS provides a 
model for information systems with mobile placing and 
mobile linking, in which real-world pervasive and distributed 
systems can be described and analyzed. Further, it provides 
the unification of existing process calculi for concurrency 
and mobility (such as π-calculus, Petri nets, λ calculus, and 
so on) in a simpler way [5]. 

    Structural Aspects: A bigraph is the combination of two 
independent structures place and link graphs. The place 
graph represents system entities geographical distribution. 
The link graph is a hypergraph representing interconnections 
between these entities. Within a BRS, system entities are 
represented by nodes and interactions between them are 
represented by edges (see Fig. 1.). A node can be dotted with 
ports representing connexion points to edges or inner/outer 
names.  

Each node has a control, which is an identifier belonging 
to a set that is called a signature (usually denoted as S). Each 
control indicates how many ports the node has, whose 
controls are atomic (node empty), and which of the non-
atomic controls are active (node permitting reaction inside) 
or passive. The inner names and outers names of a bigraph 
indicate connecters to which other bigraphs or roots (i.e. 

regions) can be connected. Such interconnection is possible 
only if the outer name of a bigraph or root is equal to the 
inner name of another bigraph. Sites represent holes into 
which a root or node can be nested. They are considered as 
an abstraction indicating the presence of other elements. 
Definition [3]: a bigraph is formally defined by G = (V, E, 

ctrl, GP,GL) ∶ I → J,          I = <m, x>, J = <n, y>, where: 
- V and E represent finite sets of nodes and edges 
respectively. 

- ctrl ∶ V → K  a control map that assigns a control to each 
node. The signature K is a set of controls. 
- GP and GL are Place and Link graphs respectively. 
- I and J represent inner and outer names (interfaces) 
respectively of the bigraph G. 
 

 
Fig. 1 The anatomy of bigraphs 

 
Bigraph can also be expressed by term language. In [5] 
Milner axiomatises the structure of bigraphs, to prove that 

the theory is complete, the algebra of bigraphs structure is 
surprisingly simple, the primary operations and elements 
used in this paper are summarized in Table 1. 

TABLE 1.  TERMS LANGUAGE FOR BIGRAPHS. 

Term Signification 

U || V Juxtaposition of roots 

U | V Juxtaposition of nodes 

U  ◦ V Composition 

U . V Nesting( U contains V) 

/x . U U with outer name x replaced by an edge 

x /y Connection inner names y to outer name x 

 
    Dynamical aspects: Bigraphs structural dynamics is 

expressed through a BRS (Bigraphical Reactive System) 

consisting of a category of bigraphs and a set of reaction 

rules; each one defines a redex bigraph to be transformed to 

a reactum bigraph. Formally, a reaction rule takes the 

form(R,R’,n) where R : m → J is a redex, R’ : m’ → J  is a 

reactum and n : m’ → m  is a map of ordinals [3]. The 

category of all bigraphs and their reaction rules constitute a 

BRS. 

B. Bigraphical Model Checker (BigMC) 

The use of formal methods allows rigorous verification of 
computer systems. There exist a number of formal 
verification techniques, model checking [6, 7] is one of many 
and BigMC (Bigraphical model checker) [8] is one of the 
few model checking tool devoted to the verification of 
models encodes as a Bigraphical Reactive System. BigMC 
ensures that the system’s behavior meets the expected 
properties. This verification is fully automated and consists 
in exploring all the possible cases. The result of this analysis 
is to confirm that each property is verified, or not. In the 
latter case, and this is one of the main interests of this tool, 
the model checker returns a counter-example. Fig. 2 shows 
the full BigMC bigraph term: 
 

 
 

Fig. 2 BigMC terms language 
 

Using the grammar in Fig. 2, we can specify a model M 

which may be a composed of another model or an expression 

E or both. In turn an expression E can be composed of nodes 
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(being active or passive and assigning an arity to each one of 

them), reaction rules (whose form is as follows T -> T) and 

properties denoted by P (which are expressed as a logical 

formula). In this work, we will use the BigMC grammar to 

specify our proposed BDI-MAS architecture model in order 

to check and validate some properties. 

III.MULTI AGENT SYSTEMS BIGRAPH BASED SPECIFICATION 

To better understand the multi agent system development, 

we have reviewed the literature related to Architecture 

description languages (ADLs) and those of MAS. Therefore, 

in our previous work [2] we have captured the fundamental 

concepts to better ensure the specification, evolution and the 

verification of MAS architecture. This modeling has studied 

both the structural and dynamic dimension of multi-agent 

systems architectures. These two dimensions (structural and 

dynamic) will be developed in this section to show how the 

proposed framework based on the BRS as a formal notation, 

express the multi-agent architectures.  

At a high level of abstraction, multiagent system is 

considered as a set of computing entities (a set of agents) 

that are distributed across multiple sites, and are often 

referred to as nodes. In Table 2, we summarize fundamental 

elements intervening in a BDI-MAS architecture. 

  
TABLE 2.  CORRESPONDENCE BETWEEN MAS AND BRS 

CONCEPTS. 

 

MAS architectural element Bigraph 
element 

Agents, Beliefs module, Desires module, 
 Intention module, plans. 

Node 

Physical or logical location the agents Root 

Various type of links between the different 
elements 

Edge/Hyper 
Edge 

Abstract elements Site 

 

A. Structural description of the BDI-MAS model 

Our BDI-MAS architecture model structure follows core 

principles, which we organize in two levels of abstraction: (i) 

internal (or agent) level; (ii) social (or MAS) level. The 

former describes the internal structure and state of the agent 

(i.e. the basic construct elements of the MAS) and the second 

describes the assembly and interaction among agents that 

compose the MAS architecture. A multi-agent system does 

not reduce to a centralized computer system; it consists of a 

set of interconnected agents. Where each agent can initiate 

communication, generate messages, and respond to other 

agent’s messages, in order for agents participating in these 

interactions to achieve overall system goals [9]. 

a) Agent level:  

The Fig. 3 shows our BDI agent and its internal structure. 
Each agent (denoted by AG) is composed of three principal 
nodes, which in turn contains other nodes that structure 

them. In what follows, we will take a closer look on the 
nodes that compose the agent AG1, for more details see [2].  
 

 
 

Fig. 3 Bigraphical model of BDI Agent. 

 
The signature associated to a BDI-MAS bigraph is as 
follows: 
K = { L: (2, active), M: (1, active), N :( 0, active), O :( 1, 

atomic), P :( 0, atomic)}, L, M, N, O and P represent 
controls associated to different nodes. The different nodes 
types used in the model and their associated controls are 
summarized in Table 3. 

 
TABLE 3.  NODES TYPES OF BDI-MAS ARCHITECTURE. 

 
Node Control Attribute Arity Meaning 

AG L Active 2 Agent 

B M Active 1 Beliefs Module 

G N Active 0 Goal Module 

I M Active 1 Intention Module 

P O Atomic 1 Plan 

D O Atomic 1 Desire 

K P Atomic 0 Knowledge 

b) Social level: 

The model presented provides notations for describing 
the structure of MAS in terms of hierarchical configurations 
of interacting components. It provides an explicit and 
common basis for describing MAS architectural 
configurations (see Fig. 4).  
 

 
 

Fig. 4. Bigraphical model of BDI-MAS configuration. 
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B. Modeling BDI-MAS Architectural Reconfiguration 

As defined in our previous work [2] the BDI-MAS 

architecture dynamics is formalized using reaction rules 

expressing changes of form in terms of shape shifting while 

preserving architectural constraints.  In this subsection, we 

give some reaction rules samples defined to model BDI-

MAS internal and external behavior and reconfiguration. 

Table 4 depicts how we defined the behavioral model, based 

on reaction rules. 

 
TABLE 4.  MODELLING MULTI AGENT SYSTEM 

DYNAMICS. 

 
Multi Agent System BRS 

Configuration MAS. Bigraph : �MAS= (�MAS, �MAS, ���݈MAS, �MAS � ,�MAS � ) 

Reconfiguration from MAS 
to MAS’ 

Meta reaction rule: �� = (MAS, 

MAS’, ݉′ → ݉) 

 
Example RL1: Resolution of an internal goal reaction rule 
 

AGx y  .(Be1.(K |d2) |G.(D1 |d4) |Ie1 .(P |d3) |d1) |d0 

→ 

AGx y  .(Be1.(K |K1 |d2) |G.(D1e2 |d4)| Ie1 .(Pe2 |d3) |d1) |d0 
 

Example RL2: Resolution of an external goal (collaboration) 
reaction rule 
 
AGxy.(Be1.(K|K1|d2)|G.(D1|d4)|I.(d3)|d1)|AG1xy.(B1e2.(K2|d7)|G1.(

D3|d9)|I1e2.(d8) |d6) 

→ 

AGxy .(Be1.(K |K1 |K3 |d2) |G.(D1e6 |d4) |I.(P2e6 |d3) |d1) | 

AG1xy.(B1e2.(K2 |K3 |d7) |G1.(D3 |d9)|I1e2.(d8) |d6) 

 

IV.FORMAL ANALYSIS OF PROPERTIES 

Software verification becomes essential to the 

development of computer systems. Indeed, the use of formal 

methods allows to prove that a system satisfies a given 

specification. In fact, these methods appear one of the main 

solutions for the development of high quality and safe 

systems at a reasonable costs and time span. Further, the use 

of these methods in the development process allows the 

verification and validation of the specification and facilitates 

the passage to the implementation. These techniques are 

accompanied by powerful tools that can be used to automate 

various stages of verification. The use of rather conventional 

design methods (composition, aggregation, etc.) in the 

development cycle has paved the way for the smooth 

introduction of techniques such as model checking. 

In our case, we use BigMC a Bigraphical Model Checker 

to check properties such as deadlock and some violations 

that the model should not allow to happen during its 

execution. First, we specify the structural aspect (i.e., nodes 

and their signature and outer and inner interfaces …) then 
the dynamic aspect (i.e., reaction rules ex internal resolution 

of goal …) using the BigMC syntax term language. Then we 

formulate the properties that we would like to verify on each 

example. Finally, we will analyze and validate the resulted 

output given by the BigMC tool. 

A.  Reachability checking 

In this section, we would like to verify the soundness of 

our model. For that purpose, we decide to start with the 

building blocks of our model’s dynamic, which are no other 

than the reaction rules for the resolution of an internal, 

external goal resolution and the reconfiguration example of 

adding a new agent to the system specified in the section 4. 

Fig. 5 describes, how our BDI agent is able to solve an 
internal goal, as it may be seen in the redex, the presence in 
the node G of a desire D1 to satisfy, one can also notice the 
presence into the node B of a knowledge node denoted by K, 
which is necessary for triggering the rule. In the reactum one 
can first see the appearance of a node P, which is the best 

plan among plans that can satisfy the desire D1 (choosing the 
best possible plan remains tied to heuristics that cannot 
appear in the architectural level). Secondly, the creation of a 
link e2 between the node D1 and P specify that the desire D1 
could be satisfied by the execution of the plan P. Finally, the 
execution of P induces two possible cases either: (1) adding / 
removing knowledge at the node B (2) beliefs of the agent 
do not change [2]. 
 

 
 

Fig. 5. Internal goal resolution reaction rule. 

 
Fig. 6 below represents the structural bigraphical 
specification of the resolution of an internal goal in BigMC 
term language. 
 

 
 

Fig. 6 Internal goal resolution in BigMC term language 
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Fig. 7 shows the dynamics of our example, through the 
presentation of a sequence of meta-reaction rules written in 
BigMC, we can also see that there are two types of reactions 

of rules linking and placing reaction rules. The former is 
responsible for creating or deleting links between nodes 
while the second type is responsible for creating, moving or 
deleting nodes in our BDI-MAS Agent. 
 

 
 

Fig. 7. Internal goal resolution dynamics 

 

Now that we have specified our model structural and 
dynamical aspects in BigMC the penultimate stage before the 
checking is to specify or formulate the property to check on 
our example. For this purpose, BigMC provides a set of 
predefined predicates using the syntax showing in Fig. 2, in 
the following example, we will use two of them, the first 
property that we would like to verify named violation_free 
uses the predicate !match(T) which states that we must not 
find a match to the expression between brackets during our 
system execution. The second property is deadlock_free 
which uses the predicate !terminal() the predicate as 
transcribed here states that there will be a possible future 
state reachable by a step of reaction rule from the current 
one. For more elaborated properties the common boolean 
operator such as AND, OR and NOT are used. 
 

%property secure !matches(Agent[in,out].(Beliefs[e1].(K | K1 | 
$2)|Goals.(Desire1[-] | $0) |Intensions[e1].(Plan1[-] | $1 ))); 

 
%property deadlock_free !terminal(); 

 
The result of the model checking is shown in the figure after 
20 steps the model checker reached successfully the intended 
state and does not report any property violation (due to the 
lake of space intermediate rewriting steps are omitted) . 
 

 
 

Fig. 8. Internal goal resolution checking result. 

 

Example 2 the external goal resolution implies at least two 
agents as shown in the Fig. 4 of the section 4. The Fig. 9 

represents the example transcribed in BigMC term language.  
 

 
 

Fig. 9 External goal resolution written in BigMC. 

 

The model checker rewriting steps is limited to 50, the result 
is without call the model is free of violation. As a result, the 
BigMC tool does not give a counter example see Fig. 10. 
 

 
 

Fig. 10. External goal resolution checking result. 

 

V.RELATED WORK 

There is an important core of work regarding to the design 

and development at the architectural level as mentioned in 

[9] and [10], several works propose different languages, 

formal and semi-formal, Architecture Description Language 

(ADL). Such as Darwin, Rapide, Dynamic-Wright [11] and 

π-ADL[12] for representing and analyzing software 

architectures in order to predict architectural qualities before 

the implementation, and guiding the design and coding 

process. Nonetheless, these works are labeled by a lack of 

coverage of concepts related to the definition of a multi-

agent system, for example, the representation of the agent is 
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generally limited by a single object devoid of the necessary 

concepts to express its autonomy and cognitive aspects (such 

as beliefs, knowledge and competences).  As cited in [13] 

there exist various analysis techniques among the existing 

ADLs for testing, model checking, and evaluating 

performance based on architectural models. Bordini in [15, 

16] has presented an approach for verifying multi-agent 

programs. In this approach, the system is written with the 

logic-based agent-oriented programming language 

AgentSpeak and automatically translated into either Promela 

or Java. This is an important work; however, the verification 

of MAS focuses on the program rather on the architecture. In 

[17] Walton address the verification of communication 

between agents participating in multi-agent web service 

systems, the approach is based on the application of model 

checking techniques. This approach is too specific, it is used 

to verify lightweight protocol language and it cannot be 

applied to a wide range of multi agent systems and neither at 

the architectural level. In [18] and [19] are abstract formal 

models for developing formal specifications of multi-agent 

systems these approachs uses the Z notation as formal 

foundation. However, the Z language cannot model in an 

effective way the interaction, distribution and the 

concurrence in a MAS. Fisher in [20] describes the first steps 

towards a formal specification and verification of multi-

agent systems using Concurrent METATEM and the 

temporal belief logics. This approach suffers from a low 

level of abstraction and does not take into account the 

reconfiguration of the system at the architectural level. 

VI.CONCLUSION 

In this paper, we have described our proposed formal 

modeling approach of the BDI-MAS architecture. The 

system has been specified at both individual (agent) and 

social (MAS) levels. The BDI-MAS bigraph simplifies 

considerably the MAS architectures readability. A MAS 

architecture is seen as a hierarchical configuration of 

interacting nodes. The model emphasizes on both locality 

and connectivity that can be used to represent the location 

and interconnection of MAS architectures. On the other 

hand, reaction rules allow developers to correctly analyze the 

BDI-MAS architecture features, including modeling the 

behavior of the BDI agents and describing reconfigurations 

that could be added to the architecture. Further, the use of 

bigraphs as formal basis in the development process allows 

the verification and validation of the specification. Using the 

BigMC tool we have shown that our BDI-MAS architecture 

model through its Meta reaction rules are free of violations 

and deadlock. Our aim is to have a graphical intuitive solid 

formal foundation for modeling MAS architecture in order to  

handle the complexity of the systems in general, adopting a 

high level of abstraction that removes unnecessary details 

regarding all the expected properties and facilitates the 

passage to the implementation. 

 

In the perspectives of this work, we plan to: 

- Formally analyze and verify some non-functional 

properties such as security of the BDI-MAS 

architectures model. 

- Provide a tool that generates executable implementation 

from our BDI-MAS architecture model,  

- Develop a methodology around the model in order to  

guide the development of MAS. 
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Abstract—The number and type of digital sources storing
healthcare data is increasing more and more, rising the problem
of collecting actually dispersed information about a single patient.
In this paper we propose an agent-based system to support
integration of health-related data extracted from both structured
(HIS) and semi-structured (websites and social networks) sources.
Integrated data are exported in HL7 format to finally feed
personal health record (PHR).

I. INTRODUCTION

D IGITAL healthcare data dramatically increased during
last years [1]; this is mainly due on one hand to data

stored into Health Information Systems (HIS) [2][3] as med-
ical records and clinical exams, while on the other hand a
significant contribution comes from specialized websites (e.g.
online medical forums) and social networks as FaceBook
and Twitter, where doctors and patients post their personal
experiences and opinions about various health related topics
e.g. illnesses, symptoms, treatments, side effects [4][5].

The number and type of such data sources poses the problem
of collecting actually dispersed healthcare information for a
single patient, therefore the extraction and integration of such
data into a standard repository arise.

Data integration is a well-known and quite old issue [6][7],
however it still requires a significant effort, especially when
information are extremely sensitive for privacy issues, as it
occurs for medical information [8].

In this paper we propose an agent-based systems whose goal
is the integration of health related data coming from different
sources; as cited before, we consider both HIS (i.e. SQL based
data sources) as well as websites (HTML-based data sources)
and social networks (in particular, Twitter).

These are used to populate official medical documentation
known as Electronic Medical Records (EMR), Electronic
Health Records (EHR) and Personal Health Record (PHR). In
more detail, EMR/EHR [9][10][11] is the digital collection of
a person’s health related documents used within HIS to provide
an effective, reliable and costs saving health management,
contains the standard medical and clinical data and is managed
only by health care providers, whereas in the PHR [12]
the person can directly manage his personal medical-related
information and therefore it can also contain data coming from
website and social networks cited previously (i.e. unstructured
or semi-structured). In the rest of this paper, we will use the
term PHR only, implicitly including also EMR/EHR.

Since our goal is the gathering of personal health-related
data, we suppose that all information can be accessed on a per-

user basis according to authentication mechanisms whenever
present, i.e. agents should be granted access to personal
profiles to extract data.

Moreover, for an effective integration a common refer-
ence terminology is needed; to this purpose, we exploit the
SNOMED-CT [13], currently the most comprehensive medical
terminology worldwide adopted, to discover medical terms and
properly manage, match and integrate synonyms, hyponyms
and hypernyms.

Together with standard database terminology, we also in-
clude a list of additional informal terms to be searched if noth-
ing is found within SNOMED-CT, indeed it is possible that
within unofficial medical data sources (as in the case of social
networks and websites) people use words like ”headache” that
are not explicitly stored into SNOMED-CT, where ”headache”
is indeed referred as ”migraine”; the additional list allows to
cope with such real situations.

Finally, a common output format for PHR data is ad-
visable; a widely accepted format is HL7 [14], a standard
for information exchange between medical applications and
healthcare providers. HL7 includes several recommendations
for conceptual representation, documents (included the PHR),
applications and messaging standards, and is available as v2.x
and v3.0. The v2.x version is a non-XML proposal where data
is organized in segments (lines), each containing proper fields
and subfields. The v3.0 HL7 messaging protocol leverages
XML to provide data structure and also provides support for
healthcare workflows.

Other works deal with integration issues, for instance in [15]
an OWL ontology is developed to integrate specific medical
documents (CCD) authors focus on, whereas in [16] a com-
plete method for ontology based schema and data integration
for clinical and genomic databases is presented. Our goal is
to provide a tool for extracting and integrating any (neither
specific nor structured) medical information without creating
a new ontology (rather, exploiting existing ones). Using social
forums in healthcare has been investigated e.g. in [17], where
answer for medical queries in unresolved posts is provided
via similar thread retrieval; to the best of our knowledge, no
data gathering from social forum for PHR has been considered
so far. Joining virtual social networks and healthcare recently
led to neologisms as Infodemiology and Infoveillance [18];
also Twitter has been exploited in this sense, for instance
in [19] the micro-blog is used to detect flu trends, whereas
in [5] Ailment Topic Aspect Model is applied to tweets to
track public health over time; in [20] authors tracked and
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examined disease transmission in particular social contexts
via Twitter data, while in [4] social media use improves
healthcare delivery by encouraging patient engagement and
communication. Apart all these proposals however, no specific
use of Twitter data for PHR currently exist. A preliminary and
partial study of the work presented in this paper can be found
in [21] and [22].

The paper is organized as follows. In section II we describe
the overall architecture of our proposal, and how the data
extraction and integration are performed for each data source.
In section III we show an application to a real case, providing
concluding remarks and future works in section IV.

II. AGENT-BASED GATHERING SYSTEM

In fig. 1 our agent-based model is shown. The three
main data sources categories we consider are the so-called
database, that represents standard HIS where official medical
personal data are stored (usually, according to a well structured
schema), and the website and social, indicating respectively
HTML-based and text-based data sources as described in
previous section; in our experiments in particular we looked at
online medical forums for the ”website” category and Twitter
for the ”social”. Considering agents, the first set (named
wrapper agents) is devoted to gather personal data from each
data source, while text mining agents filter previous data to
extract medical information. The integration module collect
all such data and performs proper integration also exploiting
both the SNOMED-CT terminology and an additional dic-
tionary of ”common” medical terms (e.g. ”headache”) that
are not stored as official medical terms in the SNOMED-
CT. The same references are used by the text mining agents
to detect medical information. After this, feeding agents are
used to populate user’s PHR with his relevant medical data.
User agents collaborate to compare information gathered from
different users but semantically related, allowing to build a
user network; similarly, disease agents cooperate to correlate
detected diseases. In the following each component of the
proposed architecture is described in more detail.

A. Wrapper agents

All sources are managed by wrapper agents, that are used
to isolate and collect information referring to the same user;
in the case of database this is quite trivial and can be accom-
plished via standard SQL based queries, even if each real HIS
has its schema and probably both proprietary solutions as well
as authentication issues must be tackled. The question is some-
how different for what concern websites and social network.
In the case of websites indeed, in particular considering online
medical forums we focused on, sometimes all messages are
directly available on a per-user basis, therefore the extraction
performed by the agent still remains feasible, whereas when
forums provide a thread/topic based classification the wrapper
agent has to browse all threads/categories and collect all
messages for each single user to contribute as much as possible
in populating his medical profile; forums where total anony-
mous messages are allowed are then not considered here (i.e.

registered nicknames only). In social networks as Facebook
or Twitter, the same approach can be applied since they
generally adopt the same organization of traditional websites,
i.e. personal messages somehow identifiable even in the case
of a topic-based arrangement. Note that the term person here
refers to a distinguishable user id or nickname, i.e. the agent
stores data together with the (user id, source id) pair so that
each text refers to a single user. Since the nickname should be
associated to a real person, this requires he/she should grant
the permission for his/her data in order to fulfill privacy issue
and related laws; here we suppose that persons do not prevent
their personal data to be extracted by agents.

B. Text mining agents

The next step is the extraction of all medical related data
(concerning a given person), discarding other information; this
task is performed by text mining agents shown in fig. 1. This
agent is not present in the case of HIS since it is likely
that such a data source exclusively stores medical related
information; conversely, websites and social networks may
also include non medical data, also thanks to their semi-
structured or unstructured nature, i.e. HTML and text based
data posted by common people (not necessarily doctors or
medical personnel). Online medical forum and social networks
are managed following the same approach, except for a
preliminary step in websites, where pure text is extracted
from HTML, therefore these sources both provide text data
(either webpages or tweets). The first operation we apply is
the language recognition, since all further text-mining actions
(e.g. stemming) strictly depend on the specific language; in this
sense, we discard then all non English text portion. Then, the
text mining agent searches for statements containing medical
terms; this is accomplished using Natural Language Processing
(NLP) techniques [23], in particular first removing irrelevant
information (as hyperlink text for web pages, or retweet
details and usernames for tweets) and then applying standard
text processing operations as tokenization, stopwords removal,
stemming and indexing [24]. If the index terms list contains
at least a medical term, the statement that term belongs to is
preserved, otherwise we discard the statement.

In the last step, we leverage sentiment analysis [25][26] in
order to evaluate the remaining statements (those containing
medical terms), e.g. if the person suffers a disease cited in a
tweet, or if an intolerance to some food specified in a forum
question is still present or not. Sentiment analysis or opinion
mining [27] leverages NLP, text analysis and computational
linguistics to extract subjective information, as the mood of the
people regarding a particular product or topic; basically, the
sentiment analysis can be viewed as a classification problem
of labelling a given text (statement within a tweet or extracted
from online forum) as positive, negative or neutral, in our case
if the result of classification is positive or negative, the text
mining agent passes this information to the integration module
to enrich personal medical profile.

To understand how it works, let us consider the text ”Last
night was too rainy, this morning my headache is stabbing but
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Fig. 1. Application architecture

fortunately I will not go at work” that can come from a social
as well as from a website source. Using the NLTK chunking
package [28], we first identify short phrases (clusters) like
noun phrases (NP) and verb phrases (VP); the text portion
cited above in particular produces the following chunks:

”Last night”(NP)
”was” (VP)
”too rainy” (NP)
”this morning” (NP)
”my headache” (NP)
”is stabbing” (VP)
”but fortunately” (NP)
”I” (NP)
”will not go” (VP)
”at work” (NP).
The sentiment analysis exploits the chunking technique first

to isolate clusters, then we discard those without medical terms
(in the example only ”headache” is present, therefore clusters
”Last night was too rainy” and ”I will not go at work” are
discarded), finally trying to assess the meaning of remaining
clusters by using a proper list of positive and negative verbs, so
the cluster ”this morning my headache is stabbing” is labelled
as positive or, in other words, we got the information that
person has the headache.

C. SNOMED-CT and dictionary
In order to discard statements that do not contain any

medical term, we search each index term extracted by text
mining agent in the SNOMED-CT terminology. To better
clarify how this search is performed, we briefly cite the
SNOMED-CT core components (details can be found in [29])
that are:

• concepts, that represent all entities that characterize health
care processes; they are arranged into acyclic taxonomic
hierarchies (according to a is-a semantics)

• descriptions, explaining concepts in terms of various
clinical terms or phrases; these can be of three types,
Fully Specified Names (FSNs) that is the main (formal)
definition, Preferred Terms (PTs), i.e. the most common
way of expressing the meaning of the concept, and
Synonyms.

• relationships between concepts, e.g. the concept (disease)
”Staphylococcal eye infection” has ”Causative agent”
relationship with ”Staphylococcus” (different types of
relationships exist depending on concepts type)

• reference sets used to group concepts e.g. for cross-maps
to other standards purposes.

In this work, the first two items are considered, in partic-
ular among all concepts hierarchies we focus in the ”dis-
order/disease” since our goal is to detect tweets about dis-
eases, therefore we do not consider other specific hierarchies
(e.g. ”surgical procedures”). Inside the disorder hierarchy, we
search each index term extracted from tweets as a FSN, PT
or synonym; if found, that tweet is further processed in order
to establish whether the specified disorder is present using
sentiment analysis (see below).

As indicated in the introduction, to guarantee that all med-
ical terms can be successfully detected, a list of additional in-
formal terms is searched if nothing is found within SNOMED-
CT, for instance if the index term is the word ”flu”, this has
positive match in the synonym list of ”influenza” disease (the
FSN), but the (also quite common) term ”headache” is not
explicitly present when browsing SNOMED-CT [30], where
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this disorder is instead referred as ”migraine” both as FSN
and its synonym. Including ”headache” in an additional list
(dictionary in fig. 1) is the simple solution we adopted; this
list is considered just if nothing is found within SNOMED-CT.

Also note that several diseases are defined as a group of
words (e.g. ”Viral respiratory infection”), therefore during the
indexing phase we also retain N-grams with N=2 and 3; dis-
eases with more than three words can be easily disambiguated
even with 3 words since not all words are generally significant
(e.g. in ”Disease due to Orthomyxoviridae” the first and the
last words are enough for correct matching).

Finally, detected diseases may be hierarchically related,
e.g. ”influenza” and ”pneumonia” are both children of ”Viral
respiratory infection” according to the ”is-a” semantics. This
information could be used for instance by replacing both
children with their common parent, in order to build a more
generalized, global view of diseases named in the given
geographic area during the chosen time period. We choose
however to preserve the best level of detail by not using a
common ancestor as in the example, while on the other hand
we will substitute all terms that represent the same disease
with its FSN as indicated in SNOMED-CT, for instance if
different tweets refer to ”flu”, ”grippe” and ”influenza” they
will be all considered as tweets about ”influenza”.

D. Integration module

The integration of all data concerning the same person
into his PHR is performed by the integration module after
it receives data by wrapper and/or text mining agents. The
process is not fully automatic at this stage, so the scenario the
user is presented to includes a set of pieces of information
that could refer to the same person and have to be somehow
integrated.

In particular, the wrapper (or text mining for semi-structured
data) agents deliver a set of triples (user id, source id, data)
each referring to a given user, though distinct user ids, say
UID1 and UID2 could refer to the same physical person since
such triples come from different sources. Whenever UID1 is
literally identical to UID2, the system suggests to integrate
all related data into the same set for further processing, and
the user simply can confirm this decision; if however the user
believes that although identical those pieces of information
do not refer to the same person, for instance when the first
data is about menopause (female) and the second is about
prostate cancer (male), the system stores this decision and
rename the second id differently (i.e. UID2 ) in order to allow
disambiguation for further data. In the case UID1 and UID2
are different, the user has to decide whether these ids actually
represent the same person or not; again, the system stores the
decision, therefore if UID1 is ”Robert Stanton” and UID2 is
”RBTSTN” and the user establishes that the latter is a portion
of ”Robert Stanton”’s fiscal code, all further triples having
”RBTSTN” will automatically incorporated into the same set
of ”Robert Stanton” pieces.

After all pieces of health-related information belonging to
the same person have been collected into the same set S, the

integration module tries to integrate data present in triples,
again through a semi-automatic process. It is important to
highlight however that a definitive standard for PHR currently
does not exist at all, therefore we do not aim at defining a
schema all data should adhere to, rather our goal is to integrate
to some extent data concerning the same information.

In particular we first focus on structured data, where the
presence of a schema means that data in a triple is usually
represented as a table, i.e. a query result coming from HIS
(databases). Different tables can be integrated first from a
structural point of view (e.g. merging ”patient ID” and ”pa-
tient CODE” columns into a single one) and then from a se-
mantic perspective (e.g. collapsing ”migraine” and ”headache”
into the same term); the problem is quite complex but really
not new and several solutions already exist [31] [6] [7]. In our
first implementation, the user can specify whether he wants
a single schema or not; if so, for each table the user has
to select which columns are considered (or discarded) and
whether columns from different tables must be joined together
into a single one; the data type of an output column that mixes
two or more existing columns will be the largest data type
among those of existing columns being integrated (e.g. float
and integer are integrated to float). At the end of the process, a
single table comes as output of the integration module and its
definition will be XML based, according to HL7 v3.0 format
cited in the introduction. Note that data belonging to tables are
not integrated in our implementation, rather we simply insert
all pieces of information into the single table; if the user do
not wish a real integration, all tables are simply preserved and
passed as output.

Considering the case of semi-structured data, i.e. website
and/or social in fig. 1, data stored in a triple is not a relational-
like tables, rather it is a labeled statement where the person
(identified by the user id element) suffers a given disease (as
the headache in the example cited in the text mining module)
or has been screened with a given clinical examination etc.
In this case the integration we implemented allows to collapse
several pieces of information whenever they actually coincide,
for instance if we have the statements ”this morning my
headache is stabbing” and ”the diagnosis was acute migraine”
both labelled as positive and belonging to the same set S
concerning a given person user id, the system allows the user
to discard one of the two statements since they represent
the same information. Note that the system recognizes the
statements as comparable since it exploits SNOMED-CT and
the dictionary of informal terms to map all medical terms (in
this case, ”headache” and ”migraine”) into the same term (in
this case, the FSN ”migraine”); if such a mapping does not
occur, statements are supposed to be different, but the system
always allows the user to collapse a set of statements into a
single one manually if this is the case.

E. Feeding agent

After the integration process has been performed, a (pos-
sibly reduced) set of triples (user id, source id, data) is
provided by the integration module for PHR feeding. The way
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PHR is actually stored and accessed has not been definitively
standardized [32], however in our architecture PHR should be
available as web services to guarantee an easy and uniform ac-
cess. In this sense, a number of platforms have been proposed,
as the Microsoft’s HealthVault [33], PatiensLikeMe [34] or
other proprietary solutions, in addition to institutional ap-
proaches, e.g. [35]. Since each one of them has its features, we
specify only general guidelines of the actual implementation
of the feeding agent, in particular each agent is devoted to a
specific solution and has to manage authentication issues as
well as data format and communication protocol; we suppose
however that supporting HL7 v3.0 as XML-based data format
is the best choice

F. User and disease agents

Users agents are devoted to build and manage the network
of users whose data have been extracted. The network can
be built according to different criteria, for instance two users
may be considered as linked if they ”share” the same disease,
or they were admitted at the same hospital. Similarly, a set
of Diseases agents can build a network of diseases somehow
related, e.g. a link between two diseases may represent a co-
occurrence of both diseases in a significant number of data
concerning the same user, or the fact that they are cited by
related users and so on; the establishment of such network
leverages the SNOMED-CT to tackle semantic-related issue
(e.g. synonyms, homonyms, hypernyms). At this stage these
two set of agents are considered for future works and have not
been implemented.

III. RESULTS

In this section we show an example of how the architecture
works. In particular, we considered a small group of persons
who suffer different diseases and are in treatment at the same
medical center; in fig. 2 we show one of them with two so-
called medical problems, i.e. diabetes and osteoporosis. The
Health Information System used in this centre was actually a
customized version on the OpenEMR software [36], whose
data access were granted to the wrapper agent through an
API-based connection to the underlying MySQL database. The
wrapper agent submitted an SQL query with users names, in
order to get information about their exams; in fig. 3 we show
the resulting table for the same person of fig. 2; for the sake of
simplicity, we omitted query details, i.e. the foreign keys used
to join patient with medical problems tables, and only signif-
icant columns are shown in fig. 2 (patient name and related
medical problems). As specified in the previous section, the
table will be the data field in the triple (’Rebecca Greenfield’,
’SRC#002’, data) extracted from MySQL database for that
person by the wrapper module and delivered to the integration
module. Note that to get results, we supposed (as specified in
the introduction) that the person in fig. 2 grants the wrapper
agent to access her data, in order to overcome authentication
issues.

Similarly, other wrapper agents search on websites and/or
social networks, in particular we considered [37] (a medical

forum) as ”website” data source, and, supposed that we are
able to associate (even manually) the name stored in the HIS
to the nickname ”rebgreen46”, we allow the wrapper agent
to extract from HTML the text contained within posts (fig. 4
shows one of them). The text is further processed by the text
mining agent, as discussed in previous section, therefore we
get the following triples:

• (’rebgreen46’, ’SRC#003’, (’back’, ’hurts’, POSITIVE))
• (’rebgreen46’, ’SRC#003’, (’legs and shoulders’, ’aches’,

POSITIVE))
• (’rebgreen46’, ’SRC#003’, (’pain’, ’is getting worse’,

POSITIVE))
These triples represent therefore additional pieces of in-

formation about that person, i.e. from the database emerges
that she suffers diabetes and osteoporosis, whereas from this
forum the presence of aches for back, legs and shoulders is
detected. According to the procedure described in the previous
section, the integration module allow to associate these three
triples with the table (in this case, manually specifying that
’Rebecca Greenfield’ is the same user id as ’rebgreen46’);
one or more feeding agents will finally connect to the plat-
form(s) where these pieces of information will be added to
the Personal Health Record for that patient. Apart the simple
example shown so far, we are currently undergoing on a more
significant test with a relevant number of patients (about 200)
also considering Twitter as ”social” data source.

IV. CONCLUSIONS

The work described in this paper outlines an agent-based ar-
chitecture for feeding PHR with data extracted from structured
and semi-structured (databases and website/social networks,
respectively) sources. Our proposal is currently at an early
stage, and we believe that the first implementation will provide
us with results confirming prosiming expectations. Moreover,
the implementation will allow to assess the effectiveness of our
approach, expecially when a relevant number of data sources
as well as a relevant number of patients to extract data about
will be gathered; this validation is also required to evaluate
the quality of integrated infomation with respect to that stored
into original sources (e.g. redundancy, completeness and so
on).

Some future works are planned:
• a useful extension concerning the integration module is

the possibility of specifying a mapping function so that
the system can be trained a-priori to associate different
user id into the same person, for instance the mapping
function can be a regular expression acting as a bijective
function to convert UID1 to UID2 and viceversa. More
complex function could be defined to allow automatic
integration.

• the integration module presented in this paper is quite
elementary; we are considering more effective solutions,
e.g. a classifier (supervised or not) that tries to aggregate
health data without the user’s intervention or reducing
this as much as possible. Besides, more effective data
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Fig. 2. Snapshot from HIS (structured data source)

Fig. 3. Data extracted from HIS database by wrapper agent

Fig. 4. A post extracted from a forum webiste by wrapper agent

integration mechanisms for either structured or semi-
structured data sources (or both) should be investigated,
as for instance agent-based approaches, also in order to

fully exploit the cooperation of agents we outlined in the
main architecture to provide effective automation in the
integration process
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• finally, a significant further work is required to implement
both user and disease agents and to explore how to
leverage corresponding networks to improve integration
and the quality of health-related information.
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ULTI-AGENT systems  (MASs)  provide  powerful
models for representing both real-world systems and

applications with an appropriate  degree of complexity and
dynamics. Several research and industrial experiences have
already shown that the use of MASs offers advantages in a
wide range of application domains (e.g. financial, economic,
social, logistic, chemical, engineering). When MASs repre-
sent software applications to be effectively delivered,  they
need to be validated and evaluated before their deployment
and  execution,  thus  methodologies  that  support  validation
and evaluation through simulation of the MAS under devel-
opment  are  highly required.  In  other  emerging areas  (e.g.
ACE, ACF), MASs are designed for representing systems at
different  levels  of  complexity through  the  use  of  autono-
mous, goal-driven and interacting entities organized into so-
cieties  which exhibit  emergent  properties  The  agent-based
model of a system can then be executed to simulate the be-
havior of the complete system so that knowledge of the be-
haviors of the entities (micro-level) produce an understand-
ing of the overall outcome at the system-level (macro-level).
In both cases (MASs as software applications and MASs as
models  for  the  analysis  of  complex  systems),  simulation
plays a crucial role that needs to be further investigated.
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Abstract—Agent Based Modeling and Simulation (ABMS)
is considered an effective approach for conducting simulation
studies in many fields. In order to develop high quality sim-
ulation models, methodological approaches are demanded. In
such direction we are moving by proposing a heuristic for the
formalization of agent based simulation problems. The proposed
heuristic is based on some guidelines developed for identifying the
main elements of the problem domain description by analysing
verbs and their common taxonomy in grammar.

I. INTRODUCTION

S IMULATIONS are used in several contexts for evaluating
the behaviour of complex systems and for understanding

how the numerous variables constraint the performance of such
systems. Especially, a simulation model gives the opportunity
to make experiments and to identify errors in such a way that
would often be infeasible in the real world. A simulation study
is a process that allows to define a simulation model of a real
system and to make experiments with that model.

Among simulation models, Agent Based Modelling and
Simulation (ABMS) is becoming a widely used approach
for conducting simulation studies in many disciplines (such
as social sciences, economy, traffic and transportation) that
deal with complex systems characterized by the presence of
autonomous and active entities [1, 2, 3, 4, 5, 6, 7].

Such increasing interest is mainly due to the possibility
to include in such models some aspects that are commonly
not considered by traditional approaches, such as local inter-
actions, entity organizations, impact of environmental changes
on entity behaviours, entity heterogeneity and so on.

Whether on the one hand these features make the ABMS
paradigm very useful for the representation of highly quality
models, on the other hand it requires appropriate methodologi-
cal approaches for addressing such a kind of simulation study.
At present, there are some proposals in such direction but sev-
eral issues are still open and a comprehensive methodological
approach is still lacking.

The work we present in this paper is part of a more ambi-
tious objective: the development of a complete methodological
approach (we named MAMAS, Methodological Approach for
Multi-Agent Simulations) that covers the entire life cycle of a
simulation study taking into account each facet of the agent

based modelling paradigm. In so doing, the experience we
collected in the latest years about methodological approaches
in the field of agent oriented software engineering (hereafter
AOSE) consolidated our opinion that a solid foundation for
design processes lies on the use of system metamodels. This is
also recognized in the field of agent based simulations where
some proposals about system metamodels [8, 9, 10, 11] for
creating a common ground for several agent based simulation
domains are proposed. For these reasons, we are defining
MAMAS approach starting from the metamodel we proposed
in [11]. Specifically we are specializing the set of activities
that are commonly defined for generic simulation studies
in the ABMS context by using the metamodel as activity’s
benchmark. Thus we are defining specific guidelines and work
products for these activities wherever are not defined yet.

The importance of the problem formalization in order
to produce complete and well defined simulation models is
well recognized in literature [12, 13]. In our work, problem
formalization assumes a very important role for the identifica-
tion of simulation goals and all the multi-agent system goals
influencing the simulation goal itself. The concept of goal, in
our approach, spreads over the whole MAMAS process. For
this reason we spent a great effort in studying a formalized
way for identifying and modelling goals. We also studied
how they influence the whole simulation study, starting from
the very early stages of simulation analysis i.e. the problem
formalization.

In such a landscape, the aim of this paper is to provide
guidelines for performing a core activity of MAMAS process:
Problem Formalization; the proposed contribution lies on the
heuristic developed for identifying the main elements of the
problem domain by using verbs and their common taxonomy
in grammar.

The rest of the paper is organized as follows: in section
II we detail the motivations for our work against the related
works in literature, in section III we present a brief overview on
the MAMAS process; in section IV we illustrate the proposed
heuristic and finally some discussions and conclusions are
drawn in section V.
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II. MOTIVATION AND RELATED WORK

The advantages of simulation models for studying the
behaviour of complex and dynamic systems are widely known.
In particular multi agent models are among the most interesting
ones due to some useful properties showed by this type of
modelling [6]. Moreover, multi agent simulations is considered
one of the killer applications of agent oriented technology [14].
Nevertheless, as far as we know, to date there is no com-
prehensive methodological approach that can provide guide-
lines for the development of such models. Indeed, traditional
approaches are conceived for generic simulation studies and
they do not adapt well to agent based simulations because
they overlook some essential aspects that are fundamental
in an ABMS approach, such as for example the role of the
environment or agent interactions.

Only to cite a few, Balci in [15] suggests a process based on
10 phases and 13 credibility assessment stages. The credibility
assessment starts from the first phase of problem formulation
until the last phase of the presentation of simulation results.
In [16] instead Balci states the importance of the VV&T
(Validation Verification and Testing) techniques throughout the
life cycle of a simulation study showing how they are catego-
rized. Although these two works established a baseline for the
development of credible simulation studies they are conceived
for generic simulation approaches. We think that, from the
perspective of agent-based simulations, the life cycle of a
simulation study has to take into account some typical features
of agent oriented technology. For example, it is important to
focus on the environment model that plays a fundamental role
in such kind of simulations where it commonly represents the
real context in which the real actors work.

In [12] John S. Carson defines the human actors that
have to compose the simulation team relating them to the
common steps of a simulation study and providing some
useful hints in order to conduct the activities of the process.
Just to give an example, Carson states that during Problem
Formulation the team should develop a list of specific ques-
tions the model should address and he also states that it has
to focus on model boundary and scope, level of detail and
project scope. While during the Model Development phase
he suggests two main activities have to be performed: (i)
development of data structures to represent the data needed
by the model and (ii) translation of the modelling assumptions
in a specific document written in the language or representation
required by the adopted simulation package. Hence, although
the guidelines of Problem Formulation are surely helpful also
in the context of agent based simulations, the second one is
not applicable due to the different technological simulation
paradigm.

In [13] Averill M. Law proposes a seven-step approach for
conducting a simulation study. In his work, Law highlights
the importance of the validity of a simulation model. Thus,
he presents practical techniques and guidelines for developing
valid and credible models. In particular, he declares that the
keystone for building valid and credible models lies on (i)
formulating the problem precisely; (ii) interacting with the
decision-maker on a regular basis throughout the simulation
project to ensure that the correct problem is being solved and to
promote model credibility; (iii) using quantitative techniques to
validate components of the model; (iv) performing sensitivity

analysis to determine important model factors; (v) comparing
model and system results for an existing system (if any); (vi)
using a Turing test to compare model and system output data;
(vii) reviewing of model results and animations to see if they
appear to be reasonable. As well as the process proposed
by Balci in [15], the process proposed by Law covers the
whole life cycle of a simulation study providing right-minded
guidelines for each activity. But as the previous ones, such
guidelines are not effective enough for agent based simulation
studies because too general.

At the same way, as far as we know, the methodological
approaches currently proposed for agent oriented modelling
give a rundown of the overall life cycle of a simulation study
and only in some cases they focus on single steps, such as for
example model definition and validation.

In [17] the authors present a model-based methodological
framework for designing multi-agent simulations. The aim of
the authors in this paper is the introduction of a consistent
use of the agents during the entire life cycle of a simulation
study. In particular they individuate three roles involved in a
MABS (Multi-Agent Based Simulation) the thematicians that
are practically the domain experts, the modellers that have the
responsibility to design the model and finally the computer sci-
entist that have to implement the model. Each role deals with
abstractions of the agent at different levels (i.e: real agents,
conceptual agents and computational agents) thus defining the
specific kind of model related to the level he belongs to (i.e:
domain model, design model and operational model). At that
time, in their operational model the computational agents do
not own the peculiar features of agents such as proactivity
or autonomy due to the lack of development language sup-
porting them. At the time was common the use either object-
oriented or procedural or functional languages to implement
the specifications described in the conceptual agents. These
deficiencies are nowadays overcome by the several agent-
oriented development paradigm. Hence according to Drogoul
et.al, we believe that a methodological approach for simulation
study has to be based on model transformations from different
levels of abstractions but we also want to fill the gap between
the conceptual model and the operational one.

In [18] the authors proposed a standard protocol for con-
ceiving agent-based models, named ODD (Overview, Design
concepts, Details). Such protocol provides guidelines in order
to structure the information needful for agent-based models
in an established sequence following a top down approach.
It is composed of seven steps grouped in three main blocks:
Overview, Design concepts and Details. The core of the
protocol is the description of the design concepts following a
detailed check-list of questions that allow to examine particular
aspects of the system to be simulated such as emergence,
adaptation, prediction etc...

The easyABMS methodology [19] is based on an iterative
process that covers the common activities of a simulation
study and produces several models according to the specific
phase of the simulation study. Such models are produced
according to a reference meta-model that is characterized by
elements that are quite common in the AOSE context. It
lacks of explicit representation of space, entity features and
organizational structure.
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Fig. 1. A sketch of MAMAS process with zooming on Simulation Problem Analysis Phase

In [20] Cioffi introduces a general methodology for social
simulations. It is an iterative process that begins with a referent
system in the real world (he names explanandum). Then
techniques of abstraction, formalization, programming are used
to develop a simulation model (he names explanans). As well
as techniques for Verification and Validation are reported such
as Code Walk-Through, Parameter Sweeps, Histograms and so
on. Social simulations find a natural representation by means of
agent oriented techniques. As Cioffi states, agent based models
have a more sophisticated landscape and actors that come
closer to emulating humans through various aspects of reason-
ing, decision- making, and behaviours. But he only focuses on
three main components of the agent based model (i.e: agents,
rules, and environments) thus adapting the methodology only
for this aspects.

Agent-Based Social Simulations are also the core of MAIA
[21]. MAIA is a framework based on a meta-model that
supports conceptualization of a agent-based simulations. It
provides some guidelines in order to adequately capture,
analyse, and understand the domain of application. It helps the
modellers to explicitly report the motivations behind modelling
choices. Such framework is focused on social and institutional
structures and its meta-model aims to describe those systems
where the key components are individuals and institutions.
We think that some other model components have to be
considered when we address agent based simulation studies.

In [11] we conducted a study that highlighted the presence
of an organizational aspect in many practical agent based
simulations. According to the authors of [20] and [21] we
claim that a methodological approach should certainly consider
agents, rules, norms and environments but also other aspects
such as the organizational one.

In [22] the focus is on the use of simulation in biological
systems. In such a context the authors propose a revision of
the Agent and Artifact (A&A) metamodel for adaptation to
the Systems Biology, they made experiments using the case
study of glycolysis and shown how to model and simulate the
metabolic pathway.

In [23] the authors propose a method to integrate
simulation-based approach within AOSE methodologies as a
new fragment of the methodology. The main idea behind the
use of simulation in the software engineering process is that the
simulation can be used to predict the dynamics of the system
to be developed and also the run-time properties that can be
induced by design, before the system is completely developed.

From the literature it arises that several issues have to be
still addressed for the definition of an appropriate method-
ological approach for agent based simulation studies. This
work goes in such direction by addressing a crucial aspect:
the Problem Formalization.
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III. AN OVERVIEW OF MAMAS PROCESS

In order to understand the aim of this paper we need
to briefly introduce the context in which this contribution
is plugged in. As we previously said, we are working on
the development of a complete methodological approach for
addressing agent based simulation studies (hereafter MAMAS)
taking into account specific facets of agent based simulation
paradigm.

From a literature review (see Section II), it arises that the
main stages of a generic simulation study are: (i) the simulation
model development, (ii) its validation and (iii) the execution of
experiments on such model with the related analysis. We have
defined in the MAMAS process three macro phases according
to the stage they refer, we named them respectively Building
Time, Verification&Validation Time and Running Time (see
Fig. 1).

For the scope of this paper, let us focus on the Building
Time phase. The final aim of this phase is to produce the agent
based simulation model. This usually requires the transition
from real-world system to a simulated one throughout four
main artefacts:

• the Problem Domain Description, also called Problem
Statement, containing an informal description both
of the real-world problem to be addressed by the
simulation study and of the simulation objectives;

• the Domain Model, also called Conceptual Model, that
is the model of the system to be simulated emerging
from the study of the Problem Domain. This model
contains a more formalized form of knowledge about
the Problem Domain. In particular, it may contain
knowledge about real-world agents, behaviours, rules
and so on;

• the Design Model is the model derived from the
Domain Model by describing the details of the archi-
tecture of the agent based system that have to be real-
ized for simulating the real system. A Design Model
contains knowledge about design agents, interaction,
behaviours that is a formal refinement of the previous
one.

• the Computational Model is the implementation of the
Design Model on a specific agent platform. It handles
the computational agents that are implementation on
a specific agent platform.

For supporting this transition in a systematic way, several
activities are necessary. In MAMAS process, we grouped them
in two phases: Simulation Problem Analysis and Simulation
Model Design & Development respectively. The former sup-
ports the transition between the Problem Domain Description
to the Domain Model, while the second produces the Design
Model and the Computational Model. These last phase could
be performed by using classical AOSE approach.

Now, let us focus on the Simulation Problem Analysis phase
(see the zooming of Fig.1). According to the ABMS literature,
we recognize the importance of the problem formalization as
a mean for producing well defined simulation models. We
have already experienced (see [24]) in the AOSE context
how to perform the problem formalization through the use
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Fig. 2. Several simulation problem domains share a common ground that aims
to provide a starting point for the development of an agent based simulation
model.

of ontological approaches in a way useful for identifying
goals of multi agent systems that are the leading elements for
the development of design models. Such goal identification
approach is based on the definition of a Problem Ontology
starting from the Problem Statement of the multi agent system
to be developed.

In the same way, we think that in the ABMS context
simulation goals along with agent goals are leading elements
for the development of the conceptual model. Thus we are
adapting the approach proposed in [24] for the identification
of simulation goals and all the agent goals that influence the
simulation goals itself. It is worth noting that in this context
the concept of goal assumes different meanings. Commonly in
generic simulation studies the term goal is used for referring
to the simulation objectives, namely what are the real issues
the simulation has to address. In such a sense, simulation goals
are linked to the interest that the simulation team sees in the
results of the simulation study. Conversely, agent goals refer
to the states of the world an agent wants to achieve. Thus, they
are linked to the interest the single entities have in the system
they live in. This system is the means the simulation approach
uses to achieve the intended simulation goals.

Thus, in order to adapt the approach we proposed in
[24] in the context of ABMS, we need to define appropriate
guidelines for building the Problem Ontology starting from
the Problem Domain Description of a simulation study. Such
guidelines are founded on the metamodel for agent based
simulation problems proposed in [11] that will be presented
in the following sections.

A detailed description of all the activities shown in Fig.1 is
out of the scope of this paper, however it is important to note
the role of the problem Ontology as input of several activities
thus making necessary the problem formalization we propose.

IV. PROBLEM FORMALIZATION

In [11] we already addressed the definition of a metamodel
for agent based simulation problems. In that work we adopted
a systematic approach to review the existing literature about
agent-based simulation studies in order to identify what ele-
ments are commonly used for describing simulation problems
and what elements are used in specific application domains. In

1736 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015
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Fig. 3. The Core metamodel for agent based simulation problem.

so doing, we identified and analysed some problem domains
where agent based simulations are frequently employed, thus
determining a common ground formalized in a Core Meta-
model that contains all the elements shared among the domains
under analysis. Fig.2 illustrates the domains we covered in
that review and the result is the metamodel shown in Fig.3.
Such a metamodel shows that real-world systems commonly
simulated by means of multi agent systems share some features
we grouped in five key categories:

• the Simulation Purpose grouping elements that are
related to the questions defining the goal of the
simulation;

• the Structural Aspect namely the configuration of the
real world influencing the simulation problem;

• the Dynamical Aspect represented by actions, interac-
tions performed by someone/something for producing
something or for achieving a particular end;

• the Organizational Aspect represented by the element
that defines the social structure by means of group and
roles;

• the Normative Aspect given by regulations that com-
monly constrains the dynamic or physical aspects of
the system such as structural constraints or social
norms.

Such metamodel underpins the Simulation Problem Analy-
sis phase and each activity is devoted to manage some portion
of it (see zooming of Fig.1). In particular, in this paper we
detail the Problem Formalization activity that is devoted to
instantiate the elements belonging to the structural aspect of
the Problem Ontology. In the following we introduce the

guidelines for performing this activity by means of a case
study.

A. Case Study

During the latest years we carried out several experiments
in the field of goods management within logistic districts,
studying how to store them in metropolitan distribution centres
and the way to efficiently deliver them throughout the city.
By working on this problem we had the possibility to conduct
several experiments on agent based methodological approaches
for simulation studies The focus of our studies was on one
single node of the supply chain; the node was responsible for
managing containers automatically unloaded by means of some
AGVs (Automatic Guided Vehicle) provided with forklift for
pallet handling; that is representative for a large number of
real logistic warehouse-related problems.

Throughout the following subsections we use this case
study in order to illustrate the proposed approach to problem
ontology definition; an excerpt of the Problem Statement
document is reported below.

a) Problem Statement: A logistic district is a large
area composed of several warehouses where some freight
forwarders may deliver their container. Inside a logistic district,
several articulated lorries, coming from extra urban areas,
arrive all the time and are arranged in warehouse bays. Each
articulated lorry transports one 40-foot standard ISO (In-
ternational Organization for Standardization) type container.
Whenever a lorry reaches the warehouse, it docks into a
bay for unloading its cargo. Commonly, a container holds
several kinds of goods contained in boxes and grouped in
pallets. These latter are EUR pallets (a standard ISO pallet
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measures 800x1200 mm). Each pallet must be unloaded from
the container and carried into a well defined warehouse area
dedicated to the sorting of goods, this operation is carried by
the AGVs. In this area, each pallet is opened and its contents
(packages of goods) placed on different sorters according to
their destinations. These operations averagely last 5 minutes
per pallet.

Commonly, a real logistic warehouse is basically composed
of the following elements: gates, recharging areas (for AGVs),
sorting areas, sorter places, buffer areas, paths and waypoints.
The Gate corresponds to the warehouse bay and it is holds
an unloading platform; lorries park here waiting for unloading
their cargo (pallets). The recharging area is a specific area
provided with sockets for recharging AGV’s batteries when
necessary, in particular the AGV moves towards the nearest
free recharging area when its battery has depleted to a specific
level. The Sorting Area is the place in which goods, contained
in the pallets, are processed by the Sorter, an automatic device
able to collect incoming goods and to forward toward a new
destination. AGVs deliver goods to the Sorter using several
input points (called Sorter Places). Goods are placed on hold
when the Sorter is busy (all Sorter Places occupied by AGVs
delivering some good) in the Buffer Area, this area is also
used for temporarily parking AGVs that are waiting for a
new mission. AGVs move following some Paths realized by
means of optical guides connecting particular floor markers
(Waypoints). AGVs have a value for their speed, their turning
radius, loading capacity and type of guidance and lie in a
particular area called parking area when unused.

A Waypoint has a unique ID and may be recognized by an
AGV during its movement; a Waypoint is positioned outside
each area of interest (Sorting Areas, entrance of unloading
platforms and so on) or two meters before each cross between
optical guides thus pointing out a stopping position for each
AGV willing to pass a cross.

Paths are divided in path sections that are delimited by
waypoints; there may be two kind of waypoints: waypoints
positioned at the end of a path and the one positioned in the
mid of a path, in the first case the waypoint is adjacent to one
other waypoint only in the second case to two ones.

An automatic warehouse may be configured with several
physical layouts (different disposition of optical lines, different
number of entrances or exits, etc.) and equipped with some
machinery. Each layout may impose limits to the use of dif-
ferent resources, the number of AGVs working simultaneously
may be bounded by the set of available optical paths and their
lengths; at the same time, specific equipment (i.e. the number
and the performance of the AGVs, sorter capacity, etc. . . )
and the choice of specific business strategies, such as path
reservation strategy or AGVs scheduling, may constraint the
performance of the warehouse thus greatly limiting its ability
to quickly unloading arrived trucks.

Smaller vehicles (eco-friendly trucks) move packages out
of the warehouse to their new destination (usually in town).
The transport of pallets toward the sorting area is committed
to AGVs with optical guidance; AGVs move, in order to load
or unload pallets, by following the guidelines painted on the
floor and engage a path between two adjacent waypoints, only
one AGV at a time may engage such a path.

Given a warehouse made as described above the main
aim of this simulation study is: how may we improve the
throughput (the number of pallets unloaded per hour) of the
warehouse?

B. Guidelines for Problem Formalization

The aim of the Problem Formalization activity is to identify
and instantiate all the metamodel elements composing the
Structural Aspect of the domain under study hence all the
real world concepts, or part of it, influencing the simulation
problem. The result is a structural diagram, an UML class
diagram, that we call Problem Ontology. This activity is deeply
grounded on the analysis of the problem statement, hence on
the analysis of portions of text from which the analyst has to
identify the following elements: active entity, object, feature,
physical feature, spatial position and action.

Before going on in the activity description, let us illustrate
a verbs classification (shown in Table I) that proved useful in
analysing the text for creating the Problem Ontology diagram.

Dynamic 

Verbs (or 

Action 

Verbs)

Dynamic verbs 

normally describe 

action that can be 

done or something 

that happens. They 

also describe 

action or events 

that may have a 

beginning and an 

end.

Transformational They indicate 

events without a 

temporal extension 

and entail a state 

change.

wake up, leave, 

die…

Continuous They indicate 

events with a 

temporal extension 

and they have not 

an implicit goal to 

reach.

sleep, work, help, 

improve…

Resulting They indicate 

events with a 

temporal extension 

and they finish 

when a specific 

goal is reached.

lern, fall, build, 

complete…

Stative 

Verbs

Stative verbs refer 

to not changing or 

static condition.

Perception They indicate 

perceptive 

processes

see, like, feel, 

listen, sound,..

Cognition They indicate 

cognitive process 

such as thinking, 

imaging, 

remembering and 

so on

think, suppose, 

remember,…

Relation They indicate a 

relationships 

among objects or 

person

have, consist of…

TABLE I. VERBS TAXONOMY

In grammar, verbs may be grouped in two main categories:
dynamic verbs and stative verbs. A dynamic verb is a verb
having a duration and referring to a continuous and progressive
action of the subject, this is the opposite of stative verbs.
Dynamic verbs are moreover distinguished in verbs showing a
changing in the state of the element they refer to and/or verbs
that make clear reference to a goal, an objective, to reach (for
instance, work, help, sleep . . . ). In contrast, stative verbs refer
to situations in which there is no obvious action (for instance,
think, suppose, listen . . . ) or that relate different elements in a
sentence (for instance, have, be, consist of, composed of . . . ).

We use this classification in order to identify in a text the
elements of interest for our problem domain. As already said,
the main focus when analysing a problem statement during a
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simulation study is on all those elements having an influence
on the simulation goals. This verb classification allows us to
retrieve from the text elements who performs an action when
that action is intentionally performed by some active entity in
order to cause a state change in the domain. It is also useful
for discriminating among all the entities that actively produce a
state change and all the ones that may be considered objects,
resources or everything else is also used to reach a specific
goal. Moreover, the focus on verbs allows us to identify the
right relations among entities in the domain and above all
the qualities and parameters belonging to entities that have
to be taken into account when identifying all the goals of the
simulation study and the metrics to be used for measuring their
fulfillment. Although the latest part of the previous statement
is not in the scope of this paper, it is worth underlining that the
construction of a complete and well built problem ontology is
the foundation, in our approach, for representing the domain
as well as for identifying the system goals that purposefully
influence the simulation goal; we already reported our work
on the retrieval of goals from ontology in [24].

The heuristic we propose for identifying the metamodel
elements from the problem statement prescribes to analyse the
problem statement text in order to retrieve nouns, adjectives,
verbs and relationships among them. This approach may
resemble the well known Abbot’s technique for identifying
objects and their attributes/operations/relationships from use
cases description (see [25]). Moreover, particular kinds rela-
tionship, such as aggregation or composition, may be identified
also through the genitive or possessive case.

The following subsections report the guidelines for imple-
menting the heuristic, they start from the identification of ac-
tive entities, objects and actions that are related and identifiable
through subjects, verbs and direct objects in sentences. Active
entities, objects and actions are drawn by means of classes. 1

It is worth noting the proposed guidelines help in identi-
fying nouns, verbs, etc. that are candidate to become active
entities, objects, actions and so on. The final decision whether
they are really to be inserted in the Problem Ontology with that
specific meaning is always left to the designer. The guidelines
are not intended to define an algorithm for the automatic (i.e.
non-supervised) production of a Problem Ontology diagram.

Fig. 8 reports a part of the Problem Ontology for the
analysed problem statement. In the following subsections such
ontology will be built step-by-step by applying the proposed
guidelines.

1) Preliminary Step-Nouns Identification: A preliminary
step is required: it prescribes to analyse the problem statement
and to prepare a list of all nouns present in the text. Obviously,
not all the nouns found during this work are relevant for the
problem, we are constructing a model hence a view on a
specific area of interest. The problem domain we are analysing
as a case study falls in the area of the simulation of processes.
It takes place in a warehouse, and it aims to improve its
throughput. Hence, we may say, for instance, that logistic
district is not a noun of interest because we are focusing

1It is worth noting that the guidelines for performing Problem Formalization
may be associated to every kind of notation, we choose UML class diagram
because its extended usage makes it easier to understand the composition of
the Problem Ontology diagram.

on the warehouse that is a part of logistic district. The same
is for urban area because, in this case, it clearly does not
influence the real process in the warehouse and consequently
our simulation study. It is also frequent that synonyms are
used in the text. This is to be avoided when possible and
existing synonyms are to be reported only once with the most
immediately recognizable name. For instance, in the case study
problem description text, it is possible to note that bay is used
as a synonym of gate. The result of this activity in the reported
case study produces the following list of nouns: lorry, pallet,
AGV, path, gate, sorting area.

2) Active Entity Identification: The identification of active
entities is performed in the following way:

For each noun in the previous list

- analyze sentences in which it is the
subject of a verb

- if there exists at least one sentence
in which it is the subject of a
dynamic verb (or it is in some kind of
relationship with a dynamic verb)

- analyze the verb
- if it is a resulting or a

transformational verb (Table I)
the considered noun is an active
entity

Some active entities may be in composition/aggregation,
specialization or association relationship with other active
entities, this kind of relationships are identified by means of
stative verbs, relation kind.

In the presented case study there are not evidences of
stative verbs such as cognition and perception verbs, however,
generally speaking, they both may be verbs whose subject is
an active entity.

The result of this activity in the reported case study brings
to the identification of sentences like:
“AGVs move, in order to load or unload pallets, by following
guidelines (hence paths) painted on the floor”
“Lorries park here (ref. gates)”
“AGV moves towards the nearest recharging area”

In these sentences two active entities may be identified:
AGV and Lorry (the use of the singular form of the nouns is
advisable). A first portion of Problem Ontology Diagram may
now be built by reporting in it the two identified active entities
(see Fig. 4).

AGV

<<Active Entity>>

Lorry

<<Active Entity>>

Fig. 4. Problem Ontology-Step 2 (active entities)
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3) Actions Identification: The identification of actions is
performed in the following way:

For each previously identified active
entity, associate the corresponding action
in the sentence and draw them in the diagram.

This step may be performed in a iterative fashion with the
previous one (active entities identification).

The result of this activity in the reported case study brings
to the identification of the following actions: move, load,
unload, follow, park.
Such elements are reported in the Problem Ontology diagram
thus obtaining its new release as reported in Fig. 5.

The notation we adopt for this diagram prescribes the
direction of the relationships went from the active entity (the
actor performing an action) towards the performed action.

Move

Unload

Load

Follow

Park

AGV
<<Active Entity>>

Lorry

<<Action>>

<<Active Entity>>

<<Action>>

<<Action>>

<<Action>>

<<Action>>

Fig. 5. Problem Ontology-Step 3 (actions)

4) Objects Identification: The identification of objects is
performed in the following way:

All nouns that are direct objects in
sentences where an active entity is a subject
are objects. All the other nouns that are
not active entities are candidate objects.
Candidate objects that are subject of
stative-relation or dynamic-continuos verbs
are objects.

In order to definitively identify all the objects, the designer
has to examine the structure of sentences and to analyse
if a candidate object is related to another one or if it is
related to adjectives, anyway she has to look through which
kind of verbs they are related to. This is complemented by
the following step. Moreover, as for active entities, objects
may be related by association, composition/aggregation and
generalization relationships.

The result of this activity in the reported case study brings
to the identification of sentences like:
“AGVs move, in order to load or unload pallets, by following
guidelines (hence paths) painted on the floor”
“Lorries park here (ref. gates)”
“AGV moves towards the nearest recharging area”
“Paths are divided in path sections that are delimited by
waypoints; there may be two kind of waypoints. . . ”

In these sentences the following objects may be identified:
Recharging Area, Pallet, Path, PathSection, Waypoint, Mid-
WayPoint, FinalWayPoint, Gate.

Some of them are related by composition/generalization re-
lationships as described in the new release of the Problem
Ontology diagram reported in Fig. 6.

Lorry

Move

Unload

Load

Follow

Park MidWayPointPathSection

Waypoint

FinalWayPoint

delimits

Pallet

Gate

Path

Recharging Area

AGV
<<Active Entity>>

<<Active Entity>>

<<Action>>

<<Action>>

<<Object>>

<<Action>>

<<Object>>

<<Object>>
<<Action>> <<Object>>

<<Object>><<Object>><<Object>><<Object>><<Action>>

Fig. 6. Problem Ontology-Step 4 (objects)

5) Feature Identification: The identification of features is
performed in the following way:

For each candidate object analyse if it
is related to other candidate objects through
relation or continuous verbs. We may find two
cases:

- noun + relation or continuous verb +
adjectives, the noun is an object and
the relationship with the adjective is
described with a predicate

- noun + relation or continuous verb +
noun, the first noun is an object,
the second one may be represented
through another object, related with UML
relationships, or through attributes.

The choice between representing relations as attributes
rather than other objects depends on what the analyst wants to
underline and on the specific problem domain. In the presented
case study, for instance, speed is represented as an attribute of
AGV and not as an object because we found not necessary
to represent speed as an object while simulating processes
in warehouses. The contrary happens for Sockets that in the
real word own a specified position and physical attributes that,
in the designer’s understanding, may influence the simulation
goal (warehouse throughput optimization).

The result of this activity in the reported case study brings
to the analysis of sentences like:
“in the first case the waypoint is adjacent to one other
waypoint only in the second case to two ones.”
“AGVs have a value for their speed, their turning radius,
loading capacity and type of guidance.”
“The recharging area is provided with sockets for recharging
AGV’s batteries when necessary”

The first sentence brings to the identification of the IsAd-
jacent predicate between two waypoints. The second one lists
some attributes of AGVs (speed, turning radius,. . . ), the last
one identifies two new objects (Socket and Battery) and the
relationship between Socket and Battery.
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Lorry

Move

Unload

Load

Follow

Park MidWayPointPathSection

Waypoint

FinalWayPoint

delimits

Pallet

Gate

Path

Recharging Area

AGV

<<Active Entity>>

<<Active Entity>>

<<Action>>

<<Action>>

<<Object>>

<<Action>>

<<Object>>

<<Object>>
<<Action>> <<Object>>

<<Object>><<Object>><<Object>><<Object>><<Action>>

+speed
+turningRadius
+loadCapacity
+guidanceType

isAdiacent
+toTwoWaypts

+toOneWaypt

<<Predicate>>

Socket
<<Object>>

Battery
<<Object>> recharges

Fig. 7. Problem Ontology-Step 5 (Features)

Such elements are reported in the Problem Ontology dia-
gram thus obtaining its new release as reported in Fig. 7.

6) Spatial Position Identification: The identification of
features is performed in the following way:

Guidelines in this case are the same
of Feature, the designer has to look at
continuous or relation verbs denoting
positioning of objects in the space and choose
if they may be treated as objects, attribute
or predicates.

The result of this activity in the reported case study brings
to the analysis of sentences like:
“a Waypoint is positioned outside each area of interest”
“AGVs lie in a particular area called parking area when
unused”

The first sentence allows to identify two relations, the first
between the concepts Waypoint and InterestPoint whereas the
second between the concepts AGV and ParkingArea; see Fig. 8
where, as already anticipated, the complete resulting Problem
Ontology is reported.

V. CONCLUSIONS

Simulation studies conducted by using agent based mod-
elling and simulation approaches had reported in the latest
period good results, however they still lack a rigorous method-
ological approach for going, step by step, from simulation
problem analysis to the implementation of the agent based
simulation system. We may say that in the case of simulation
studies the development of agent based systems is a part that
resides within the overall simulation study and its require-
ments are greatly affected from the simulation requirements
themselves. In this context an important role is covered by the
simulation problem analysis phase that aims at identifying and
describing the domain under study along with the simulation
goals.

We claim that simulation goals descending from the prob-
lem domain, are greatly related to the goals of the agent based
systems, although they cover a different scope with respect to
agent goals. Indeed, simulation goals are related to the interest
that the simulation team sees in the results of the simulation
study. Whilst agent goals refer to the states of the world an
agent wants to achieve in the system they live. This system is
the means the simulation approach uses to achieve the intended
simulation goals. Thus, simulation goals constraint the scope of
the problem to be addressed by the simulation study and they
guide the definition of the problem elements that are useful to
model.

In this context it is of high importance to have some
guidelines for extracting the goal of the simulation and the
system goals from the description of the problem domain.
In some previous work [24] we already experienced how to
extract goals from a formalized description of the problem
domain and we want to somehow apply the same approach for
the future development of our work on agent based simulation
study.

In this paper we explore the step before the identification
of goals and provide a set of guidelines for modelling the
structural aspect, hence the configuration of the real word
influencing the simulation goal, of the problem domain. We
propose an heuristic based on the analysis of verbs and nouns
in the problem statement.

This work is the logic progression of what reported in [11]
where we identified which elements have to be present in the
problem statement of a simulation study; the result of that
work was a metamodel whose elements (the part related to
the structural aspect) are instantiated in the simulation problem
analysis phase by means of the guidelines we propose in the
proposed contribution.

For the future, we are going to complete all the activities
of the simulation problem analysis phase as well as the whole
methodological approach for multi agent simulation study.
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Lorry

Move

Unload

Load

Follow

Park

MidWayPoint

PathSection

Waypoint

FinalWayPoint

delimits

BufferArea

InterestPoint

SorterArea

Battery

Load

needCharge

Move
isBusy

SorterPlaces

OpticalGuide
Drive

Pallet

+dimension

Cointainer
+dimension

isOutside

ParkingArea

lies

Gate

Path

Recharging Area Socket

isAdiacent
+toTwoWaypts

+toOneWaypt

AGV

Release

<<Action>>

recharges

<<Active Entity>>

+speed
+turningRadius
+loadCapacity
+guidanceType

<<Active Entity>> <<Action>>

<<Action>>

<<Action>>

<<Action>>

<<Action>>

<<Action>>

<<Action>>

<<Action>>

<<Object>>

<<Object>>

<<Object>>

<<Object>> <<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Object>>

<<Predicate>>

<<Predicate>>

<<Object>>

<<Predicate>>

Fig. 8. The Problem Ontology diagram resulting from the application of the proposed heuristic for Logistic Warehouse case study.
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Abstract—Road traffic is a pervasive aspect in modern societies
that affects millions people. The study of its multiple aspects is
a very demanding task. Due to its complexity, traffic simulations
become a key tool. Their development demands multidisciplinary
teams, where communication problems are frequent. Model-
driven engineering alleviates this situation providing graphical
instruments for designing Modelling Languages (MLs) and semi-
automatic transformations. This work presents a model-driven
infrastructure composed by an integrative ML, a model editor,
and a code generator. The ML is based on related literature and
facilitates modelling different theories and simulations based on
them. It considers the roles of individuals involved in road traffic,
and partially adopts agent-based methodologies to model their
decision-making. A case study shows how to produce a simulation
specification adapting an existing traffic theory to the ML, and
adjust this specification to a simulation platform for testing. It
provides the basis for comparison with related work.

I. INTRODUCTION

ROAD traffic is a complex phenomenon. Its study re-
quires considering a large amount of variables, and it

affects a variety of aspects, such as pollution, economical
factors, leisure organisation, and health issues. The individuals
involved play multiple roles in a broad range of scenarios,
being able to establish complex relationships among them.
These features make difficult studies based on experiments
in real settings, which leads researchers to limit the variables
considered and focus only on very specific aspects. In order
to alleviate these restrictions, traffic simulations appear as a
possible solution. Nevertheless, simulations present their own
weak points [1]. Some of the most relevant are related to the
difficulties to align (and check this alignment) the theories,
goals, code, and results of the simulation, particularly because
of the different backgrounds of people involved and the use
of implicit information.

Approaches based on Model-Driven Engineering (MDE)
[2] have been proposed to deal with these issues. They are
organised around models, which are compliant with MLs, and
generate other artefacts via semi-automatic transformations.
MDE processes are usually incremental and iterative, allowing
introducing improvements and modifications at any part of
their workflows. MDE requires an initial effort for developing
the elements of its infrastructure. This effort is higher than
just implementing a simulation, but it compensates it with
reusability (i.e. the resources can be used as a basis for other

projects) and the explicit description of all the information
(with MLs, models, and transformations).

Our approach provides a complete and integrative MDE
infrastructure for road traffic simulations, focused on mod-
elling individual behaviours. It introduces a Traffic Modelling
Language (TML) and two development tools. A graphical
editor supports describing the specifications, and a code gen-
erator helps to produce the semi-automatic transformations to
generate the source code for a target simulation platform from
those specifications.

The TML pursues being able to integrate (i.e. support
the modelling and combination of) different theories related
to road traffic. It considers the multiple viewpoints of the
involved individuals (i.e. drivers, pedestrians, and passengers)
and the roles in development teams (e.g. traffic expert and
programmer). In this sense, it is a Domain-Specific ML
(DSML) for this kind of problem. Faced to the traditional
dichotomy in MLs between general and specific ones [3], our
work chooses limiting the applicability of the approach to
traffic simulations in order to provide better support in terms of
guidance and tools to experts. The language is also intended to
be platform-independent, so the details of the target platform
can be considered just in late design tasks.

Following common practices in MDE, a metamodel de-
scribes the TML. It is organised using inheritance and com-
position hierarchies. The inheritances provide specialisation
of concepts, while compositions are based on relationships of
purpose, functional groups, physical links, or similarity. The
metamodel is divided into three clusters: a Mental cluster
where the different features of individuals are considered,
an Environmental cluster to specify environment information,
and an Interactive cluster to represent the interactions among
individuals and the environment and the decision-making.

The Mental cluster considers the psychological features of
individuals [4]. It plays a role similar to the mental state
of the agent paradigm [5]. It adopts the BDI model [6],
incorporating some of its knowledge concepts to model the
current information that an individual or group possesses.

The Environmental cluster is based on the Driver-Vehicle-
Environment (DVE) [7] approach. It considers that individuals
can interact among them or with the environment, either
directly or using their means of transport. These dynamic in-
teractions influence the individual behaviours. This assumption
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fits with Agent-Based Modelling (ABM) [8], where agents are
intentional entities that can establish communications among
them for different purposes (e.g. collaborate or interact).

The Interactive cluster models the decision-making of the
individuals. It adapts this aspect from methodologies based
on Agent-Oriented Software Engineering (AOSE) (e.g. INGE-
NIAS [9] or Tropos [10]). Goals represent the people’s objec-
tives, and tasks are the instructions to execute in order those
satisfy goals. These elements are considered in a perceive-
reason-act cycle [11].

Regarding the development tools, the graphical editor allows
designing the model instances compliant with the TML. The
code generator takes as input these instances, and provides a
set of functionalities to generate source code and adapt it to
the target traffic simulation platform.

A case study shows the suitability of the MDE infrastructure
to develop traffic simulations. It specifies the work in [12]
using the ML. The graphical editor tool supports and guides
this process, which produces a model specification and default
source code templates for the primitives of the ML. These
artefacts are the input of the code generator tool. It supports
the completion of these templates with graphical wizards that
assist users. This code is finally adapted to a specific traffic
simulation platform, MATSim [13]. For this purpose, the code
generator allows adding specific classes and code snippets to
modify available code (e.g. using libraries or algorithms).

The rest of the paper is organised as follows. Section II
presents the basic concepts of MDE and the related tools. The
TML is introduced in Section III through its metamodel and
clusters. Section IV presents the two development tools based
on the TML, the model editor and the code generator. The case
study in Section V illustrates the application of the approach.
Then, Section VI compares this with related work. Finally,
Section VII discusses some conclusions and future work.

II. MODEL-DRIVEN ENGINEERING

MDE [2] is a development methodology that is composed
around models, in contrast to traditional approaches that are
based on source code. The development process is focused
on the production of iterative and incremental specifications
of models going to abstract to accurate, where developers
refine and add new elements to them at each step. During this
process, transformations are introduced in order to automate
repetitive modifications in models. For instance, generating
patterns or concrete specialisations to target platform in order
to produce models. Other related elements (e.g. source code
or documentation) are compliant to these considerations, as
they can be obtained from models using manual settings and
transformations.

This development approach is based on modelling lan-
guages. In the case of graph-oriented languages, which are
the most popular ones [14], the main instrument to achieve
these definitions is the metamodel. Metamodels are commonly
selected to describe their abstract syntax, but also they can
be used to define their specific syntax or semantics [15].
Also, these metamodels are defined using meta-modelling

languages. The Meta-Object Facility (MOF) [16] provided
by the Object Management Group (OMG) is the standard
in the domain. Nevertheless it presents some limitations.
The absence of extensive tool support promotes that users
frequently choose alternative languages or develop their own
related tools. The Ecore meta-modelling language [17] is
considered as an alternative as it is supported by multiple
Eclipse modelling tools. These tools are organised around the
Eclipse Modelling Framework (EMF) [17] and the Graphical
Editing Framework (GEF) [18]. Also, Ecore adopts the Object
Constraint Language (OCL) [19] to define model constraints
and it is almost compliant to Essential MOF (EMOF). EMOF
is a part of MOF focused on object oriented concepts and able
to specify reflective operations. These features encourage this
approach to select Ecore as its meta-modelling language in
order to develop the TML.

Fig 1 shows the principal primitives of Ecore. An instance
of EClass plays the role of its similar entities at the model
level (i.e. classes). It clusters EAttribute and EReference el-
ements. EAttribute instances provide features coming from
EDataTypes (i.e. primitive types) to EClass instances. These
primitive types include the most common (e.g. integer, char
or string). An EReference instance symbolises a binary rela-
tionship in only one direction among two EClass instances.
It allows creating containment and non-containment relation-
ships. The EReferenceType of a specific EReference instance is
indicated by its target EClass. Multiple EClass instances can
be considered by ESuperType relationship in order to express
inheritance among them. EPackage instances contemplate the
possibility of grouping the structures of the metamodel.

Regarding the transformations, they are the other core
instrument of MDE. They present different types of inputs
and outputs, being able to be classified in [20]: Model-to-Text
(M2T), Text-to-Model (T2M) and Model-to-Model (M2M)
[21]. These transformations can be developed using general-
purpose programming languages or transformation languages.
In the first case, a module uses programming structures to
manage its inputs and outputs. In the second case, the module
is developed using a specific language for transformations and
presents an engine that executes it in order to accomplish the
process.

In this work, a module defined by a general-purpose pro-
gramming language (i.e. Java) is adopted (see Section IV), as
it can use techniques from reflection-based programming [20]
and integrates several wizards that assist developers.

III. TRAFFIC METAMODEL

Road traffic is a pervasive phenomenon that involves ele-
ments and situations. In order to study it, there are different
theories that consider its aspects from multiple backgrounds
and purposes. The same situation occurs with traffic simula-
tions, where infrastructures differ on their modelling approach
and goals.

In order to facilitate the integration and modification of
elements in the TML and its study, this approach uses a
metamodel [17] defined with Ecore.

1746 PROCEEDINGS OF THE FEDCSIS. ŁÓDŹ, 2015



Fig. 1. Extract of the Ecore model selected from [17]

Regarding the concepts of the TML,they are mainly based
on ABM [8] and structured into three clusters. The Mental and
Environmental clusters gather the different concepts obtained
from traffic literature. The Mental cluster represents the inner
state of the participants in traffic [4]. The Environmental
cluster includes the DVE approach [7]. These clusters have
similar structures (see later in this section). The Interactive
cluster is focused on representing the goals and actions of
people involved in traffic. It is based on the guidelines of
methodologies coming from Agent-Oriented Software Engi-
neering (AOSE), integrating a perceive-reason-act cycle [11].

The core concept of the metamodel is the Person meta-
class. It represents the types of people involved in traffic.
According to their means of transport, they can be drivers,
passengers, or pedestrians. These Person instances can interact
with an Environment instance. This interaction is direct (in
the case of pedestrians), or indirect when a Vehicle instance
is used for it (for drivers and passengers). People’ features
are modelled with Profile instances, and the information they
possess with Knowledge instances. Their acts are motivated by
Goal instances, and the potential ways to achieve them are rep-
resented by Task instances. Evaluator instances determine how
people have actually to act according to the circumstances, and
Actuator instances execute the planned tasks.

The previous elements are arranged in inheritance hierar-
chies, adding the needed specialisation and structure to the
metamodel. All concepts inherit from the GeneralElement
meta-class (see Figs. 2 and 3). This meta-class provides the
EInherits reference in order to represent inheritance among
elements of the same type in model instances. The Gener-
alRelationship meta-class (see also Figs. 2 and 3) supports
the introduction of relationships (e.g. affects or influences)
among other elements. The RInherits reference allows its
specialisation. Both types of references are constrained by
expressions written with OCL [19]. For instance, constraints

only allow inheritance among instances of the same type of
meta-classes (e.g. a Knowledge instance only extends another
Knowledge instance using a EInherits reference).

The internal structure of the Mental and Environmental
clusters allows composition hierarchies using the XComponent
(e.g. KComponent or VComponent) meta-classes. These meta-
classes can be decomposed into others of their same types.
All these compositions are constrained by OCL expressions.
For instance, a Profile instance can be decomposed only into
PComponent instances, while these PComponent instances can
be only decomposed into others of the same type.

The meta-classes of the metamodel include attributes and
predefined methods. Attributes can be specific for certain
meta-classes or common (with similar name and meaning)
to several meta-classes. An example of the first case is the
AvailableArea attribute in the Environment meta-class; the
XValues attributes (e.g. PValues or EValues) for storing the
impact that an element has in the rest of the elements of a
model instance are examples of the second group. Methods
are placeholders for specifications that describe behaviour or
attributes derived from others. For instance, code snippets can
be attached to these methods in the model specification for
code generation.

Next sub-sections discuss these aspects in detail. Subsection
III-A describes the mental state and features of participants in
traffic. Subsection III-B focuses on concepts to describe the
traffic setting according to the DVE model [7], i.e. vehicles
and the environment. Subsection III-C introduces the concepts
to represent interactions among the previous elements and
decision-making.

A. Mental cluster

The Mental cluster (see Fig. 2) represents the different
concepts that can appear in the road traffic domain influencing
the behaviour of individuals [4]. These concepts are classified
as features of people or their current state.
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Fig. 2. Excerpt of the Mental and Environmental clusters of the metamodel.

The cluster includes three main meta-classes: Person, Pro-
file, and Knowledge. Profile represents the different features
of people in traffic. Knowledge considers the current mental
state (but the goals) that a Person uses when dealing with
traffic. It can be factual (e.g. traffic signs), procedural (e.g.
how to overtake a vehicle), and normative (e.g. drivers should
respect safe distances with other vehicles) knowledge. Profile
instances describe people features (e.g. age or fatigue).

Both knowledge and features of people can specify informa-
tion that does not change in simulation time (e.g. gender or
meaning of signs), or does it (e.g. stress or mood). Proper
calculate methods and their associated attributes must be
specified to describe how to calculate them later.

The instances of the Knowledge meta-class and their com-
position meta-classes can represent information belonging to
individuals (e.g. the current route), or global information
available for every participant in the simulation (e.g. the speed
limit in a specific type of road). The KIsGeneral attribute
differentiates both uses.

This cluster is closely related to the agent paradigm [5]. For
instance, the Knowledge meta-class can consider the Beliefs of
people involved in road traffic, which are contemplated in the
BDI model [6].

B. Environmental cluster
The Environmental cluster (see Fig. 2) adapts the concepts

of the DVE model [7], as this is focused only on the driver

role and the TML considers others. Thus, here it is considered
that an individual can get information from the environment
(any participating person) and the vehicle (only drivers and
passengers). These elements can be extended to facilitate the
potential accommodation of other theories.

The cluster considers how individuals relate to their means
of transport and environment. It comprehends three main
meta-classes: Person, Environment, and Vehicle. Environment
represents the place where people (i.e. Person instances)
interact, including the physical conditions that can occur (e.g.
weather and road conditions). A model specification has a
unique Environment instance shared by all the individuals.
The Vehicle represents the means of transport, considering the
different roles of people in road traffic (i.e. driver, passenger,
and pedestrian). Drivers and their passengers relate to the
Environment through their vehicles, but only drivers can use
them to act on it. In the case of pedestrians, they have a direct
relationship with the environment.

The mutual influences among Person, Environment, and
Vehicle instances because of their relationships are partially
represented in the metamodel with some attributes. The Envi-
ronment meta-class has an AvailableArea attribute. It indicates
the part of the environment that can be perceived. The Person
and Vehicle meta-classes include the VisibleInfo attribute to
specify which information from the Environment instance can
be perceived in or through their instances.
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C. Interactive cluster

The Interactive cluster (see Fig. 3) describes how Person
instances act on the traffic situations considered by the Mental
and Environmental clusters (see Sections III-A and III-B).
Its components are organised into two groups. The first one
describes the objectives of people and their capabilities to
achieve them. The second one represents the elements that
carry out the acting cycle.

The first group includes the Goal and Task elements. These
two concepts come from Multi-Agent Systems (MAS) [22],
and agent-based methodologies. These methodologies include
a specific acting architecture where agents play multiple roles
and try to meet the requirements of their different goals. These
goals are enabled according to the agents’ mental states and are
directly related to task elements that can satisfy them. These
goals can be decomposed into others, generating OR or AND
compositions. Tasks can be decomposed in a similar way in
order to describe complex jobs.

In our work, the Mental cluster represents the mental state
of agents, and the Environmental cluster provides information
from the environment and the vehicle (only in the case of
drivers and passengers). The Goal meta-class represents a state
of some traffic elements a person aspires to keep or reach, and
the Task meta-class models person’s capabilities. Both meta-
classes hold specific attributes to characterise them. Goals
have Satisfaction attributes that represent their satisfaction
conditions. Tasks include Instructions attributes to specify the
atomic actions that implement them.

These meta-classes can be decomposed into others of their
type (constrained with OCL expressions), following the struc-
ture already seen for sub-components in the other two clusters.
However, semantics are different. Here, they are related to sat-
isfaction instead of determining the features of a component.
The Goal and Task meta-classes present the GType and TType
attributes in order to specify the type of compositions (e.g.
OR or AND). The GType attribute represents the type of goal
satisfaction compositions, while the TTYpe attribute indicates
if the current task is accomplished by completing one or all its
sub-tasks. These semantics are flexible, as both attributes could
be modified to support different structures and classifications.

The second group represents those elements of a person
that are in charge of evaluating the actual known state and
executing actions. It follows a classical perceive-reason-act
cycle [11] with evaluators and actuators (based on [23]).
The information perceived from the environment is stored
in the elements of the Environmental cluster (including the
Person meta-class), the reasoning is carried out by Evaluator
instances, and the acting is achieved with Actuator instances.

Evaluator instances can be decomposed into others using
the EVDecomposes reference, being able to distribute the
liabilities among them. In the case of Actuator instances, they
cannot be decomposed into others. They can use inheritance
through EInherits references, but each Person instance (i.e. a
person type modelled) can only present one Actuator instance
related to it (see the Utilizes reference in Fig 3).

Fig. 3. Excerpt of the Interactive cluster of the metamodel.

Evaluator instances assess the information obtained from
the Environment and Vehicle instances, the elements they are
composed, and the available relationship instances linked to
their Person instance. From that, they update the internal state
of the Person instance. All this information determines the
current state of goals. Once a candidate goal is selected, an
Actuator instance picks its associated tasks. It executes these
Task instances through its Instructions or subtasks.

IV. DEVELOPMENT TOOLS

The MDE approach presented in this paper is supported by
two main tools: a graphical editor where the model specifi-
cations are developed, and a code generator where multiple
operations to produce source code from models are achieved
through semi-automatic transformations. Their implementation
is based on the Eclipse Modelling Framework (EMF) [17] and
the Graphical Editing Framework (GEF) [18].

The graphical editor is an Eclipse plug-in that guides
users in the development of model specifications. It generates
models compliant with the TML through a visual interface.
This interface provides a canvas and a palette for displaying
the model and the concepts of the metamodel. The model
generated can be validated to ensure its compliance.

The code generator tool takes as input the model spec-
ifications produced by the graphical editor. In a first step,
it associates to the classes in the model the source code
EMF generates automatically for their meta-classes. Also, it
provides options to integrate other external files, e.g. specific
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libraries coming from the target platform or even the entire
simulation with its associated dependencies. This can be used
later to modify the preliminary code.

Over that input, the tool presents a graphical interface for
displaying the information captured in the model specifica-
tions, allowing an intuitive navigation of them. The informa-
tion about a selected element instance includes the methods
associated (original and newly created), the decomposed ele-
ments it presents, the GeneralRelationship instances where it
acts as the origin, and the elements from which it inherits (see
Fig.4).

The code generator implements operations related to source
code transformation and model adaptation, and operations
related to specialisation to target simulation platform. Most
of them are partially automated through wizards in order to
provide guidance to users. A text editor, an internal graphical
editor, and a compiler are integrated in the infrastructure in
order to support these features.

Regarding the code transformation, main functionalities
are: source code injection for platform adaptation, design
and storage of self-contained Interactive clusters (see Section
III-C), and cluster integration.

The injection of source code offers two alternatives. They
are based on techniques from reflection-based programming
[20] in order to modify and compile dynamically the default
EMF implementation. The first one redefines only the body
of the methods of the classes adding different instructions,
using suitable code snippets for the target simulation platform.
The second one is more complex, being able to complete the
entire class or extending it from another one of the same
type previously redefined. This allows adding new attributes
and methods. As these operations require some programming
skills, the graphical interface and the integrated modules (i.e.
text editor and compiler) assist to examine the metamodel and
model elements, and their code. This facilitates these tasks and
produces a more intuitive development environment. There is
also on-line help and examples to guide users in this point.

The design and storage of self-contained Interactive clusters
uses the integrated graphical editor. It provides (in a similar
way to the graphical editor plug-in explained above) a canvas
and a palette to create the multiple elements (i.e. Goal, Task,
Evaluator, Actuator, and GeneralRelationship instances) and a
validation tool. After that, the generated cluster can be loaded
into the tool in order to perform other tasks, such as code
injection or storage of the development stage. In the last case,
a wizard creates a compressed file including the current stage
and the model designed, which allows continuing with the
graphical design in the future.

The cluster integration functionality is linked to the previous
one. It merges a model specification only with elements from
the Mental and Environmental clusters previously loaded in
the tool, and a stored self-contained Interactive cluster. A
graphical wizard facilitates the process showing to users the
available elements in each cluster in order to link them through
references from the TML. Also, GeneralRelationship instances
can be added or completed (i.e. relationships with origin in

Fig. 4. Graphical interface of the code generator tool.

elements of Mental and Environmental clusters and destination
in elements of Interactive cluster or vice versa). This func-
tionality is particularly useful since models of the Interactive
cluster can frequently be reused with different models of the
Mental and Environmental clusters. Moreover, their attached
code is the most depending on the target platform. Once the
integration is completed, the rest of the tool functionalities can
be used taking the new integrated model specification as the
current one.

Regarding the platform adaptation, the code generator tool
presents two main functionalities that promote the special-
isation of the design and a better integration between the
model specification and the target traffic platform: a dynamic
compiler insertion and new classes generation.

The dynamic insertion assists in the attachment of libraries
provided by the target platform (i.e. as external files) to the
code generator, making them available to the compiler. Once
the library or libraries are selected, the process is internally
managed by the tool making it transparent to users. It allows
producing platform-related elements in the source code of a
model specification class.

The new class generation functionality supports the creation
of new classes extending the original ones coming from these
external libraries. It uses a wizard that eases the selection
among the available classes. These classes are inserted dy-
namically in the path of the compiler and can be used as the
others. This allows the creation of new objects of these classes
in the model specification classes or vice versa.

Finally, when both the code transformation and platform
adaptation are completed, the final file is produced. It can
be generated using two different approaches: a specific plug-
in and a new adjusted platform, being both supported by
wizards to make the process more intuitive. The specific plug-
in approach builds a compressed file packaging the model
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specification, the dependencies, and the classes generated that
could be used or inserted into the target platform. The new
adjusted platform approach integrates the entire target simula-
tion platform and their dependencies (if they are needed), using
external libraries, with the model specification and the classes
modified and generated. The result is a runnable compressed
file that contains the target platform. This platform is able
to develop simulations considering the model specification
inserted.

In both cases, configuration files can be created by another
wizard. These files can be added to the compressed files in
order to indicate parameters related to the simulation that must
be considered.

The functionalities of these tools support our MDE approach
for traffic simulation. They facilitate the process allowing
the graphical examination of elements and the integration of
multiple artefacts (e.g. model specifications or code snippets).
Also, they encourage reusability and incremental development,
reducing manual coding.

V. CASE STUDY

The case study shows the use of the MDE infrastructure
(i.e. the TML and the development tools) in order to produce
a road traffic simulation. It integrates a model specification
(compliant with the TML) that adapts a theory of the domain
with the specialisation to a target traffic simulation platform.

In this case, the selected traffic theory [12] describes a
classification of potential risk factors for drivers, and how these
factors can influence their behaviour. It is modelled with the
proposed TML, and uses the resulting model for generating
source code through a semi-automatic process. Specific code
snippets and classes are inserted for generating an adaptation
that can run a simulation using the MATSim platform [13].

The original classification of risk factors presents multiple
aspects structured around two main concepts: Individual dif-
ferences and Situational factors. This classification does not
follow the DVE [7] approach required by the TML, but its
adaptation seems feasible, as both cover common aspects. For
instance, the Vehicle size factor in [12] can be represented
through the VComponent meta-class, the Age factor with the
PComponent meta-class, and the Trip purpose factor using the
KComponent meta-class.

The first step to model the traffic theory is focused on elab-
orating a modelling plan. This describes an initial evaluation
of the elements coming from the traffic theory to model that
can match with the types of the metamodel. Once this task is
completed, these elements are mapped to the selected types
of the Mental and Environmental clusters (see Sections III-A
and III-B) that fit properly with them. This planning produces
a starting schema as a result. These guidelines are represented
as a model using the graphical editor tool as follows.

Users start producing a simple structure that contains only
the needed instances from the root meta-classes of the meta-
model to represent the concepts of the theory (i.e. the starting
schema). In this case, the FPerson class (an instance of the
Person meta-class) is the root of the model design. The other

classes are related to it using their appropriate references, e.g.
connecting the FEnvironment class (an instance of the Envi-
ronment meta-class) and the FKnowledge class (an instance of
the Knowledge meta-class) to the FPerson class.

The previous structure is the basis to integrate the rest of the
theory. After creating it, users add the elements of the TML
that represent the other factors considered in [12], and link
them with the relevant main elements following the modelling
plan. The FProfile class acts as a root of its own tree substruc-
ture, being decomposed into two PComponent children. They
represent Individual Differences and Individual factors from
the theory. Each one of them is in turn decomposed into several
children (e.g. Individual Differences into Age and Gender;
and Individual into Impairment and Hurry/Distraction). The
FKnowledge class is decomposed into two KComponent chil-
dren (i.e. Trip purpose and Length of drive). The FVehicle class
is decomposed into two VComponent children (i.e. Size and
Performance Characteristics). Finally, the FEnvironment class
is decomposed into four EComponent children (e.g. Weather
and Road condition). This completes the adaptation of the
original model to the TML (see Fig. 5).

Once the model specification based on the Mental and
Environmental clusters is completed, the next step is designing
the elements of the Interactive cluster. This can be done
with the graphical editor tool adding the elements previously
defined, or with the graphical editor integrated in the code
generator tool. In order to show how models can be reused,
the second option is chosen, developing a self-contained model
specification.

A self-contained specification is an independent model that
comprises only elements of the Interactive cluster and Gen-
eralRelationship instances. These components can be devel-
oped according to the requirements of a particular simulation
platform, promoting their specialisation. The resulting model
can be merged with other models based on the Mental and
the Environmental clusters, which facilitates the integration of
multiple traffic theories with the target platform.

In this case, the self-contained model takes as basis the
approach presented in [23]. It provides a Goal and Task tree
structure with AND and OR compositions. That comes from
agent-based methodologies and the BDI model [6]. This tree
structure presents tasks associated with most of the goals.
These tasks achieve the actions of the individuals following
a set of instructions.

The root goal called ArrivedFastDestination represents the
basic goal of individuals involved in traffic. It is decomposed
into two sub-goals that must be fulfilled (i.e. AND com-
position): Actuated and EndedRoute. In turn, the Actuated
goal is decomposed into a set of alternative goals (i.e. OR
composition) that represents the different actions individuals
can choose while they are interacting in road traffic (see Fig.
6). These goals are decomposed into the alternatives to achieve
them (e.g. the SearchedObstacle goal is decomposed into the
SearchedOnLeft or SearchedForward sub-goals). When any of
these goals that represent actions is satisfied, the Actuated
goal is satisfied too. Meanwhile, the end of the route is
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Fig. 5. Excerpt of the TML specification of the Factors model.

checked (EndedRoute goal satisfaction). If the EndedRoute
goal is satisfied, then individuals have achieved their purpose,
satisfying the ArrivedFastDestination root goal; if not, the
process starts again. This sequence of actions models the
processes in real-life, and assumes that at least one action
must be done to reach the root goal.

In this self-contained model specification, Goal and Task
instances present their own attributes and methods to manage
these type of compositions. In Goal instances, the GType
attribute indicates the type of goal composition (i.e. AND
or OR). Code snippets are inserted into the body of the
calculateSatisfaction method. These code snippets check if
the sub-goal elements are satisfied. In Task instances, the
TType attribute indicates the type of task composition (i.e.
AND or OR), while code snippets complete the body of the
setInstructions method. These code snippets validate if the
associated sub-tasks and the atomic instructions are achieved
successfully.

The Interactive cluster of the metamodel provides the means
to model a perceive-reason-act cycle [11] of people. It uses
the Evaluator and Actuator meta-classes based on [23].

In this case, Evaluators have a hierarchical decomposition
that follows the goal tree. The root Goal ArrivedFastDesti-

nation is considered only by the EvaluateDestination Evalu-
ator instance, the EndedRoute Goal is checked only by the
EvaluateRoute Evaluator instance, and the Actuated Goal and
the rest of Goals related to actions are controlled by the
EvaluateActions Evaluator instance. This last Evaluator is
in charge of selecting the best Goal. It considers the input
parameters provided by both the Mental and the Environmental
cluster, or the other two Evaluator instances. It also evaluates
if the satisfaction of the selected Goal is produced in order to
check if its parent Goal instances can be satisfied.

Once the structure in charge of evaluating the goals is
completed, an Actuator instance is added to the self-contained
model specification. It considers every task, executing its in-
structions when the appropriate evaluator selects its associated
goal.

After that, this part of the model specification must be stored
using the corresponding wizard of the code generator tool to
generate a compressed file. In turn, the model based on the
Mental and Environmental clusters generated in the graphical
editor is loaded as input by the code generator tool. Then,
navigating through the elements of the model specification,
code snippets can be inserted into the setXValues body method
of each one of the elements with the purpose of redefining the
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Fig. 6. Excerpt of the goal tree structure of the self-contained model specification.

calculation procedure of the XValue attributes (see Section III).
In this case, the code snippet applies a formula based on Fuzzy
logic [24]. The value of an element is obtained adding every
value of the children and its own value and dividing this result
by its number of children plus one, establishing a relationship
among the children components and the parent. This step can
be changed to consider other formulas and theories.

This model based on the Mental and Environmental clusters
can be stored using the appropriate code generator function-
ality. This allows reusing the fuzzy formula and the structure
generated in other projects.

As soon as the fuzzy logic is inserted into the model,
the wizard in charge of the cluster integration functionality
can be selected to apply it. The wizard links the FPerson
instance with the root Goal instance of the self-contained
model specification (i.e. ArrivedFastDestination) through a
Pursues reference. Then, the FPerson instance is linked to
the Evaluator root instance (i.e EvaluateDestination) and
vice versa using the references Harnesses and IsHarnessed
respectively. Finally, the Actuator instance is connected to the
FPerson instance by means of Utilizes reference. When the
process is completed and every reference is established, both
clusters become a single model specification.

The same wizard supports the integration of GeneralRela-
tionship instances among both clusters of the single model
specification. These GeneralRelationship instances indicate
the influence of target elements over the Task instances asso-
ciated with each Goal instance. These GeneralRelationships
are considered by the appropriate Evaluator instance in order
to select the best candidate Goal. It evaluates the Xvalues
attributes (previously configured using Fuzzy logic) of each
related element of the Mental and Environmental clusters in
order to generate real-time decisions.

Here, the addition of GeneralRelationship instances follows
the factors structure. Environment factors (i.e. RoadCondition
or TimeOfDay) directly affect Overtake or Brake instances,

Fig. 7. Excerpt of the elements implicated in the overtaken interaction.

establishing multiple GeneralRelationship instances among
them (see example in Fig.7). IndividualDifferences factors
(i.e. Age or RiskTakingPropensity) affect Accelerate or Re-
turnLane Task instances. Individual factors (i.e. Impairment or
Hurry/Distraction) affect SearchObstacle or Accelerate Task
instances. Vehicle factors (i.e. Size or PerformanceCharacter-
istics) affect Accelerate or Turn Task instances. Knowledge
factors (i.e. TripPurpose or LengthOfDrive) affect Overtake
or SearchObstacle Task instances.

When the integration of these GeneralRelationship instances
is completed, all these concepts and other possible evaluation
criteria must be considered by the Evaluator instances. For
this, the appropriate code snippets must be inserted into the
body of the evaluateGoals method.
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In order to illustrate how the code generator tool generates
specific source code for a target platform, this case study
considers MATSim. This agent platform presents different
functionalities, but it only supports route configuration and
optimisation using a path to follow (i.e. the interactions of
individuals are not considered). It is made available to the
code generator tool as an external compressed file, adding all
its libraries and dependencies to the compiler.

The integration requires developing and adding a new class
using the related wizard. This class is in charge of merging
the model specification and the platform by establishing com-
munications between them through programming procedures
(i.e. the model specification is encapsulated being able to be
integrated as a class in the MATSim source code).

Some classes of the MATSim platform need to be extended
in order to consider the model specification structure. The
original classes only plan the route, and now they must also
consider, for instance, overtaking or lane changes. The new
classes are integrated into the project, being considered by the
compiler of the code generator.

The Instructions attribute of Task instances must be adapted
and redefined to the way of functioning and the source code
provided by MATSim. This allows generating the proper
platform-specific actions to get the intended behaviour.

Once the specialisation is achieved, a configuration file is
generated through the corresponding wizard of the code gen-
erator tool. The initial parameters of the XValues attributes are
defined. These parameters can be modified with the purpose of
obtaining different influences of elements. Also, another class
is developed in the code generator and integrated into the path
of its compiler in order to load this configuration file when the
road traffic simulation starts.

Finally, the code generator tool produces a compressed file.
It directly runs the MATSim platform with the embedded
model specification generated and integrating the configuration
file.

VI. RELATED WORK

Road traffic simulation is related to multiple areas of
research. The presented approach considers the modelling of
people’s behaviour and environmental features affecting traffic,
and the development process of simulations.

Existing road traffic simulation platforms are mainly based
on multiple drivers that follow paths, though some of them
allow random behaviours. The differentiation of their features,
the decision-making and the interaction among them or with
the environment are considered only in limited ways [13], [25].

Pedestrians and the influence of people around (e.g. passen-
gers) over drivers are also important elements to evaluate, but
frequently disregarded. For instance, [26] can model pedestrian
interacting with the environment and drivers, but passengers
and their possible impact are not contemplated.

The proposed metamodel considers the different roles of
the individuals involved in traffic (i.e. drivers, pedestrians
and passengers). It corresponds to microscopic models, as it
models the multiple individual artefacts involved in road traffic

(e.g. instances of Person and Vehicle). Although not fully
considered now, mesoscopic models (i.e. those combining the
individual and group levels), could also be integrated in the
ML. The ABM approach adopted in the ML facilitates this
extension, as it is frequently adopted for such kind of models
[27]. The metamodel structure improves existing approaches in
order to embody multiple social features. Most of approaches
consider a fixed set of these features and their relationships,
e.g. [9]. Knowledge instances are designed to be specialised
and combined, providing instruments to add facts that affect
groups of entities or the overall simulation.

Regarding the internal modelling of individual participants
involved in traffic, there is not a widely accepted approach.
Models range from simple, mainly reactive ones, to quite
complex, usually deliberative. For instance, in [28] agents use
simple logical rules to interact with the environment. This
environment is mainly composed of crossroads where agents
react to the behaviour of others. A more complex approach
appears in [29], where driver’s actions are decomposed into
workflows considering the multiple situations that can occur
during their execution.

The decisions achieved by agents in the previous approaches
can be combined in hierarchical architectures, where there are
several abstraction layers that organize acting. An example of
this is the Michon’s hierarchical control model for drivers [30].
The metamodel supports the hierarchical composition of most
of its elements, but not the definition of abstraction layers as
required by hierarchical architectures.

Another point of discussion in literature is related to which
of the features of participants and the environment have
influence on road traffic. Approaches such as [31], [32] review
some of these features. The metamodel is intentionally open
in this aspect. Meta-classes such as Vehicle and Environment
in the Environmental cluster, and Knowledge and Profile
in the Mental cluster, present sub-components to classify
other related elements or characteristics. The metamodel also
allows introducing additional concepts (i.e. through the Gen-
eralElement meta-class) and relationships (i.e. through the
GeneralRelationship meta-class), and extending them using
the different inheritance hierarchies. These aspects entail that
the TML is highly customisable for the multiple requirements
of the road traffic domain.

Regarding the development process, most of reviewed works
do not cite the approach they follow. Those that do it, in
general assume common development processes focused on
source code, where models play only a documentation and
communication role. The advantages of MDE in this scenario
have been already discussed in the related literature [33]:
explicit representation of the information, higher involvement
of experts, enhanced model validation, and reusability.

VII. CONCLUSIONS

This paper has presented a metamodel that defines a TML
to support a MDE approach for the development of road
traffic simulations. It defines this extensible ML focused on
the behaviour of individuals. Development tools compliant
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with the metamodel are provided to support the process.
The adoption of MDE facilitates the exchange of information
among groups of experts with different backgrounds. It also
promotes the reutilisation of artefacts between projects, as
there is a clear separation of concerns and all the information is
explicit. For instance, this facilitates deployments in multiple
platforms. It also encourages the incremental development, as
models and transformations can be more easily modified than
code.

The metamodel is designed with the purpose of being
able to integrate multiple theoretical works from the domain.
It follows an ABM [8] approach in order to consider the
social interactions of the individuals involved in road traffic.
It has three main clusters: a Mental cluster, an Environmental
cluster, and an Interactive cluster. The first one includes
the different psychological attributes that can influence the
behaviour of individuals [4]. These concepts are classified
into two groups: the features of people and their current
state. It considers aspects of the mental state in the agent
paradigm [5], particularly the BDI model [6]. The second
cluster is based on the DVE approach [7] for modelling the
different interactions of the individuals involved in road traffic,
considering the relationships among vehicles, environment,
and people. Many of the existing studies can fit their concepts
into this structure, as it includes widely accepted notions to
describe traffic settings. The last cluster uses concepts like
goal and task. A perceive-reason-act cycle [11] is integrated
through the evaluator and actuator concepts.

The meta-classes of the metamodel are designed to support
internal hierarchical substructures, e.g. the container Profile
meta-class and its sub-components with the PComponent
meta-class. Inheritance between elements of the same type is
introduced to make possible specialisations. Other types of
relationships among elements are also considered.

Development tools are based on Eclipse facilities [17], [18].
The graphical editor provides a visual interface and a palette
for describing the model specifications. These specifications
can be validated to guarantee its compliance with the ML.
The code generator provides a set of functionalities that guide
users in the production of source code for a given target traffic
simulation platform.

The case study exemplifies the use of the complete MDE
infrastructure. The development tools support the design of
a model specification according to a theory, its specialisation
to the MATSim platform, and the generation of the source
code associated. The MATSim platform presents a route
optimisation feature to simulate individuals involved in traffic.
This feature does not consider interactions among individuals
and only generates a path to follow. Here, it is improved
adding decision-making actions based on [23] through a goal-
task hierarchical structure with OR and AND compositions.
A tailored perceive-reason-act cycle [11] is integrated using
the Evaluator and Actuator meta-classes. Also, the resulting
model integrates a taxonomy related to the traffic domain
based on the risk factors for drivers [12]. Individual actions
are influenced by the related factors, producing different

behaviours in individuals when those factors change.
The presented approach has several open issues. The TML

must be tested with other types of road traffic theories (e.g.
interactions among drivers and pedestrians) in order to check
its primitives and structure. The development tools must also
be used to generate source code specialisations for other
traffic agent platforms (e.g. SUMO [25] or VISSIM [26]). The
introduction of social norms, the influence of traffic signals
(e.g. crossings or traffic lights) and the types of vehicles (e.g.
ambulances or motorbikes) could be considered.
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28040 Madrid, Spain

Email: jpavon@fdi.ucm.es

Abstract—This paper presents a flexible agent decision model
for the simulation of indoor scenarios. There are different kind
of applications with varying requirements, from the typical
emergency evacuation where the physical interaction of crowds
of agents are more relevant, to those that demand more sophisti-
cated agent decision models as when testing smart environment
applications. Existing tools usually focus on one of these issues,
looking for efficiency in the solutions.

The agent decision model in this paper tries to get a balance
between efficiency and flexibility in the specification of the agent
behavior in simple and complex situations. This is applied in a
simulation framework for indoor scenarios, although it could be
extended to other settings.

I. INTRODUCTION

TESTING APPLICATIONS for smart environments is a
difficult task. It requires the installation of sensors and

actuators, the communications and the software for the control
system, and the participation of persons who have to play the
different scenarios. This is costly, both in economic sense as
well as in time. Also, there are some situations that cannot
be tested for practical reasons (e.g., a fire, people accidents).
Furthermore, from the point of view of the developers, who
are used to iterative processes, it is difficult to repeat the tests
if they have to perform these with persons. At least for these
reasons it is interesting to use simulation tools that provide
some support for the development of smart environment ap-
plications.

A relevant aspect to be considered in this kind of tests
is the modelling of the behavior of humans under different
situations. The behavior for these scenarios requires at least the
following: interactions among agents, with the environment,
and the process for decision making.

There are several tools for simulation and design of how
people behave in indoor scenarios (some of them commer-
cial) [1]–[6]. They focus on the design of spaces and 3D
appearance, where the agents are seen more like a crowd that
can be characterized by simple behaviors with a fixed number
of parameters, instead of considering them as individuals.
Although they are appropriate to simulate specific scenarios,
it is important to consider the human and social behavior of

This work has been developed in the context of the project MOSI-AGIL-
CM (with grant S2013/ICE-3019, by the Directorate General for Universities
and Research of CAM) and by the Programa de Financiación de Grupos de
Investigación UCM-Banco Santander with reference GR3/14.

individuals when simulating how people interact with their
environment, including other individuals.

Other works have better addressed the specification of the
agent behavior, such as [7]–[13]. However, they have not
sufficiently taken into account the methodological aspects for
a design process when developing the agents’ behavior. This
is relevant when the simulation framework has to be used for
different purposes and by other developers. In those cases,
there is a need for a clearer agent model, with some support
for the design at a higher level of abstraction that can be easily
translated to an implementation. This is the purpose of MAS-
SIS (Multi-Agent System Simulation of Indoor Scenarios),
a framework for modelling and simulation of the decision-
making process of agents in multiple situations in indoor
scenarios domain.

The rest of the paper is structured as follows. Section II
describes the MASSIS framework. Section III explains how
is modelled the agent’s behavior. Section IV shows a case
study to illustrate the approach. Finally, Section V presents
our conclusions.

II. THE MASSIS FRAMEWORK

MASSIS is an agent-based simulation framework for in-
door scenarios. It has a component-based architecture, built
on open-source software components. An overview of the
framework is shown in Figure 1.

Graphical modelling of the indoor environment is supported
by SweetHome3D [14]. This is a well known package that
is used to model all components involved in the simulation
environment, such as walls, doors, stairs, people, etc. (see
Fig. 2). Sweet Home 3D allows to design buildings with
enough realism, in a relatively short time. It also allows the
integration of extensions, providing significant flexibility when
adding new features. MASSIS adds a set of plugins for this
application, which lets the user to specify the characteristics
of the elements of the building that will act as agents. In the
case of people, can be weight, speed, inherent characteristics
of the person (fear, courage, etc.) and link to their behavior. It
is also possible to specify elements of the environment, such
as sensors and actuators, which will have a reactive behavior.

When the building is created, the SweetHome3D repre-
sentation of the building is transformed inside the simula-
tion engine, which adapts it to the internal representation
of MASSIS. One of the important issues when modeling
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Fig. 1. MASSIS framework overview

Fig. 2. Screenshot of the MASSIS’s 3D editor, based on SweetHome3D.

indoor scenarios is the accuracy of the representation. Inside
a building it is very common to have various elements at
very small distances. If the elements of space are assigned
to cells, the accuracy is reduced considerably. To solve this
problem, MASSIS represents the elements in the building
without discretizing the space; each element is represented as
a polygon. For efficient computation of the locations of agents,
data structures appropriate to this representation are used, such
as different models of quadtree and polygon meshes. These
data structures are used both for locating agents, perception

Fig. 3. Standard schematic display of MASSIS, showing bodies radio, vision
areas and paths (black circles green arrows, yellow polygons and yellow lines,
respectively). The green lines are doors, and the red and green squares are
stairs.

Fig. 4. Example of an user-defined schematic display: crowd density.

and pathfinding.
As simulation engine, MASSIS uses MASON [15], a

lightweight multi-purpose agent-based simulation library. MA-
SON has been chosen because it provides a good support for
agent-based simulation platform, with well proven efficiency.
Also, the clear separation of the simulation core and the GUI,
allows MASSIS to use the MASON simulation core, while
using its own display system.

The agents’ behavior is controlled with the Pogamut’s [16]
POSH engine. (See Section III for more details)

All the changes made in the environment are reflected in real
time by MASSIS’ 3D (Fig. 9) and 2D (Fig. 3) displays, and
can be logged in JSON format (Listing. 1), as a single zipped
file or in a SQLite database for further analysis. Although 3D
display is more realistic, the 2D view is useful for analysis and
debugging. Also, the 2D visualization API allows the creation
of user-defined layers (Fig. 4).

Once a simulation is performed, the exported data can be
used to playback all events that have occurred during the
execution of the simulation, i.e., the agents will behave in
the same way they did during the simulation.

III. AGENT DECISION MODEL IN MASSIS

The aspects of human behavior that are of interest for
modelling indoor scenarios in the MASSIS framework are the
mechanisms that humans use to deal with problems reasoning
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{
"velocity": { "x": 32,"y": 58},
"visionRadio": 300,
"maxforce": 10,"maxspeed": 15,
"properties": {"steering.separation":

70,...},
"locationState":{
"angle": 0.7853982,"floorId": 8,
"centerX": 4975.2285,"centerY":

4108.2695,...},
"id": 3673

}

Listing 1. An agent’s saved state in JSON format.

Fig. 5. Seek and Flee Steering behavior [17].

from context, making use of collective intelligence, and how
this intelligence is used in problem solving.

Each agent in MASSIS has its own behavior, which is
computed at a high-level (reactive plans) and at a low level
(speed, position, angles, density, etc.)

When the high level decides what to do next, the action
is executed by the low-level module, which carries all the
necessary operations (movement, animation, etc.) Both high-
level and low-level behaviors are affected by the state of the
agent, altering the decision making process (e.g., a scared
agent may choose a different route to reach a target, probably a
longer one) and the action execution (it will be moving faster).

A. Low-level behavior

The low-level module deals with the perception of the
environment and a set of basic behaviors for interacting with
it. These behaviors are mostly a set of steering behaviors [17],
which control the most basic movement component of the
agent.

Using a simple force model, steering behaviors produce
smooth, life-like movements, providing agents the ability to
navigate around the environment in a realistic manner. The
forces applied to the agent can be combined in order to
create more complex behaviors (e.g. collision avoidance, path-
following, leader following, queuing, etc.). Fig. 5 shows the
forces present in the basic Seek and Flee behavior.

Fig. 6. MASSIS ’s human behavior agent model.

B. High-level behavior

The high-level behavior deals with decision making, learn-
ing and communications with other agents and makes deci-
sions based on the knowledge of the environment, which is
provided by the low-level module.

The architecture of this behavior follows the BOD (Behavior
Oriented Design) method [18]. This method for building
agents combines the advantages of Behavior Based AI [19],
[20] and object-oriented design approaches.

In MASSIS this is applied to facilitate the design of agents
that are capable of running in parallel and of generating a
behavior that can satisfy multiple objectives that may conflict
with each other.

The difficulty of making an autonomous agent is that many
of the goals that the agent wants to be accomplished must be
carried out at the same time. An agent may have the desire
to be loved, be promoted at work and having breakfast in the
morning.

Additionally, these goals must be achieved in an unpre-
dictable environment, which can complicate or even make
easier the way in which the agent tries to accomplish its goals.
Developing a system of agents under BOD involves dividing
the implementation into two different parts:

1) A library of Behavior modules. They consist of a set
of classes representing a set of modules for perception,
action and learning. These are primitives, actions and
senses that can be called from the mechanism of action
selection. They also provide a place where certain states
and knowledge can be stored in order to perform those
actions, and they contain code that describes any sense
that needs to be carried out to acquire that state and

JUAN PAVON, RAFAEL PAX: MULTI-AGENT SYSTEM SIMULATION OF INDOOR SCENARIOS 1759



public ActionResult run() {
boolean isInLoc;
SimulationObject target=getTarget();
Location tLoc=target.getLocation();
isInLoc=agent.approachTo(tLoc);
if (isInLoc) {

return ActionResult.RUNNING_ONCE;
}
else {

return ActionResult.FINISHED;
}

}

Listing 2. Example of the primitive action Go to target

(C search-for-object
vars($type, $storeFlag="IS_NEAR_TARGET")
(elements
((has-target (trigger ((HasTarget))) approach

))
((is-object-visible
(trigger ((SeesElement($attr=$type,$value=1)

true ==)))
setTarget($target="?LAST_SEEN_OBJ")))

((search ExploreAction)))
)

Listing 3. POSH code of parametrized competence search-for-object.
ExploreAction is a primitive action, approach is a competence and words
preceded by $ are variables.

knowledge. In brief, they determine how to do some-
thing. These senses and actions are created in the native
language for the problem space (in the case of MASSIS,
Java; see for instance the code in the listing 2)

2) POSH Dynamic action selection scripts. These allow
to determine priorities between modules. The BOD
architecture uses a POSH dynamic plan when an action
should be carried out.
A POSH(Parallel-rooted, Ordered Slip-stack Hierarchi-
cal) plan is a prioritized set of conditions and the related
actions to be performed when the conditions have been
met.
It consists of drive collections, competences, and action
patterns.

• Drive collections are the root of every POSH plan.
On the action selection step, the drive collections
select which goal the agent must try to accomplish.
They can be seen as a set of conditional rules, that
are evaluated from highest to lowest priority.
Every time the condition of the drive collection with
highest priority is satisfied (a higher rule interrupts
a lower one), the POSH engine executes the corre-
sponding action pattern or competence.

• Competences are a set of nested if-then conditional
trees, which can be reused several times inside the
reactive plan. They differ from the drive collections
in the way they are executed; rules they do not
interrupt each other.

Fig. 7. Mental state modification in a POSH plan (yellow), triggered by the
sense ”Message Received” (green) on the Drive Element ”hears-alarm”(blue)

Fig. 8. Propagation of the value ”door” in the parametrized competence of
searching an object. Note: Some elements were omitted for clarity.

• Action Patterns are simple sequences of actions.
Although they are not very flexible, they provide
a layer of abstraction very useful when grouping
actions.

MASSIS encourages the use of variables and the agent’s
Mental State in POSH plans. Mental States are intended for
representing the knowledge of the agent about its environment
as a set of key-value pairs, but can be used for any other
purpose, such as storing control variables in order manage the
plan execution (see Fig. 7).

Also, as MASSIS uses the Pogamut’s extension of the
POSH language, actions, senses, action patterns and com-
petences can be parametrized. This provides considerable
flexibility, allowing the reuse of elements in the reactive plans
(see Fig. 8 and Listing 3).
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IV. CASE STUDY: EMERGENCY SIMULATION

Public buildings have some protocols for dealing with
emergency situations, which may involve, for instance, evac-
uation of the building. Testing these protocols requires some
planning and cost. Simulation can help to this task. This case
study addresses this kind of situation for the building of the
Facultad de Informática at UCM. In this scenario, a teacher is
responsible for guiding students safely to the building’s exit
in case of emergency. For illustrating purposes, this is the
protocol for a teacher in an emergency situation:

When the alarm sounds the teacher of the group
should go to the classroom door and order the
students to close the windows if there is a fire. If
instead of a fire there is a bomb threat, windows
and doors should be left open. Students will leave the
classroom through the door and they will be waiting
for the teacher outside. The teacher will be the last
person to leave the classroom. Once there is nobody
in the classroom, the teacher will place a chair at
the entrance of it,as an indication that the room has
been evacuated entirely. Then the teacher will guide
students toward the nearest exit.

Modelling the teacher agent involves the following basic
skills:

• Hearing and vision capabilities.
• Ability to communicate with other agents by voice.
• Movement.
• Interaction with objects in the environment: Taking an

object, carrying it , dropping it.
These skills are candidates to be primitive actions and senses.
These primitives, such as the movement one (Listing 2), are
used by the reactive plan as Triggers of Drive Elements, com-
ponents of Action Patterns, or they form part of one or more
Competences. Figure 10 shows part of the teacher’s reactive
plan. Figures 9 and 11 show the initial state of the simulation.
When the alarm sounds, and the teacher goes to the door
(using go-to-nearest-door competence). Figure 12 illustrates
the moment when the teacher tells the students that they
must close the windows (act-windows competence). When the
windows are closed, and the students outside (Fig. 13), the
teacher takes the first chair he sees and he moves it to the

Fig. 9. 3D view of the simulation

Fig. 10. Partial overview of the Case Study POSH plan
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Fig. 13. Teacher going to take the nearest chair.

Fig. 14. The students follow the teacher for escaping from the building.

Fig. 11. Teacher going to the door.

Fig. 12. The students receive the ”close windows” message, and they proceed
to close the windows.

door. After that, the teacher guides his students to the nearest
exit (cf. Fig. 14).

V. CONCLUSION AND FUTURE WORK

This paper has presented MASSIS, a multiagent-based
simulation framework that supports the decision making pro-
cess of humans when solving problems. Agent behavior is
structured in low-level and high-level behavior components,
extending Pogamut’s POSH implementation model, with the
addition of features that facilitate the separation of decision-
making process and low level actions. MASSIS provides a rich
set of low-level behavior components for the simulation of
indoor scenarios. This has required to MASSIS the extension
of the SweetHome3D environment with plugins for linking
agent’s behavior in the simulation. In order to apply MASSIS
to other kind of scenarios (e.g., a city), new low-level behav-
ior components should be implemented and integrated with
another graphical design package that supports the definition
of the new environment. In this sense, MASSIS can be easily
extended. MASSIS provides as well a rich log capability,
which can be the basis for further analysis of the scenarios.
The integration of existing analysis tools is one of the most
relevant issues for the next version ofthis framework.
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[12] T. Bosse, M. Hoogendoorn, M. C. Klein, J. Treur, C. N. Van Der Wal,
and A. Van Wissen, “Modelling collective decision making in groups and
crowds: Integrating social contagion and interacting emotions, beliefs
and intentions,” Autonomous Agents and Multi-Agent Systems, vol. 27,
no. 1, pp. 52–84, 2013.

[13] R. Hocevar, F. Marson, V. Cassol, H. Braun, R. Bidarra, and S. R. Musse,
“From their environment to their behavior: a procedural approach to
model groups of virtual agents,” in Intelligent Virtual Agents. Springer,
2012, pp. 370–376.

[14] E. PUYBARET, “Sweet Home 3D,” http://www.sweethome3d.com/,
2005, [Online; accessed Mar. 2015].

[15] S. Luke, C. Cioffi-Revilla, L. Panait, K. Sullivan, and G. Balan, “Mason:
A multiagent simulation environment,” Simulation, vol. 81, no. 7, pp.
517–527, 2005.

[16] J. Gemrot, R. Kadlec, M. Bı́da, O. Burkert, R. Pı́bil, J. Havlı́ček,
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Abstract—In the ongoing GEWISS project it is planned to
implement a geographical heat information and simulation sys-
tem. It shall provide a planning and simulation tool for the
interlinking of urban development and district heating network
development to support the political decision making process in
the City of Hamburg. The system shall combine macroscopic
and microscopic simulations to a co-simulation system. The
simulation as a service approach is presented as a loosely-
coupled scalable solution to realize large-scale energy network
simulations. It is based on cloud computing technologies for
the optimal utilization of computing resources in heterogeneous
simulation-infrastructures. This approach can be used to realize
simulation systems integrating Multi-Agent System (MAS) based
simulations and other simulation technologies. For practical eval-
uation, two implementation approaches based on a MAS platform
as a service-oriented solution will be presented and compared to
an approach involving standard web-service technologies.

I. INTRODUCTION

S IMULATIONS take a significant stake in finding intel-
ligent solutions and concepts for future Smart Energy

Networks. They are vital to test the suitability of such concepts
and solutions and therefore, needed before an actual realization
can take place. This regards today’s energy grid that undergoes
a structural change towards the so-called Smart Grid as well as
other energy networks as e.g., heat supply systems. Besides the
realization of control and coordination strategies for the Smart
Grid, the uniformed planning of both urban development
and energy network development is essential. The holistic
contemplation of such a Smart City requires the combination
of different simulation concepts. Regardless of the domain,
it is essential to test operational concepts with respect to
their cost effectiveness and to optimize them if necessary [1],
[2]. Contrasting to the test of operational concepts, which
often requires fine-granular simulations with consideration of
microscopic aspects, in terms of planning questions for urban
and energy network development macroscopic simulations are
of concerns.
The simulation as a service approach presented in this paper
is related to the GEWISS project [3]. The goal of this project is
to develop a geographical information and simulation system
in order to support the political decision making in terms
of an interlinking between urban development and district
heating network development. It shall combine macroscopic
modeling approaches from urban development regarding the
evolution of building structures in a quarter, with microscopic

simulations of the heat energy demand of buildings respec-
tively building blocks. A multi-agent based co-simulation
system is envisioned, where the microscopic behavior of single
buildings or building blocks will be modeled as agents and
the selection of appropriate sub-simulations will be mapped
to agent-based goal deliberation. The latter will not be part
of this paper. This paper focuses on presenting a possible
approach to support large-scale co-simulations of macroscopic
and microscopic simulation components, that can be rolled
out to a heterogeneous IT-infrastructure. The goal of the
proposed approach is to utilize cloud computing technologies
and service-oriented design concepts in order to build loosely-
coupled simulation systems, that integrate different simulation
types and models in a service-oriented fashion. Cloud com-
puting technologies and approaches should be used to form
a private cloud on heterogeneous university IT-infrastructure,
consisting out of different types of servers, in order to utilize
the available computation resource optimally and to integrate
slow but cheap computers like, e.g., Raspberry Pi single-board
computer meaningfully.
The remainder of this paper is structured as follows. Section II
describes current cloud computing infrastructures and related
simulation frameworks and approaches as well as a related
approach in the domain of modeling and simulating the heat
energy demand of buildings. In Section III the GEWISS
project will be described in more detail before the concept
of simulation as a service will be described in Section IV.
Section V describes and discusses possible implementation
alternatives and challenges, followed by Section VI where the
implementation alternatives will be evaluated in terms of their
scalability. Finally, Section VII concludes the paper.

II. RELATED WORK

This Section introduces examples for state of the art cloud
computing technologies, and describes related simulation ap-
proaches and frameworks, as well as related work in terms of
the GEWISS Project.

A. Cloud Computing Technologies

Cloud computing [4] is seen as a new approach to IT infras-
tructure management, facilitating a pay-as-to-go usage model.
Computational resources are made available on a demand-
driven basis instead of statically dedicated physical systems.
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Therefore, the approach minimizes idle times and optimizes
the utilization of resources, which leads to a minimization
of resource dissipation. The authors of [5] bring forward the
argument, that by adapting cloud computing ideas for optimal
resource utilization, it is reasonable that existing computers in
a company or university network could contribute their spare
resources in a private cloud. This approach is picked up to
propose the simulation as a service concept to realize large-
scale simulations as required in the GEWISS project, that scale
well and support optimal utilization of a heterogeneous IT-
infrastructure. Cloud applications can be built on the Infras-
tructure as a Service (IaaS) or the Platform as a Service (PaaS)
layer. On the IaaS layer, access to the cloud is granted by
virtual machines that allow fine-grained control of the software
stack and provide low-level aspects like operating systems. On
the PaaS layer, a cloud operator establishes a new software
layer with a dedicated middleware programming interface, and
thus, lower level details are abstracted. PaaS facilitates the
development of applications on top of the given platform, but
restricts the types of applications to those which are supported
by the platform. The Software as a Service (SaaS) layer
are user-ready applications running in the cloud, which are
typically built upon the IaaS or PaaS layer. There are many dif-
ferent approaches and technologies for the implementation and
operation of cloud applications. This Section will focus on two
different PaaS solutions and describe them exemplary. PaaS
solutions are more suitable for the realization of simulations
as a service than IaaS approaches, as they abstract from the
operating system level and offer an Application Programming
Interface (API) for the realization of scalable applications on
top of a cloud infrastructure. The Mesos platform [6] offers a
thin resource sharing layer, that enables fine-grained sharing
across diverse cluster computing frameworks by providing
a common interface for accessing cluster resources. Mesos
focuses on providing shared commodity clusters between
diverse cluster programming frameworks like Hadoop [7] or
MPI [8] to improve cluster utilization. Resources are shared in
Mesos to allow frameworks to achieve data locality by taking
turns in reading data stored on each machine. It introduces
a distributed two-level scheduling mechanism called resource
offers. A resource offer encapsulates a bundle of resources that
a framework can allocate on a cluster node to run tasks. Mesos
decides how many resources it offers each framework, while
the frameworks decide which resources they accept and which
computations are executed. Mesos delegates the control over
the scheduling to the frameworks. This decentralized schedul-
ing model may not always result in globally optimal schedul-
ing, but according to [6] it performs well in practice and
allows the frameworks to meet goals such as data locality near
perfectly. While Mesos focuses on resource-sharing in data-
centers, JadexCloud [5] is a PaaS infrastructure to develop,
deploy and manage distributed applications with a strong focus
on distribution transparency. It is based on a Multi-Agent
Systems (MAS) platform and allows to build cloud-based
agent applications with service-oriented communication. The
key concept is a three layered model, that helps separating

responsibilities and managing complexity. A daemon layer
provides a node infrastructure for managing cloud resources. It
automatically detects and announces nodes joining and leaving
the network. The platform layer on top supports application
related management tasks including the automatic deployment
of application artifacts on different nodes as well as starting
and stopping of components. Finally, the application layer
facilitates the application development by providing the API
and tools for debugging. The current version of the provided
PaaS infrastructure [9] supports the management of non-
functional requirements. It allows to define non-functional
properties for services that are monitored automatically, e.g., a
wait-queue property that counts the request currently waiting
to be answered. Based on this non-functional properties the
service selection can be automated by defining non-functional
requirements like, e.g., finding the service with the smallest
wait-queue. Due to its focus on cloud-components offering
services (agents), and the automatic deployment of application
artifacts to dynamically joining and leaving network nodes,
JadexCloud seems to be well suited to realize the simulation
as a service approach.

B. Simulation and Modeling as a Service Approaches

In [10] it is described how simulation software can be ac-
cessed as service (SimSaaS) in a service-oriented architecture
(SOA) approach. It is stated that carrying out an experiment
can be achieved by connecting multiple simulation services
to form a work-flow which represents how the experiment
proceeds. The authors of [10] state that simulation services
differ from regular web services as concepts of time and
state are essential, thus, viewing them as stateful services,
that treat each service request as a series of dependent trans-
actions that are related to the previous requests as well as
the model’s current state. Therefore, different communication
and synchronization paradigms are described and assessed in
terms of their suitability to interconnect stateful simulation
services. The approach presented in this paper adopts the
ideas from [10] by combining them to a design approach
for large-scale energy network simulation with the extension
that stateless simulation services may also be suitable for the
realization and integration of small sub-simulation models. A
survey about current trends and technologies in the field of
modeling and simulation as a cloud service is given in [11].
It defines the term Modeling and Simulation as a Service
(MSaaS) as a model for provisioning modeling and simulation
(M&S) services on demand from a cloud service provider
(CSP), that keeps the underlying infrastructure, platform, and
software requirements and details hidden from the user. In this
case the CSP is responsible for licenses, software upgrades,
scaling the infrastructure, and providing grade of service and
quality of service as specified in service level agreements. The
SaaS model provides access to hosted applications in a cloud
environment, allowing users to access services at low cost and
scale as needed. This model was extended in [12] to include
high-performance hosted simulation and modeling services.
The described Polymer Portal is a first-generation simulation
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and modeling as a service (SMaaS) platform. Contrasting to
the approach presented in this paper, where the simulation as
a service approach is presented as a modeling approach to
build distributed, scalable simulation systems, the approach
presented in [12] focuses on ready to use simulation- and
modeling-services that users can access for a fee.

C. Simulation Frameworks and Approaches

There exist many different tools and frameworks that de-
velopers can use to built simulations upon. Some of these
simulation frameworks focus on specific application domains
and thus, support the developers by providing domain specific
models and tools, while other frameworks focus on a broader
application-domain independent scope and support simulations
in general. While application-domain specific frameworks take
some of the implementation work from the developer and
often allow a faster implementation, they restrict developers
in terms of implementational freedom and limit them, if their
problem does not fit into the domain specific scope of the
framework. Examples for domain specific simulation frame-
works are, e.g., Mosaik, a flexible Smart Grid co-simulation
framework [13] and RinSim, a simulator for logistics problems
[14]. An example for a general simulation framework is the
Jadex project [15]. When it comes to providing simulation
functionality as a service there a two practicable ways. The
first one is to implement the simulation using an application-
domain dependent or independent simulation framework (or
of course implementing it completely from scratch). In this
case, the implemented simulation system will be considered
as a black box with defined input and output parameters when
it is encapsulated by a service component, that provides the
simulation functionality as a service method. An example for
this implementation scheme is given in [16] where 4GL Matlab
simulation models are encapsulated by service components, to
provide their functionality via REST (Representational State
Transfer) web-services. The other implementational alternative
is to implement the whole simulation with service-based
technology. In this case it is possible to provide both, the
macroscopic functionality of the simulation itself, as well
as the microscopic functionality of single simulation com-
ponents out of the box, without the need to encapsulate it
first. An example for such a simulation system is given in
[17], where a Multi-Agent based self-healing resource-flow
system was built that used services to provide the functionality
of the simulated robots. The standardization of simulation
interoperability resulted in the High Level Architecture (HLA),
an IEEE standard for modeling and simulation [18]. The
HLA is a technical architecture developed to facilitate the
reuse and interoperability of different simulation systems and
assets. It provides a general framework, which can be used by
developers to structure and describe their simulation systems
and to interoperate them with other simulation systems. But
due to its complexity it is hardly used outside the military
domain [19].

D. Modeling Urban Energy and Heat Demand

In terms of modeling the urban energy and heat demand
the approach presented in [20] and [21] is related to the
undertaking in the GEWISS project. Both projects aim at mod-
eling the energy respectively heat demand of urban buildings
and building structures. But while the GEWISS project will
follow a Multi-Agent based simulation approach, modeling
the building and building structures as microscopic agents the
approach presented in [20] and [21] uses 3D city models to
calculate the heat demand of whole district areas. It uses the
OGC Standard CityGML [22], an open, multi-functional model
that can be used for geospatial transactions, data storage, and
database modeling, for the modeling of 3D buildings. Based
on the surface of the 3D models of whole building blocks
their energy and heat demand is calculated as a macroscopic
approach.

III. INTRODUCING THE GEWISS PROJECT

The requirements for the simulation as a service approach
are derived from the GEWISS project. In this project a ge-
ographical heat information and simulation system will be
developed to support the analysis of heat demand and urban
development for the City of Hamburg (Germany). The goal
is the development of a simulation tool (framework) that
supports the interlinking of urban development and district
heat network development by providing a planning tool for
different scenarios.

A. Project Description

In order to utilize the potential of climate protection and
to allocate available resource with high cost-effectiveness,
the strategic heat planing must be interlinked with urban
development projections (and vice versa). In this case, an
abstraction of the spatial location of existing buildings is for
obvious reasons not possible. Aspects such as the conversion
of urban areas, infill, redevelopment or demolition as well as
renovation of buildings or building groups should be tailored
to the local available heat sources. Conversely, this means that
the grid-based heat supply should be planned with respect to
existing and future building stock. For this indentation it is
necessary that data will be collected and analyzed with respect
to spatial location. The combination of data and analysis to
the heat demand and urban development should take place
in a geographic information system (GIS). The goal of the
GEWISS project is to extend such a GIS with geographic heat
information and simulation capabilities in order to provide
planning assistance for future developments.

Therefore, a framework should be develop that allows users
to simulate the medium and long-term development of a
heat supply system. Here, the specification of both external
conditions (e.g., the development of energy prices) as well
as municipal political measures (e.g., regulations or financial
incentives for certain structural measures) should be supported
and also the analysis of their effectiveness. The goal hereby
is to explore business models as well as different urban
development plans in a systematic fashion. This should help
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the City of Hamburg to find measures to achieve an optimal
solution to match environmental protection objectives in the
heating sector. From the overall project goal a set of scientific
and technical working tasks are derived, which are relevant
for the functional and non-functional requirements of the
simulation and information system to be built:

• The strategic conception of heat planning and urban
development should be integrated, so that energy and
emission reductions can be implemented efficiently.

• All areas of a heating system (generation, transmission,
storage and demand) should be considered through a par-
ticipatory modeling and simulation approach that involves
all relevant stakeholders.

• As a core, an agent-based simulation with visualization
capabilities should be realized.

B. Simulation Requirements

A series of functional and non-functional requirements
unfolds from the mentioned project goals. For example, the
design of the simulation entities must consider all areas of
the heating system, taking into account production, transport,
storage and demand. This means, that the simulation tool
must be able to support large-scale simulations with more
than 100,000 simulation entities (agents). The agents that
are designed to model buildings or building blocks may
be required to support a rule-based temporal evolution. The
considerations of important stakeholders implies on the one
hand influences on the design of simulation scenarios, but
allows on the other hand the scenario-dependent modeling of
rule-based descriptions for the automatic simulation through
autonomous agents. The validation of these descriptions is
to be ensured against separate micro-simulations. In order to
fulfill this requirements a simulation tool that supports the
realization of co-simulations based on a service-oriented mid-
dleware is envisioned. Co-simulation is a prominent method
to solve multi-physic problems. Such simulations combine
well-established and specialized simulation tools for different
fields [23]. In the context of the GEWISS project a co-
simulation is distinguished by a distributed simulation as well
as a distributed modeling (defined by the usage of different
modeling tools). A distributed simulation in this context is
understood as the integration of multiple, self-contained simu-
lations. Additional information about the strong impact of non-
functional requirements on large-scale systems can be found
in [24].

IV. THE CONCEPT OF SIMULATION AS A SERVICE

The concept of the simulation as a service approach derives
from the simulation requirements of the GEWISS project. The
goal is to use cloud computing ideas and technologies to built
loosely-coupled large-scale simulation systems. By adapting
the SaaS concept to the simulation domain, simulations will be
provided as services in a cloud infrastructure. The conceptual
architecture and approach is depicted in Fig. 1. The idea is
that simulations will be contained within a Simulation Service
Component. This component encapsulates the functionality of

the simulation and provides a service interface to execute it in
a service-oriented fashion. This approach unifies the invocation
of different simulation types while also allowing the combi-
nation of different implementation models and programming
languages. Fig. 1 exemplifies two different simulation types
that can be combined and invoked in an unified way following
this approach.

A common modeling technique in the engineering domain
is the usage of fourth generation languages (4GL). These are
programming languages focusing on rapid application devel-
opment. The expression was coined by [25]. Recently, they
have gained new attention through the introduction of model
based software development [26]. Examples for 4GL are
MATLAB, Simulink, Modelica, GAMS (General Algebraic
Modeling System). These languages are used in many research
projects for rapid prototyping as well as the realization of
models or algorithms, e.g., for demand side management and
the integration of regenerative energy resources into smart
grids [27]. Although they reduce the overall development ef-
fort through the usage of comprehensible application-oriented
paradigms, the integration of such 4GL models into large-scale
simulations is a considerable challenge [16]. Encapsulating
their functionality by a Service Simulation Component allows
to execute them in an unified way, while also enabling their
execution in a scalable cloud infrastructure.

The other depict simulation type is a MAS based simulation.
They are well-known and widely spread [28]. Here, different
types of agents are used to model the reality and to examine
different problems. Such simulations exhibit different grades
of complexity and inter-simulation dependencies. If a simple
MAS based simulation that is executed on a single network
node is considered, it can easily be encapsulated by a Sim-
ulation Service Component as a whole. This will provide an
unified service-oriented way of invocation and control the exe-
cution and the life-cycle of the simulation as a whole. If a more
complex, distributed MAS based simulation is considered, a
possible integration approach is to encapsulate a dedicated
starting component with a Simulation Service Component,
which starts the distributed application and collects the results
to return them.

Fig. 1. Simulation as a Service Conceptual Architecture and Approach

Simulations that are encapsulated by a Simulation Service
Component can either by called by clients directly if they
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require a specific simulation functionality, or more complex
simulations can be composed out of multiple simulation ser-
vices. In this case a simulation component can use the services
offered by other simulation components, if they require the
results provided by these simulation components as a sub-
simulation. An example for this use-case is the realization of
a mesoscopic co-simulation where a macroscopic simulation
requires results from microscopic simulation components. This
will be the case in the GEWISS project, were questions
regarding the development of district heat networks shall be
examined with regards to macroscopic simulations regarding
urban development and microscopic simulations regarding the
heat demand of households. If the composition of different
simulation services is of concern, approaches like the Web Ser-
vice Business Process Execution Languages (WS-BPEL) re-
spectively the Business Process Model and Notation (BPMN)
for the orchestration of web-services might be adoptable to
the simulation domain.

Basically there are two main paradigms for the composition
of simulation services. Fig. 2 depicts the hierarchical com-
position and execution of simulations as an UML sequence
diagram. It illustrates the execution of a simulation A. During
its execution, the simulation requests services of the sub-
simulations B and C, while sub-simulation C requires the
results from sub-simulation D in order to answer the request
from Simulation A. The hierarchical structure depict in Fig. 2
resembles the envisioned structure of the simulation system in
the GEWISS project, where a main simulation (macroscopic)
requires results from microscopic sub-simulations. Thereby,
the sub-simulations are only active when their simulation
services are called by the main simulation. The simulated
time in this case can either be managed by the encapsulating
root simulation and passed on to the sub-simulations or each
sub-simulation can handle it’s own time model, which allows
to model interacting simulation with different time-scales
(microscopic and macroscopic).

Fig. 2. UML sequence diagram: Hierarchical composition and execution of
simulation services.

A different composition paradigm is depict in Fig. 3 where
two simulations are executed parallel while exchanging data.
This paradigm resemble the one described in [10] where it
is stated that simulation services differ from web services as
they have to be considered as stateful services, that treat each
service request as a series of dependent transactions that are
related to the previous requests as well as the model’s current

state. Regarding this composition paradigm of interlinked
simulations it has to be ensured that their time model is
synchronized, so that events are processed in a correct order.

Fig. 3. UML sequence diagram: Parallel composition and execution of
simulation services.

V. IMPLEMENTATION ALTERNATIVES AND CHALLENGES

In general it is reasonable to facilitate established service-
oriented technologies to provide simulations as a service. If
distribution transparency, scalability and robustness properties
should be adopted for the provided simulation services, it
is reasonable to facilitate established cloud computing tech-
nologies as well. If the simulation is considered as a black
box and not implemented with explicit cloud distribution in
mind it might be more feasible to use the IaaS approach to
abstract from the physical hardware in order to achieve the
previous mentioned cloud computing properties. In this case
the IaaS approach excels the PaaS approach, because the later
one requires the application to be built on top of API of the
according platform. Although it is also possible to encapsulate
a black box simulation with a component regarding the API
of the PaaS platform, but in this case the simulation does not
profit from the distribution, scalability or robustness properties
of the PaaS platform. So if an already existing simulation
system should be provided as a cloud simulation service, a
solution built upon a IaaS platform is advantageous. If the
simulation is built from scratch or the simulation model is a
simple one with a small footprint, it is beneficial to built it
against the PaaS API respectively to encapsulate the simple
model with a component that is built against the API.

The next Section will provide an evaluation of three differ-
ent implementation alternatives and evaluate them in terms of
their scalability. A case study was ventured, in order to show
how a simulation as a service component could be built based
on different technologies. A 4GL-model simulating the energy
demand of a single household equipped with an electrical
heater was used for this case study. In the following, the three
implementation alternatives are described briefly before they
are evaluated in the next Section.
REST Webservices: The first implementation follows the
approach presented in [16] and encapsulated the 4GL-model
with a REST web-service. In order to provide scalability, a
load balancer was connected upstream to distribute the request
based on a round-robin scheduling mechanism among multiple
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simulation nodes.
Jadex NFP Service Selection: The second implementation
facilitated the approach for elastic component-based cloud
applications presented in [9]. This approach introduces the
concept of service selection based on non-functional prop-
erties. Again the 4GL-model is encapsulated by a service
component. In this case the service is equipped with a non-
functional property observer that observes the length of the
wait queue of this service. If the simulation service is going
to be requested by a client, a non-functional property evaluator
evaluates the mentioned waiting queue size property and
selects the best service (lowest number of waiting clients).
Thus, an optimal distribution of client calls is achieved.
JadexCloud Service Pool: The third implementation uses the
JadexCloud PaaS middleware [5]. Like other PaaS solutions
it simplifies the construction of a cloud application by pro-
viding common base abstractions, tool sets and an API. The
JadexCloud infrastructure has two main advantages for the
development and deployment of distributed application. Any
service offered by a component can be made available in a
platform-controlled service pool. The utilization of the service
pool deliberates the developer from starting and handling
the life-cycle of the service-components himself. The service
pool will start new service-components automatically if new
resources are needed to handle incoming requests. Therefore,
the service pool acts as a proxy handling all incoming service-
requests and forwards them to service-components with free
resources. The usage of the service pool, does not only simpli-
fies the development of scalable services but also supports the
dynamical deployment of service-components to remote plat-
forms. If the service pool detects new JadexCloud platforms
in the network range, it automatically deploys the governed
service-components on this platforms and starts new instances
on the remote platform, in case such are required to handle
incoming service requests. So following this implementation
scheme, the service component encapsulating the 4GL-model
was equipped with a service pool to handle the automatic
deployment on a cluster of JadexCloud nodes and to handle the
life-cycle and load-balancing in order to achieve scalability.

VI. SIMULATION AND EVALUATION OF IMPLEMENTATION
ALTERNATIVES

In order to evaluate the three proposed implementation
alternatives in terms of their scalability three implementation
prototypes were realized. Each of the three simulation setups
will be described briefly before the results of the scalability
analysis will be discussed. The simulation setup for the imple-
mentation based on REST web-services (1) is depicted in Fig.
4. Similar in all three setups is a client (a HTTP web-service
client in this case) that places n parallel requests. For this
example, the 4GL-model simulating the energy demand of a
single household is encapsulated by a REST web-service. The
service is deployed to five homogeneous workstations running
Apache Tomcat 71 as an application container. On one of these

1http://tomcat.apache.org/ (accessed September 25, 2015)

workstations the Apache HTTP Server2 equipped with the
mod_jk3 Tomcat connector is used as a load-balancer. It uses a
round-robin scheduling mechanism to distribute the calls to the
simulation services in an equal way. For the purpose of testing
the scalability and distribution properties only one service-
component was deployed on each of the network nodes.

Fig. 4. Simulation Setup: REST Webservices.

The simulation setup for the service selection based on
non-functional requirements (2) is depicted in Fig. 5. Again
a client places n parallel service calls. In this setup the
simulation service encapsulating the 4GL-model is realized
as a Jadex service and is equipped with a non-functional
property monitor, that monitors the size of the service’s wait-
queue. For each of the service calls, the client queries the
service monitors and uses a non-functional property evaluator
to evaluate them with regards to quality criteria. The best
service (lowest number of waiting requests) is selected and
then called directly. Thereby, an optimal degree of capacity
utilization is achieved as it is ensured that always the service
with the lowest capacity utilization is ensured.

Fig. 5. Simulation Setup: NFP Service Selection.

The simulation setup for the utilization of a service pool
and the JadexCloud infrastructure (3) is depicted in Fig. 6.
It uses the same client and simulation service component as
described before, but contrasting to the previous described
service selection based on non-functional properties, a global

2http://httpd.apache.org/ (accessed September 25, 2015)
3http://tomcat.apache.org/connectors-doc/ (accessed September 25, 2015)
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service pool is used to act as a proxy between the actual
services and the client. The service pool deploys the service
code automatically to all five workstations and handles the
execution of one service-component on each workstation. Due
to comparability reasons with the two other setups, only one
service-component was started on each of the JadexCloud
platforms, although it is possible to configure the service pool
accordingly to make use of more components. Comparable
to the first simulation setup the service pool use a round-
robin based scheduling mechanism to distribute the service
requests equally to all pooled services. The service distribution
is completely transparent for the clients, as they only interact
with the proxy.

Fig. 6. Simulation Setup: Service Pool.

In order to analyze the scalability properties of the three pre-
sented implementation alternatives a number of experiments
were conducted. The results of this analysis are shown in
Fig. 7. The x-axis depicts the number of parallel calls on a
logarithmic scale and the time in milliseconds it took to serve
all the parallel requests is depicted on the y-axis (logarithmic
scale as well). In order to dampen spikes for each number n
of parallel calls 10 experiments were ventured and the mean
values were used for the evaluation. For n = 10, 100, 1000
parallel calls the three implementation alternatives perform
quite similar and all three show a linear scalability. This
behavior differs for n = 10000 parallel service requests. The
implementation utilizing the non-functional property based
service selection still scales linear. But both, the implemen-
tation using REST web-services and the JadexCloud service
pool scale considerably worst. Therefore further experiments
for these two implementations were conducted. As shown
in the graph for n = 2000, 3000, 4000 parallel calls they
still perform nearly linear. When the number of parallel calls
reaches n = 5000 they lose this scalable behavior. We assume
that this deviation between the three approaches is because
the according load balancer (Apache HTTP Server or Jadex
Service Pool) became saturated. If a large amount of parallel
calls has to be processed by a load balancer it may become
overloaded. Therefore, the load balancer itself could be the
bottleneck of the system. This behavior differs from the service
selection based on non-functional properties, as in this case
the client itself evaluates the degree of capacity utilization

of the offered services and selects the best. Therefore, the
required distribution effort is shifted to the client. In order to
further investigate this behavior, future work will analyze the
scalability behavior of the three implementation alternatives on
a System-on-a-Chip cluster. This cluster is characterized by a
larger amount of machines with less computational power each
in comparison to the workstation cluster used in this experi-
ment. Thus, the scalability and load-balancing properties of the
implementation alternatives will become more relevant.Also a
combination of the non-functional property selection approach
with the service pool approach is envisioned. Even if the
scalability properties of the non-functional property selection
approach excels the ones from the service pool approach,
the dynamically deployment properties of the service pool
approach are of great value, especially if an application is
executed on dynamic infrastructure with joining and leaving
network nodes. Therefore, a combination is envisioned where
the default round-robing scheduling mechanism of the service
pool is going to be replaced by one selecting the service based
on non-functional properties like, e.g., the size of the wait-
queue.
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Fig. 7. Results of the Scalability Analysis.

VII. CONCLUSION

In this paper we presented the concept of simulation as a
service as a promising approach for the realization of large-
scale smart-energy network simulations. It was described how
the approach will be used to implement a geographical heat
information and simulation system in the GEWISS project.
The goal is to provide a planning and simulation tool for the
interlinking of urban development and district heat network
development in order to support the political decision making
process in the City of Hamburg. The envisioned system will
combine macroscopic and microscopic simulations to a co-
simulation system. The simulation as a service approach was
presented as loosely-coupled and scalable solution to realize
a large-scale simulation system based on cloud computing
technology in order to optimal utilize the computing resources
of a heterogeneous university IT-infrastructure. Three different
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implementation alternatives were described and evaluated in
terms of their scalability. The results encouraged the usage
of the Jadex PaaS platform. A MAS platform that allows
to built agent-based cloud application with service-oriented
communication and supports the execution and deployment
with service pools, service selection based on non-functional
requirements and the automatic deployment of components
(agents) and services to fluctuating network nodes.
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Abstract—A major challenge in swarm robotics is to minimize
energy and time costs. We focus in this paper on multi-agent
foraging algorithms that uses ant-like agents with limited energy.
By considering energy consumption, we propose a new Energy
aware Cooperative Switching Algorithm for Foraging (EC-SAF)
that optimizes the whole system search and transport operations
needed to collect resources over time. Unnecessary moves are
avoided according to the following two premises: (1) Quick search
and optimal paths provided by Stigmergic Multi-Ant Search
Area (S-MASA) algorithm; (2) Quick homing provided by using
the optimal paths created while searching. Results indicate that
EC-SAF is promising in reducing swarm energy consumption
compared to an energy-aware version of the c-marking algorithm
(Ec-marking).

I. INTRODUCTION

SWARM robotics is concerned with the design of artificial
robot swarms based upon the principles of swarm intelli-

gence [1] [2] [3]. Promising solutions are expected by using
numerous simple robots [4] [5] [6]. The collection carries
out complex tasks based on simple rules, without spending
much computational power and much physical energy [7].
Foraging robots are mobile robots that search for objects, and
transport them to one or more storage points. It is a benchmark
problem used in swarm robotics for several reasons: (1)
It integrates several complex sub-tasks such as exploration,
navigation, manipulation and transport; (2) It constitutes a
canonical problem for the study of robot-robot cooperation;
and (3) Many real-world applications are instances of foraging
robots (like cleaning, harvesting, searching and rescuing) [8].
Foraging robots perform tasks that consumes energy, and must
have a means of obtaining more energy to complete missions
successfully. The most common strategies for powering long-
lived autonomous robots are: (1) Capture ambient energy di-
rectly from the environment, also known as energy scavenging;
or (2) Transfer energy from a recharging station [9]. Several
options are possible in the last case: (1) Working robots
perform their work until their energy falls below a given
threshold. At this time, they return to recharging station, to
recharge their energy [10] [11]; (2) Working robots can stay
at the working site permanently, while special dock robots
visit them periodically to provide them with energy [9] [12];
(3) Robots could transfer the energy also between them by

comparing their energy’s level [8]; and (4) Robots have to
decide between search and transport, where transport can be
applied to different resources. Even if resources are unknown
at the beginning, as robots can be recruited by others, robots
have sometimes to choose between carrying resources to
the nest, carrying resources to another location in the field
or searching for new resources, according to minimize the
global energy consumption and maximize the global resources
collected (that are equivalent to the accumulated energy) [13].

In this paper, we study the energy expenditure in the
Cooperative Switching Algorithm for Foraging (C-SAF) [14]
by addressing and analyzing two points:(1) What is the impact
of collective exploitation of food provided by recruitment
in C-SAF algorithm on energy consumption? (2) Does the
division of search space (by using multiple sinks) in C-
SAF improves energy efficiency? C-SAF robots are ant-like
agents with limited computing and memory capacities. C-SAF
provides quick search by using S-MASA algorithm [15] as
search strategy, and quick exploitation by recruiting agents.
Results are better than the standard reference algorithm and
performances are emphasized with cooperation [16]. In this
work, we propose to enhance foraging algorithms efficiency
by taking energy into account. Individual energy and overall
swarm energy are considered during resources location and
exploitation.

The remainder of the paper is organized such as follows:
in Section II we present the EC-SAF algorithm, its Finite
State Machine (FSM) and a description of different states and
we present the Ec-marking algorithm, an enhanced version of
the c-marking algorithm [16], with which we compared the
obtained results. In Section III, we present the performance
indices used, describe the scenarios used for simulations and
compare obtained results of the two algorithms. We finish with
a conclusion in Section IV and some future works.

II. AN ENERGY-AWARE MULTI-AGENT FORAGING
ALGORITHM

In this Section, we present the EC-SAF algorithm, the FSM
of our foraging agents and a description of different states. We
present the Ec-marking algorithm, with which we compare the
obtained results.
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A. EC-SAF Algorithm

Our foraging agents use a four layered subsumption ar-
chitecture [17] where each layer implements a particular
behavior: Environment exploration is the lowest priority layer
in this architecture. It consists in exploring the environment,
therefore, it includes the states Choose-Next-Patch and Look-
for-Food. Food exploitation consists in exploiting food when
it is found, it envelops the states Pick-Food, Return-to-
Nest, Return-and-Color, At-Home, Climb and Remove-Trail.
Recharging energy consists of the set of states that allow
agents to return home to recharge when their energy falls be-
low a threshold, it includes the states Return-to-Nest, Return-
and-Color, Remove-Trail and At-Home. Obstacle avoidance is
the higher priority layer, it implements the obstacle avoidance
behavior. Higher priority layers are able to subsume lower
levels in order to create viable behavior (see Figure 1 for an
illustration of the architecture). The behavior of our foraging
agents is enhanced from [14] to deal with energy limitation.
It is shown by the state transition diagram in Figure 2
where dotted arrows represent the new transitions used when
the current energy of an agent (Ec) falls below the fixed
threshold (Emin). States are described below and the enhanced
algorithm is given by Algorithm ??:

Look-for-Food: If Ec > Emin and there exists a food here,
agent executes Pick-Food state, while if there exists no food it
executes Choose-Next-Patch state. If its Ec <= Emin, it turns
to Return-to-Nest state if there exists a trail, or to Return-and-
Color state, if there exists no trail.

Choose-Next-Patch: If an obstacle is detected, the agent
calls the procedure Avoid Obstacle(). If no obstacle is there,
the agent climbs the brown trail to reach the food location
if there exists one, it spreads then the information to its left
cell. It lays a limited amount of pheromone P in current cell,
adjusts its heading by executing S-MASA Algorithm [15] and
moves one step forward. It turns automatically when finished
to Look-for-Food state.

Pick-Food: If Ec > Emin, agent picks a given amount of
food and spreads the information to its left cell. However, If
Ec <= Emin it does not pick food. It executes in the two cases
Return-to-Nest state, if there exists a trail or Return-and-Color
state if there exists no trail.

Return-to-Nest: The agent moves to one of colored neigh-
boring cells with the lowest P value. It remains in this state
until home is reached, it turns then to At-Home state.

Return-and-Color: The agent moves to one of the four
neighboring cells with the lowest P value and marks its trail
with yellow and remains in this state until it reaches the home;
it turns then to the At-Home state.

At-Home: The agent unloads food if it carries one. If its
current energy (Ec) is below (Emin), it recharges its energy
to the maximum amount Emax. It goes to Climb state if there
exists one and the amount of food is > 0. If amount of food
is = 0, it executes Remove-Trail state, else it turns to Look-
for-Food state.

Climb: Agent moves to one of its four colored neighbors
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Fig. 1: Subsumption architecture of our foraging agents
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Fig. 2: State transition diagram of a foraging agent. Dotted
arrows are the added transitions related to the recharging
behavior of agents

with a P value greater than the P value of the current cell. It
remains in this state until no colored cell (yellow trail) exists
and its Ec > Emin, it turns then to the Look-for-Food state. If
its Ec <= Emin and since there exists a trail, it executes the
Return-to-Nest state in order to return home for recharging its
energy.

Remove-Trail: The agent moves to a colored cell with the
greatest P value and resets its color to the default color (black).
It remains in this state until no colored cell is found and Ec

> Emin, it turns then to the Look-for-Food state. If Ec <=
Emin, the agent returns to home to recharge and executes the
Return-and-Color state since it already removed the existing
trail and to keep track of the last position from where he will
continue removing after it recharges its energy.

The modeling of the components of our multi-agent system
are detailed below:

• Environment Model: an N X N grid world. It contains a
set of agents, food, nest and obstacles.

• Agent Model: agents have limited processing power and
memory, simple sensors, do not know the position of food
nor the map of environment.

• Pheromone Releasing and Evaporation: Two types of
pheromone have no diffusion and evaporation properties
and they are used either to mark a transport or recharging
trails or a recruitment trail. The third one is used to mark
already visited cells.

B. Ec-marking Algorithm

The Ec-marking algorithm, which is an enhanced version of
the c-marking algorithm [16] to deal with energy limitation,
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Fig. 3: State transition diagram of an Ec-marking agent, where
colored state, dotted transitions and bold guards are related to
energy-aware behavior of agents

is given by Figure 3. Agents while exploring the environment
build simultaneously paths between food and nest which re-
sults in building an ascending Artificial Potential Field (APF)
incrementally. An Ec-marking agent is always in one of the
states depicted by Figure 3, where the enhancements made
represented by filled states, dotted transitions and bold guards.
This set of states is described below:

SEARCH & CLIMB TRAIL: If food >0 and Ec > Emin, the
agent executes the LOADING state. If Ec <= Emin, it looks
for trail, if there exists one it executes RETURN TO BASE,
else if there exists no trail it executes RETURN & COLOR
TRAIL, else it moves to food if it is found and if not it moves
to a neighboring cell not marked yet.

LOADING: The agent picks a given amount of food and
food here is exhausted and there exists a trail, it executes
RETURN & REMOVE TRAIL, if food is not exhausted and
there exists no trail, it executes RETURN & COLOR TRAIL,
else it executes RETURN TO BASE.

RETURN & COLOR TRAIL: The agent moves to one of
the four neighboring cells with the lowest APF value and
changes its color to a trail color, it remains in this state until
it reaches the home; it turns then to the UNLOADING state.

RETURN & REMOVE TRAIL: The agent moves to one of
the four neighboring cells with the lowest APF value and
changes its color to the default one (black), it remains in this
state until it reaches the home; it turns then to the SEARCH
& CLIMB TRAIL state.

RETURN TO BASE: The agent moves to a colored neigh-
boring cell with value minimal to its current value, until it
reaches the home; it turns then to the SEARCH & CLIMB
TRAIL state.

UNLOADING: The agent unloads the food at home. If Ec

<= Emin, it recharges its energy to Emax and if its statue
is recharging it changes state to the REMOVE RECHARGING
TRAIL, else it changes to the SEARCH & CLIMB TRAIL.

REMOVE RECHARGING TRAIL: The agent moves to a
colored neighboring cell with higher APF value and resets
its color to the default one, until no colored cell is found it
changes then to the SEARCH & CLIMB TRAIL.

III. SIMULATION RESULTS

Three performance indices are used to compare the algo-
rithms (Total food returned, Energy efficiency and Total en-
ergy). Through simulations, we compared the four algorithms
(EC-SAF [Algorithm ??], C-SAF [14], c-marking [16] and
Ec-marking [Figure 3]) on the basis of Total food returned,
to verify if an energy-aware management can improve perfor-
mances. After that, the two energy-aware algorithms proposed
in this paper (EC-SAF and Ec-marking) are compared between
each other on the basis of Energy efficiency (Eeff ) and Total
energy performance indices.

• Total food returned: is the total amount of food (in units)
returned over some elapsed time.

• Energy efficiency: it is the energy spent while foraging
one food location. It is calculated according to equation 1.

Eeff =
TotalEnergyOfConsumedFood

NumberOfReturnedFood
(1)

Where Total Energy Of Consumed Food, is the sum of
each agent energy spent in exhausting one food location
starting from finding the food until it is exhausted.
Number Of Returned Food is the quantity of units of
food returned;

• Total energy: is the total energy spent by all agents to
search and exhaust all the food locations.

The energy consumption of an agent at each state is defined
on the basis of the power of real equipment (such as motor,
sensor and processor) required to achieve that state. It is
inspired by the B-swarm model [10]. Agent consumes 1 unit
of energy per simulation update for the states that do not
need hard work (such as Climb and Return-to-Nest), while
in states that need hard manipulation such as: depositing
pheromone (in Choose-Next-Patch state), loading food (in
Pick-Food state), unloading food (in at-Home state), pick-up
pheromone (in Remove-Trail state), and deposit pheromone
(in Return-and-Color state), the agent consumes 5 units of
energy per simulation update. However, for the Avoid-Obstacle
(), agent changes its direction only and consumes 3 units of
energy per simulation update. For the Ec-marking, the energy
consumed is: 5 units of energy per simulation update for states
SEARCH, LOADING, RETURN & COLOR TRAIL, RETURN
& REMOVE TRAIL, UNLOADING, REMOVE RECHARGING
TRAIL and 1 unit of energy per simulation update for states
CLIMB TRAIL, RETURN TO BASE and 3 units of energy
per simulation update for the avoid obstacle(). Simulation is
based on Netlogo [18]. The simulation results are the average
of ten simulations. Four kinds of simulations are reported in
this paper. In each simulation several related parameters are
to be fixed: agent parameters (number and capacity), world
parameters (size, complexity and sinks number) and food
parameters (density and concentration) where: Agent’s number
is the number of agents that participate at each simulation,
Agent’s capacity is the amount of food (units) that an agent
can transport at each time. World size is the dimension of the
search space, it is a grid of N X N cells, the world is obstacle-
free or obstacle represent the world complexity, sinks number
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(a) (b) (c)

Fig. 4: World setups used in simulations (a) obstacle-free
environment (b) obstacle environment (c) environment with
4 sinks, where red arrows are agents, green arrows are food
locations, gray blocks are obstacles and pink squares are sinks

TABLE I: Parameters of scenario 1, scenario 2, scenario 3 and
scenario 4

Parameter Value
Scenario 1 Total food returned Analysis

World size 40 X 40 cells
Number of agents 8
Food density 2 sites
Food concentration 50 units
Agent’s capacity 1 unit
Sinks number 1

Scenario 2 Energy Efficiency Analysis

World size 40 X 40 cells
Number of agents 5 – 30
Food density 1 site
Food concentration 20 units
Agent’s capacity 1 unit
Sinks number 1

Scenario 3 Energy Efficiency Analysis

World size 80 X 80 cells
Number of agents 48
Food density 1 site
Food concentration 20 units
Agent’s capacity 1 unit
Sinks number 1 – 16

Scenario 4 Total Energy Analysis

Number of ticks 50 – 300
World size 40 X 40 cells
Number of agents 15
Food density 1 site
Food concentration 20 units
Agent’s capacity 1 unit
Sinks number 1 sink

is the number of the home or base station to where agents
store food and recharge energy. Food density is the number of
food locations (sites), distributed randomly in the environment.
Food concentration, indicates the amount of food that each site
contains (we refer to it as unit in the paper). At first stage,
we wanted to test if energy-aware can improve efficiency of
our C-SAF algorithm or not, therefore, we proposed scenario
1 (see TABLE I), where we calculate the total amount of food
returned over some elapsed time. The obtained results with the
four algorithms (C-SAF, EC-SAF, c-marking and Ec-marking)
are depicted by Figure 5.

From Figure 5, we observe that in C-SAF and c-marking

algorithms, the total food returned increases with the increase
in ticks (below 300 ticks) because agents still have energy,
when their energy is exhausted, agents die and the total food
returned does not increase (over 300 ticks). While the total
food returned keep increasing in the energy-aware versions
of the algorithms (EC-SAF and Ec-marking), because agents
return to recharge when their energy falls below the fixed
threshold and resumes their tasks. From this experimental
results, we conclude that an energy-aware version are needed
to improve performances.

The EC-SAF algorithm is also compared with the Ec-
marking one, in order to test if it can improve energy con-
sumption or not. We proposed therefore, Scenario 2, scenario
3 and scenario 4, where the two first ones are used to test the
impact of varying agent’s number and sink’s number (search
space division) on energy efficiency. While in scenario 4, we
observe the whole energy consumed over some elapsed time,
to test whether the algorithm consumes much or less energy
when operating (see TABLE I for the description of the three
scenarios). The three world setups that are used for simulations
including positions of nest, food, obstacles and agents, are
reported in Figure 4.

A. Results in Scenario 2

The energy efficiency in EC-SAF does not change when
changing the number of agents. In opposite to the number of
ticks that is reduced with the increase of agents number, the
energy consumed by one agent is the same consumed by mul-
tiple agents that participate at food exploitation. However, the
energy efficiency in c-marking decreases with each increase in
agents number. The energy consumed depends on the length
of path that relays the food and the home. In Ec-marking
algorithm, the paths are not optimal when number of agents
is small thus energy consumption is great, with the increase
of agent’s number the length of paths will be reduced and the
energy consumption decreases. Because of the optimal paths
provided by S-MASA algorithm [15], EC-SAF gives better
results than the Ec-marking one (see Figure 6(a)). Results
in obstacle environment are similar to the ones in obstacle-
free environment configuration, with additional steps needed
to avoid obstacles (see Figure 6(b)).

B. Results in Scenario 3

Using multiple sinks divide the whole search-space into
sub-search spaces with smaller size. When increasing the the
number of sinks the number of sub-spaces is increased too and
the size is reduced more. The path length to food is reduced
each time we increase the number of sinks (food takes fixed
position in all simulations). In EC-SAF less consumption of
energy is reached with 16 sinks, where the size of sub-spaces
is the smallest and the path length to the food is the smallest
(6 cells). The energy consumption is greater with 4, 7, 10
and 13 sinks (the path length to food is 8 cells). However,
it is the greatest with 1 sink, because the search-space size
is the greatest and the path length to food is the longest (14
cells). In Ec-marking, the energy consumption is great with
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Fig. 5: Simulation results of scenario 1 in : (a) obstacle-free environment, (b) obstacle environment.

 0

 50

 100

 150

 200

 250

 5  10  15  20  25  30

E
n
e
rg

y
 e

ff
ic

ie
n
c
y

Agent number

EC-SAF
Ec-marking

(a)

 0

 50

 100

 150

 200

 250

 5  10  15  20  25  30

E
n
e
rg

y
 e

ff
ic

ie
n
c
y

Agent number

EC-SAF
Ec-marking

(b)

 0

 50

 100

 150

 200

 0  2  4  6  8  10  12  14  16

E
n
e
rg

y
 e

ff
ic

ie
n
c
y

Sinks Number

EC-SAF
Ec-marking

(c)

 0

 50

 100

 150

 200

 0  2  4  6  8  10  12  14  16

E
n
e
rg

y
 e

ff
ic

ie
n
c
y

Sinks Number

EC-SAF
Ec-marking

(d)

 5000

 10000

 15000

 20000

 25000

 50  100  150  200  250  300

T
o
ta

l 
E

n
e
rg

y

Ticks

EC-SAF
Ec-marking

(e)

 5000

 10000

 15000

 20000

 25000

 50  100  150  200  250  300

T
o
ta

l 
E

n
e
rg

y

Ticks

EC-SAF
Ec-marking

(f)

Fig. 6: Simulation results in obstacle-free and obstacle environment of: (a), (b) scenario 2. (c), (d) scenario 3. (e), (f) scenario 4
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1 sink because the search-space size is the greatest, the path
length to food is the longest and paths are not optimal. It is
reduced with 16 sinks, since the path length to food is reduced.
ES-CAF provide less energy consumption rather than Ec-
marking because of the optimal paths induced by the S-MASA
algorithm [15]. Figure 6(c) shows the results comparison
between the two algorithms. Results in obstacle environment
are same as in obstacle-free environment configuration, with
additional steps needed to avoid obstacles (see Figure 6(d)).

C. Results in Scenario 4
The total energy increased with increasing the number of

ticks as shown in Figure 6(e). It is stable in EC-SAF above
200 tick because the agents reach the boundaries of the
search world (the finish time of the foraging is 140 ticks).
However, the finish time of foraging in Ec-marking is 300
ticks and until this time the total energy continue to increase.
Also in this scenario EC-SAF provides a less consumption
of energy in comparison to Ec-marking one. Also in obstacle
environment, the total energy in the two algorithms increased
with increasing the number of ticks but it is more in Ec-
marking algorithm than in EC-SAF algorithm (see Figure 6(f)).

IV. CONCLUSION

We investigated in this paper the energy efficiency and the
total energy consumed of the EC-SAF algorithm as changing
the number of agents (to test the benefit of collective foraging),
changing the sinks number (to test the benefit of dividing
search space) and calculating total energy consumed over ticks
(to test the impact of the search strategy used). Simulation
results show that energy efficiency in EC-SAF, does not
change when changing agents number because the set of
agents execute the same states as one agent and thus consume
the same energy consumed by one agent. It can be reduced
when using multiple sinks, and it depends on the path length
between food and home, if the path is reduced with search
space division the energy efficiency is even reduced (and vice
versa). While the total energy increased with the increase in
number of ticks, it stops changing and becomes stable when all
food is foraged and the search space boundaries are reached.
EC-SAF gives better results than the enhanced c-marking one,
because of the optimal paths and the quick search provided by
S-MASA algorithm [15].

In the future, we intend to explore other environment
configurations and examine other possibilities to reduce the
energy consumption in EC-SAF.
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HE  EMERGING smart  infrastructure  in  energy  net-
works represents a major paradigm shift in resource al-

location management with the aim to extend the centralised
supply management model, towards a decentralised supply-
and-demand management that is expected to enable more ef-
ficient,  reliable and environment-friendly utilisation of pri-
mary energy resources.

T

Together with this vision, there are new and complex tasks
to manage, in order to ensure safe, cost-reducing and reliable
energy network operations. This includes the integration of
various renewable energy systems, like the photovoltaic or
the wind energy, which are able to reduce the greenhouse gas
emissions but that are working under greater uncertainty; as
well as the interaction of transport and storage systems for
energy that are envisioned through techniques like ‘Power to
Gas’ and fuel cells, which are using the electrical and the gas
transportation network.

Further tasks can be found in the fact that the market par-
ticipants (e.g. simply households) are becoming more auton-
omous and intelligent through technologies like smart meter-
ing, which requires a coordinated demand side management
for millions of producers, consumers or, if this applies, pro-
sumers by means negotiations and agreements.

Information and communication technologies are key en-
ablers of the envisioned efficiencies, both on the demand and
the  supply sides  of  the  smart  energy networks,  where  the
agent-paradigm  provides  an  excellent  first  modelling  ap-
proach for the distributed characteristic in energy supply sys-
tems. On the demand side they aim at supporting end-users
in  optimising  their  individual  energy  consumption,  e.g.
through the deployment of smart meters providing real-time
usage and cost of the energy and the use of demand-response
appliances that can be controlled according to the user pref-
erences, energy cost and carbon footprint. On the supply side
they aim at optimising the network load and reliability of the
energy provision, e.g. through active monitoring and predic-
tion of the energy usage patterns, and proactive control and
management  of  the  reliable  energy delivery  over  the  net-
works. It is also envisaged that they will be able to influence
the demand through the dynamic adjustments of the energy
price in order to influence the end user behaviour and energy
usage patterns throughout and across the energy networks for
electricity, gas and heat.

Although a significant effort and investment have been al-
ready allocated into the development of smart grids, there are
still  significant research challenges to be addressed before
the promised efficiencies can be realised. This includes dis-
tributed, collaborative, autonomous and intelligent software
solutions for simulation, monitoring, control  and optimiza-
tion  of  smart  energy  networks  and  interactions  between
them.

TOPICS
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building and using multi-agent systems for modelling, 
simulation and management of smart energy networks. In 
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I. INTRODUCTION

Abstract—We present in this paper GRENAD, a Multi-
Agent System based framework for the simulation and pilot-
ing of power-grids and particularly smart grids. Exploiting a
component-based approach, it allows a flexible design of complex
smart grid applications by providing a generic canvas where ex-
tensible, modular and reusable components, defined on the basis
of their functionalities, can be easily combined and connected.
Thanks to Multi-Agent approach, a set of such components
can naturally be integrated into a coherent economical agent.
GRENAD makes no assumption on the energy definition and
eases the development of MAS control algorithms for smart
grids. The level of details of the energy-related information is
controllable. This information is computed either through inter-
nal physical models or by interfacing with external simulators.
We present here our model, illustrate its features with a rich
example which exhibits its genericity, and demonstrate how a
coordination protocol can easily be integrated to it.

ENERGY supply is at the core economy while being
also one of the major items of expenditure. Decreas-

ing fossil energy supplies as well as rising concerns about
climate made it critical to change in the near future the
way energy is produced, distributed and consumed. Smart
grids are highly automated power networks that possess fine
grained monitoring and control capabilities, from the power
plant to the domestic appliance. Easy access to information
and autonomous decision making allow smart grids to save
energy by quickly reacting to changes in the environment and
reorganising demand, production and distribution. Smart grid
are also meant to allow the massive integration of distributed
renewable energy resources (DER) as well as new equipments
such as combined heath and power (CHP) generation and
energy storage. As such smart grids are called to play a crucial
role in the coming years for the efficient control of power
systems.

Hardware for production, monitoring and storage in smart
grids already exist. While still not being widely deployed,
the penetration of such equipments is constantly progressing
and increasingly supported by legislations. However they raise
new challenges. Indeed, as opposed to the traditional power
grids approches, energy flows may be intermittent and/or
bidirectional. Moreover smart grids technologies also foster
a radical change in the business of energy supply, by allowing
the energy to be islanded, it is to say produced, sold and

consumed locally. Lastly, increased interconnection and infor-
mation exchange between actors enables them to coordinate
more closely, providing thus a new opportunity to reach higher
efficiency and revenues.

One of the most challenging aspects of smart grids is thus
at the engineering and at the logical level: the development
of efficient control and coordination algorithms that are able
to fully exploit their different potentialities. In order to tackle
these challenges the use of a Multi-Agent Systems (MAS)
approach is particularly relevant as the structure of MAS
closely match the structure and behaviour of smart grids:
They are constituted of a set of interconnected distributed
autonomous actors, each aiming at maximising their respective
goals through coordination. Also, a given smart grid is com-
posed by interconnecting differents components (production,
distribution or storage) that may be used, as is, on another
smart grid. It is thus relevant to adopt a modular approach for
modeling the equipments in a reusable, and thus capitalizable,
way. Therefore a key driver for the deployment of smart grids
is the conception of a dedicated platform that ease their devel-
opment by exploiting both oriented-component paradigm for
equipment modelisation aspects and oriented-agent paradigm
for coordination and optimisation aspects.

In the context of the Resilent FP7 project [20], we have
developed such a platform, GRENAD, which stands for
“Gestion des Ressources ENergétiques,
Autonome et Distribuée” (Autonomous and
Distributed Management of Energetic Resources). GRENAD
presents two main aspects. The first is a feature rich API
and Domain Specific Language (DSL) based on JADE [11]
which allows to construct component-based JADE agents. As
such it benefits of all the features and standard compliance
of JADE and can natively be used in conjunction with other
JADE-based applications. The second is a generic smart grid
model implemented on top of this DSL. Thanks to these two
aspects, it is possible to easily capitalize and reuse developed
software across different smart grid applications.

While most MAS publications in the smart grid domain
focus on the connection with a simulator or the conception of a
new control algorithm, our contribution is a platform that offer
enough flexibility to allow an easy interfacing with simulators
and an easy implementation of control algorithms. Also, each
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Fig. 1. A rich scenario

component defining the smart grid can natively be monitored,
or even controlled, either by an agent, a GUI, or a remote
optimisation algorithm.

In Section II we present a smart grid scenario exhibiting
all critical features for the applications we are interested in. In
Section III we present the related work and how they answer to
the objectives highlighted by our scenario. In section IV we
present the GRENAD agent and smart grid models and we
describe how to implement the scenario with them. In Section
V we show how to easily integrate a smart grid optimization
algorithms in GRENAD.

II. A RICH SCENARIO

In this section we present a district energy system scenario.
The richness of this scenario allows us to demonstrate the
capabilities of our MAS based tool to model complex energy
management systems at the district-level. This scenario ex-
hibits most of the main characteristics that challenge today
the design of smart grid energy management systems [19]:

• Interdependence of several energy flows (electricity, heat
and gas)

• Distributed generation and storage capabilities
• Interaction with the main energy grids (electricity and

gas)
• Local renewable energy generation capabilities
• Prosumers
• Diverse consumption profiles
In the scenario, the considered components (producers,

distribution grid, consumers/prosumers and storage systems)
are modelled as autonomous agents that interact with the
intention of providing real time management at the district
level and optimizing the energy production and distribution in
the district, in conjunction with the main energy networks.

A. Business and organizational models

The behaviors of the different components are defined by
their individual roles and their internal characteristics (phys-
ical, economical, quality of service, etc.). Those behaviors
are constrained by the business and organizational models of
the system as well as by the interconnection mode to the

main grid (an energy system can work either in connected
or islanded mode w.r.t the main energy grids). In our scenario
we considered a system connected to the main gas and power
grids (represented as components 3 and 4 in Figure 1).

Among the different existing business and organizational
models we can list:

• Free markets: the components are competitors and in-
teract via a market mechanism [12];

• Virtual Power Plant (VPP): combination of produc-
tion storage and consumption resources. A VPP [18] is
adapted when all the resources belong to or are managed
by a single actor;

• Cooperative Virtual Power Plant (CVPP): In a CVPP
[3] different actors manage/own the different components,
they coordinate in a cooperative way to use shared
resources (for instance centralized storage systems, the
distribution network, etc.) and provide global services
(for instance: grant the energy balance, the security of
the network and/or the quality of service).

All these different organizational models can be considered
in our approach. In our scenario we model interactions be-
tween components as a free market.

B. Roles

The main roles that we support are producer, storage,
consumer, prosumer and distribution. The different constraints
and characteristics associated to those roles are described
below:

1) Producer components: The characteristics of the gen-
eration of energy provided by producers depend on several
aspects:

• Internal physical constraints: the nominal power (max
power capabilities), start/stop conditions (time to be op-
erational/off operation), their efficiency (it is the rate be-
tween the output generated energy and the input primary
used energy), and for renewables the variability and the
intermittence.

• Controllability: The controllability of a given generator
depends on the primary energy source that it uses and on
internal state variables. Most of renewable-energy sources
(e.g. wind, solar) are considered non-controllable, it is,
their availability and level of energy cannot be controlled.
Nevertheless, some renewable based generators can adapt
their internal state (i.e. orientation of wind turbines or
solar trackers) in order to secure and optimally generate
energy according to the primary-source real time condi-
tions. Generators whose primary energy supply can be
controlled provide different control levels, for instance
some generators can only provide on/off control while
others can provide intermediate levels of functioning.

In our scenario we consider two producers (the components
1 and 2 in Figure 1): a set of wind turbines for power gen-
eration and a Combined Heating and Power (CHP) generator
that generates both power and heating from combustion of
gas. Gas is provided by the main gas grid (component 3 in
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Figure 1) and can be stored nearby the CHP. The system is also
connected to the main power grid (component 4 in Figure 1).
The gas and the power main grids are considered in our model
as controllable producers, it is, we consider that the quantity of
gas or the power drawn from the main grids can be controlled.
In the real system only the gas flow can be directly controlled,
the drawn power from the main grid is indirectly controlled
and corresponds to balance needed power, it is, the consumed
power minus the local producer power.

2) Storage components: The behavior of a storage com-
ponent depends mainly on its nominal capacity, its rate of
charge/discharge and its instantaneous state of charge (SoC).
Other important variables are the efficiency of the conversion
in the charge and discharge phases and the self-discharge rates.
The usage of some storage systems, for instance batteries, is
constrained by the charge/discharge cycling conditions that
optimize their efficiency and increase their lifetime. In our
scenario we consider a thermal storage component (see com-
ponent 6 in Figure 1).

3) Distribution components: The distribution of energy
generates losses due to the physical characteristics of the
transportation system used (i.e. transmission capabilities, dis-
sipation rates, etc.) and the distances of transmission of the
energy. In general, at the district level, the electricity losses due
to distribution are negligible while the heating and hydraulic
(heating network related) losses are not. Some distribution
components (as valves in heating networks and some types
of transformers) allow the dispatching of input energy among
different outputs. While the availability of energy over elec-
trical networks is instantaneous (electricity is transmitted at
about the speed of light), the transmission of energy over
heating and cooling networks, due to the transport inertia,
needs significant time (several minutes per km) to go from
the injection to the consumption points. In our scenario we
consider local heating and power networks: all the production
and consumption components considered in the scenario are
connected to at least one of these distribution networks.

4) Consumer components: The characteristics of the energy
consumed, basically their load curves, depend mainly on the
buildings physical characteristics (i.e. thermal inertia, storage
capabilities), the behaviors of the inhabitants (presence/ab-
sence, used services) and the comfort constraints (e.g. ambient
temperature set points). In our scenario we consider two
consumers, the components 7 and 8 in Figure 1.

5) Prosumer components: Besides the characteristics that
define the load curves of the consumer components, prosumers
can partially or totally cover their needs in energy and under
some conditions produce energy surplus that can be injected
into the main or local energy grids. In our scenario we consider
one prosumer (component number 5 in figure 1), that locally
produces power thanks to the PV solar panels installed on its
roof. It uses part of this energy for self-consumption and is
able to inject part of this energy into the power distribution
network.

C. Planing and operation

Due to the temporal inertia of most of the components
(e.g. time to start or change generator command level;
thermal inertia on houses and distribution networks; time
to charge/discharge storage systems) and the use of non-
controllable sources (that are intermittent and variable), the
energy usage needs to be planned before actual generation and
delivery. In our approach, we consider planning strategies that
are combined to real-time operation strategies. Planning is
based on estimation of the consumption loads and generation
capabilities and allows to establish negotiated (i.e. agreed by
all parties) generation, storage and consumption schedules.
For the renewable based generators, the estimation depends
on weather and generation capabilities forecasting. For end
consumers, the estimation depends mainly on weather and us-
age forecasting, as well as on thermal inertia evaluation. Those
different forecasting based estimations lead to inaccuracies at
the planning phase. In order to maintain the balance between
consumption and generation and minimize the use of external
generated energy, we implement and operate a mechanism that
allows the near real-time correction of energy schedules when
deviations of generation and load are detected (monitored or
forecasted). This mechanism can be seen as a capacity market
where global flexibility is provided by the combined individual
flexibility capabilities (e.g. deferrable load, dedicated storage
capabilities, etc.)

D. Real-Time payment

Smart-Grid also aims to adapt the consumption to the energy
production capacity. This is particularly critical when some
producers are not controllable (e.g. weather dependant renew-
able energy source). By exploiting for instance a building
thermal inertia, it is possible to respect a required comfort
level while adapting the actual consumption.

A commitment of the consumer on how it will consume
energy allows to optimise energy production and distribution
during the planning. Several payment approaches [22] propose
to impose penalties if such a commitment is not respected
during operation phase. The actual payment of a consumer
is thus computed by comparing its planned and operational
consumption along with some other production-related and/or
conventional parameters.

III. RELATED WORKS

Actual testing and deployment of smart grid software
require platforms able to directly support the execution of
control software developed following as well as the ability
simulate or even pilot power systems. Among the few available
commercial systems that target specifically smart grids, only
a bit of them follow the MAS approach.

The available commercial software that simulate and control
traditional grids [15], [7], can to some extent be used to
simulate parts of a smart grid, notably for the distribution
aspect. However, smart grids possess several specificities that
preclude the use of such software for the full chain control.
On the other hand, smart grid software have not reached
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this level of maturity and are mostly experimental or at the
level of academic research. Dedicated software solutions for
smart grids exist independently, for different aspects presented
in this scenario: storage simulation and dimensioning [10],
DER integration [5], demand side management [9] and VPP
[2]. While none of these commercial software uses a MAS
approach, PowerMatcher [17] is an exception. It can perform
simulation and piloting and uses auction protocols to interact
over a market of flexibilities.

Among non commercial software, GridLab-D [4] is a no-
table one, it is a low level electrical simulation tool based
on a MAS paradigm. It allows to assign different profiles
of consumption to the devices on the network, but fails to
represent economic actors and is not able to endow agents
with advanced smart behaviours that react to change in their
environment.

Most academic works in smart grids consider separately the
development of a platform, a model and control algorithms.
As such they provide very limited reusability and interoper-
ability between the different layers. Platforms in the literature
mostly act as a middleware and focus on the coupling of a
MAS platform (JADE [11] being the most popular) with an
electrical simulator and data exchange formats[1], [23], [21].
The designs provided in papers that present models [16], [8]
fail to acknowledge either the simulation or the control aspects
and often both of them, limiting their applicability. Finally,
while most control algorithms are backed by experimental
simulations, they are coded specifically for non smart grid
environments and therefore fail to be reused and extended. We
believe this shows a clear need for a generic and flexible tool
for smart grid algorithms conception, testing and deployment.

In this paper we propose such a tool: a platform and a model
that have been thought for reusability in smart grid applications
and aims at supporting different smart grid applications at
all levels. We demonstrate this by exhibiting the coupling
of a state of the art distributed control algorithm. Previously
mentioned works lack an abstract representation encompassing
both the socio-economical actors and the physical devices, in
GRENAD both are explicitly modeled.

The implementation of GRENAD is based on JADE. JADE
is a widely popular generic purpose MAS execution platform
providing primitives to ease the development of agents and
deployment of agents [11]. This platform, by being generic,
lacks support for smart grid elements needed to represent,
simulate or even control a smart grid. GRENAD extends JADE
and enrich its capabilities with additional communication
mechanisms and smart grids specific objects and proposes a
component based architecture.

IV. OUR MODULAR AGENT-BASED SMART-GRID MODEL

In this section we present and illustrate our contribution: an
agent model implemented on top of JADE and a smart-grid
model implemented on top of our agent model. The conception
has been driven by the Design Pattern approach. For more
information about Design Patterns please have a look at [6].

We first present our agent model, then we present our smart-
grid model and last we describe how to formalize the scenario
thanks to this model.

A. Agent Model

GRENAD is implemented as an overlay of JADE. It pro-
vides a Domain Specific Language (DSL) that exploits a
component-based approach in order to describe the agents and
enhance JADE with a set of native services (agent building
system, ergonomic agent messaging service, generalized sup-
port of a publish/subscribe system, . . . ). The agent building
system simplifies the use of JADE for defining agents at
compile time and runtime (initialisation step). The first class
to understand in the agent building system is GrenadAgent.
A GrenadAgent<ID extends GrenadIdentifier>
can be viewed as a pair made of an identifier of type Id and
a list of components. It is an implementation of the builder
pattern from [6, p. 97]: the identifiers and components hold all
the information required to build a JADE Agent exposing all
the natively proposed features of JADE as well as non natively
proposed ones.

A GrenadIdentifier is the specification of a JADE
AID (the JADE Agent IDentifier): GrenadIdentifier
allows to obtain the AID once the JADE agent is set up by
JADE1. A component is a stateful and active object that is
executed within the environment of the hosting agent. Such
an environment provides access to a set of services shared by
all the components of the same agent. We distinguish three
groups of components:

• Action components are components that produce a list
of JADE Behaviour objects that are to be added in the
to-be-constructed JADE Agent.

• Runtime components allow to modify the way a
GrenadAgent is handled by JADE. They can modify
the GrenadAgent or execute side effects that depend
on it, at agent set up or take down. They can specify
actions to realise while cloning or moving the agent. They
can also catch and handle exceptions issued by the agent
execution, which is a functionality not natively proposed
by JADE.

• Composite components are collections of components
(as such they follow the composite pattern from [6,
p. 163]). They allow to manipulate a bag of components
as if it was a single one. From the agent point of view,
loading a Composite component is equivalent to
loading each component of the collection it represents.

By definition a component is an independent piece of
software: it has its own state (set of constants, variables and
methods) and has no access to the other components of the
hosting agent (except for certain Runtime Components, as it
is their goal). Certain actions allow to specify their state in a
separate class and thus easily share it with other components

1JADE agent life cycle starts by building the agent, then executes the
method setup once the agent is alive. It then executes the method
takeDown if the agent is required to terminate, and finally kills it
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of the same agent. The goal is to enhance component re-
usability by separating configuration/decision aspects to ac-
tion/communication ones. For example, different behaviours or
protocols may require at some point to have access to the agent
launch date, its neighbourhood, its preferences or abilities
such as computing an optimal path. Exploiting the Template
Method Pattern from [6, p. 325] allows to identify those
methods that ought to be placed in interfaces implemented
by the component state. It is then the responsibility of the
agent to globally implement them in states shared by its
components, thus ensuring both coherence of its actions and
efficient factorisation of its code.

Let us consider, for instance, an auction about a certain
type of objects that runs between an auctioneer and several
bidders. In this process each bidder is characterized by the
value it attributes to the objects. Except for this decision
function, all other actions executed during this auction process
are conventions specified by the auction rules. A correctly
factorized implementation would thus define a component
that encodes the behaviours resulting from those rules and
exploits the evaluation function on the considered bidders,
implemented in a separated state. Let us suppose now that
one of these same bidders has latter participates in a different
kind of auctions about the same type of objects. The expected
behaviour for this agent is to evaluate the objects in the same
way. Our "correctly factorized" approach does it naturally
since the agent will only need to share the previously used
state with the component executing this new process.

Please note that we strongly recommend to avoid data muta-
bility in this approach by only sharing constants and methods.
If the state has variables, it is up to the programmer to ensure,
when building the agent, that the different components that
exploit it do not modify them in an incoherent way.

Besides, all the components of a same agent share three
services :

• Access to the unique identifier of the agent.
• Access to the agent communication service, which allows

to send messages and have access to the mailbox.
• Access to the publish/subscribe service of the agent.

The Publish/Subscribe Pattern (also known as the Observer
Pattern, see [6, p. 293]) is natively proposed by GRENAD, be-
cause it provides an efficient way to decouple communication,
as opposed to the natural approach of message sending. In the
Publish/Subscribe Pattern, an agent, the publisher, publishes
whenever it decides any information it finds relevant. It does
not know a priori who is interested by this information. A
published information is identified by its type, a name set by
the publisher, and the identifier of the publisher. A subscriber
agent knows a priori which publication of which publisher it
is interested in. It thus subscribes to it, and indicates at the
same time the action it will execute upon the reception of a
new publication (how it will react). It may stop this behaviour
at any time by unsubscribing.

Simple direct message exchange and the Publish/Subscribe
Pattern are opposed approaches to communication: in the for-
mer, the receiver of the message is decided by the sender, while

in the latter the sender of a message is decided by the receiver.
Natively proposing both approaches brings a great flexibility
in the way of establishing communication neighbourhoods.
Publish/Subscribe Pattern is also well suited for the event-
driven approach that characterizes reactive agents.

The approach proposed so far achieves modularity in the
production of multi-agent systems by applying the Builder
Pattern on a class that encapsulates its own strategy (i.e.
the list of components), thus allowing to get rid of the
“extends” keyword for varying the characteristics of the in-
stantiated agent. Indeed the Strategy Pattern, by promoting
encapsulation, is more suited than inheritance when it comes
to flexibility, re-usability and modularity. Modularity comes
from the fact that a component can informally be seen as a
full and independent functionality. It can be assembled with
other components in order to easily define a complex agent.
Component independence is the first root of re-usability. The
second root lies in the ability to delegate the responsibility of
the configuration or decision methods to the agent rather than
to the components. Hence, given a set of already implemented
components, it is possible to build heterogeneous agents
by varying their preferences, planning methods, etc.. Lastly,
flexibility is provided by the simultaneous native support
of traditional mail-box based message sending and reactive
Publish/Subscribe Pattern, which avoids imposing constraints
upon the initial coupling of neighbours.

B. Smart-Grid Model

On the basis of the agent structure presented in section IV-A,
we propose here a model that allows to describe, simulate
and pilot complex smart-grids. In order to do so, it exploits
physical models of atomic components as well as simulators
of groups of components. It allows a fine-grained remote
monitoring and control of the energy distribution given infor-
mation about consumption, production and a “configuration”
of each component (i.e. an instantiation of its actuators).
Also, actuators can be remotely controlled, thus allowing the
smart-grid to be controled by a user interface (GUI, service
web, . . . ) or an autonomous decision mechanism. Considered
energy information is projected over time and includes generic
multi-flow energy demand, generic offer characteristic and
whether the offer can meet the demand at each point of the
grid. Relevant physical model can simulate the propagation
of blackouts or brownouts. Also several simulations can run
simultaneously on the same smart-grid, made mutually depen-
dent (e.g. planning and operation) and easily compared (e.g.
real-time payment).

The model proposed here has been implemented in
GRENAD as a collection of components (see Section IV-A).
Hence it can naturally be integrated with other components
and distributed over a network in order to be used in various
situations. For instance, it can get its values and set its
actuators from and to a physical smart-grid ; it can be used
as an isolated simulator ; it can be used in conjunction with
a coordination protocol ; encapsulating agents may interact
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with real clients ; encapsulating agents may negotiate on stock
market, . . .

In this section we present the different aspects of our smart-
grid model: how energy is represented by the different roles,
how information about energy is stored and updated, how it
is transmitted between the agents and projected over time.

1) Energy and Roles: We consider three roles.
• A consumer expresses a demand as an amount of energy

on the different flows considered (e.g. heat, electricity,
. . . ).

• A producer expresses an offer, as a function that, given
a demand, returns whether it can be produced. If so, it
returns also what would be the Quality of Service (QoS)
(e.g. CO2 impact (in kgCO2), base cost (in euros), . . . ).

• A distributor distributes the energy among its neigh-
bours. It associates with each consuming neighbour an
offer and each producing neighbour a demand.

A given component has a specific representation of the
energy. This representation is structured among two aspects:
amount and QoS. No constraints at all are put on these objects:
they are only defined w.r.t. the information required by the
physical models and the simulators used in the considered
application. However, some components require a manipula-
tion function to be provided. For this reason, we consider a
dedicated algebra over amounts or QoS. This algebra allows
the component to manipulate energy information as a black
box, thus ensuring genericity. For instance, let A be an amount,
⊕A : A×A 7→ A is an additive operator over A. It allows to
compute the overall demand of two consumers. ∅A represent
a null amount, i.e. the neutral element of ⊕A. The same goes
for QoS.

A Demand<A> is a container of several flows of energy
of type A. We implements a flow as a class that extends
the class A. A Demand<A> can be manipulated, given
an aforementioned algebra over A by simply applying it
independently on each of its flow.

An offer Offer<A,QoS> is a function from
a Demand<A> to an Optional<QoS>. An
Optional<QoS> can either be a value of type QoS ,
if the producer has the capacity to satisfy the demand, or be
empty if it cannot.

2) State, Fields and Internal Model: The state of a smart-
grid component is defined as a collection of a dedicated
class of fields, SGField<A>. An SGField<A> allows to
handle asynchronicity by outputting four types of values: (1)
an object of type A if it has been correctly instantiated (in
this case, the field is said to be valued), (2) NotReady if
some information is still missing or some computation is still
running on, (3) IncoherentNeighbourhood if an infor-
mation received from some neighbour is incoherent and (4)
InvalidInternalState if the instantiation of the state
of the component is invalid w.r.t. the internal model. Note that
we do not throw any exception, since the states 2, 3 and 4 can
come from a delay of communication due to asynchronicity
or distribution. For instance, if two neighbours are required to
modify their configuration, the first that receives the request

may define an IncoherentNeighbourhood while it has
not received the updated information of the other component.

We distinguish five types of SGField. The first,
Fixed<A>, has a constant value and, thus, should always
be valued. The second and third fields have dynamic values
and exploit the Publish/Subscribe pattern: Output<A> is an
observable field that is observed by a Sensor<A> field of a
neighbour. Whenever a new value is set in an Output<A>, it
is published. The neighbour’s Sensor<A>, upon the recep-
tion of the publication, will trigger the occurrence of a new
event within the component. This will typically result to the
call of the internal model of the component, which may in
turn update some outputs, thus propagating the information.
The fourth field, Actuator<A>, is an Output<A> that can
be remotely controlled by the fifth field, Controller<A>,
which is a Sensor<A> that may send a request to implement
a new value on the actuator it observes, thus modifying the
configuration of the smart-grid.

Each class representing a smart-grid role (consumer, pro-
ducer or distributor) is associated in one hand to a set of fixed,
outputs, sensors and actuators (its state) and, in another hand,
to an internal model. As stated above, the internal model is
triggered upon the reception of a new event, either a new
value observed by some sensors, or the modification of some
actuators. When called, the internal model will read the value
of the fixed fields, the sensors and the actuators and update
the outputs. The internal model is an abstract method whose
implementation is application specific and may rely on some
simple Java models or complex external physical simulators.

3) Links and Information Propagation: In our smart-grid
model, the neighbourhood relation is defined using outputs
and sensors: each component associates an output to each of
its neighbours. It also defines a sensor for each output that has
been associated to him.

Sensors may transform the observed information. This al-
lows to easily implement link losses or maximal capacity. Sen-
sors may also change the type of the information. Hence, given
a function from A to B, an Output<A> can be observed by
a Sensor<B>. This allows to easily connect heterogeneous
components.

Note that each component is associated to a group. Only
outputs and sensors of the same group can interact. This
allows a same agent to load different instances of the same
component, each being uniquely identified by its group.
Thanks to this architecture, it is easy to do simultaneously
the current operation phase and tomorrow planning phase
on a same agent. The latter may easily compute its real-
time payment by comparing the outputs of its planning and
operation components.

The three roles (consumer, producer or distributor) rely
on a strict neighbourhood architecture. Figure 2 presents the
neighbourhood relation between the roles. Next to the role
is represented the type of its output; each output is mirrored
by a sensor of the neighbour. For clarity, we always consider
in this article homogeneous components: they use the same
energy representation, (A,QoS).
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Fig. 2. Relation between roles

Consumers and producers are seen as clients of the distribut-
ing network. For this reason, they have exactly one neighbour,
which is a distributor. They are responsible for defining either
their demand (consumers) or their offer (producers), which
is then observed by the distributor. A distributor may have
several neighbours, either consumers or producers. The result
of the distributed propagation of energy information is that
every distributor outputs an offer to each of its neighbour
consumer and a demand to each of its neighbouring producer.
A distributor may also have several distributor neighbours. For
each couple of distributor neighbours, one must be consuming
and the other producing. The attribution of the role results from
the internal models that may rely, for instance, on the value of
actuators. Indeed, the distributor neighbour which consumes
outputs a demand and observes an offer, and conversely
for the producing one. If the neighbours disagree on their
respective roles, they will output an IncoherentState.
We refer to a distributor neighbour that has the consumer (rep.
producer) role as a consumer (resp. producer) neighbour of a
distributor. We refer to a distributor neighbour that is either
the consumer (rep. producer) or a distributor that is consuming
(resp. producing) as a consuming (resp. producing) neighbour
of a distributor.

This model has been designed in order to perfectly separate
the responsibility of each role. Consumer internal models are
only concerned by the definition of the demand. Producer
internal models are only concerned by the definition of the
offer. Distributor internal models take as input the demand
and the offer and are only concerned about their distribution.
This abstract model is the basis of our components. Concrete
classes require to implement specific internal models. Such
models exploit specific actuators or outputs/sensors. Con-
trollers allow a dynamic reconfiguration of actuators, by either
a distributed or centralised algorithm, in order to optimize the
energy distribution.

4) Projection over time: In Section IV-B2, we
presented an SGField<A> as a container of either
A, NotReady, IncoherentNeighbourhood or
IncoherentInternalState. However, it is a more
complex class. Indeed, it is a planning, i.e. a function, that,
given a date, returns one of those four values or Undefined
if no value is associated to the date. We propose several

implementations of the inner function model, which is set
at construction time (see strategy pattern). For instance, a
constant will return the same value for all the dates, a scatter
graph is only defined on a discrete set of date, a step function
is defined on a range of dates . . . . Many other models can be
thought of, however, in order to be exploitable they have to
implement the following set of methods.

Let us consider FV<A> (FV stands for Field Value), an
abstract class that can only be instantiated as one of the five
types of value that can be returned by an SGField<A>. An
SGField<A> delegates from its inner function model2:

• SGField<B> map(Function2<Date,FV<A>,FV<B>
> f), a function that transforms a SGField<A> to a
SGField<B>, given a function that takes a date, a
FV<A> and output a FV<B>.

• SGField<C> zipWith(SGField<B> that,
Function3<Date,FV<A>,FV<B>,FV<C> >
f), a function that aggregates a SGField<A> and a
SGField<B> into a SGField<C>, by applying a
function on the couple of values associated to each date.

Both functions aim to provide required generic features,
while preserving the fact that the inner model is a black
box. map allows to modify the content of an SGField.
For example, you can trigger a “maximum of capacity” for
a planning of offers or “losses” on link transmission by
mapping the appropriate function into the initial planning.
zipWith allows to combine two SGField objects into one.
For example, a planning of demand and a planning of offer
can be combined into a planning of Optional<QoS>, which
results, at each date, from the application of the demand to
the offer. If the f parameter of zipWith is a binary operator
(i.e. A equals B equals C), zipWith may be used to fuse a
collection of SGField<A> into one SGField<A>.

Note that the f parameters of zipWith and map take the
date as argument. This allows to implement time-dependent
operations which is critical for any application that depends
on the weather. For example the losses on a heat pipe may be
dependent on the external temperature, which can be predicted
with weather information.

Note that there exist several ways to simplify the f pa-
rameters of zipWith and map. First, if you do not con-
sider a time-dependent application, you can build a function
f : Date × A → B from a function f ′ : A → B
by simply returning the application of A to f ′ whatever
the date is. Second, you can consider a conventional way
of handling NotReady, IncoherentNeighbourhood
and InvalidInternalState by order of criticality.
If the mapped initial value (or one of the zipped
value) is an InvalidInternalState, the resulting
value is an InvalidInternalState. Or if it is an
IncoherentNeighbourhood the resulting value is an
IncoherentNeighbourhood since the internal state is
valid but not w.r.t a neighbour internal state. If it is NotReady
the resulting value is a NotReady since it means that there is

2this approach is inspired from the category pattern[13]
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Fig. 3. Formalisation of Figure 1 scenario

a priori no error, but a computation is going on and we should
wait for its completion. Hence, it is possible, using these
rules, to automatically build a Function<FV<A>,FV<B>
>, from a Function<Optional<A>,Optional<B> >
where Optional<A> is of type A if a value is associated to
the considered date or of type empty if no value is associated
(i.e. type Undefined). The third and last way of simplifying
the f parameter is to consider that if the mapped value or one
of the zipped value is Undefined, the result is Undefined.
This allows to get rid of the Optional.

Hence, given those three simplifying rules, to manipulate
an SGField<A> one can rely most of the time
on SGField<B> map(Function<A,B> f) and
SGField<C> zipWith(Function2<A,B,C> f)
for time-independent application and on SGField<B>
map(Function2<Date,A,B> f) and SGField<C>
zipWith(Function3<Date,A,B,C> f) for time-
dependent applications. The richness of our model allows
however more fine-grained control on relevant cases.

C. Implementing the scenario

Figure 3 is the formalisation of the scenario of Figure 1
described in Section II. Figure 3 uses the same convention
as Figure 2: producers are boxes, consumers circles and
distributors diamonds. One can verify that Figure 3 is conform
to the specification of Figure 2.

Economic actors are modelled using different components,
each one characterising one functionality of the actor. Com-
ponents House1 and House2 define the consumption of the
elements 7 and 8 of Figure 1. They are respectively associated
to Dist1 and Dist2, which define the quality of production of
the energy they are supplied with. CHP and Heat Storage are
distributors since they both consume and supply energy.

The links model interactions between actors; arrows are
oriented from production to consumption. Both links and
components are multiflow. There is a neighbourhood relation
in form of a ring, the heating network, that goes along

Dist0, then Dist3 then Dist1 then Dist2 to go back to Dist0.
Simultaneously, there is a tree shaped network, the electricity
network, that connects the root, Dist0 to Dist1, Dist2 and
Dist3. For instance, the link between Dist0 and Dist1 only
transmits electricity information, the one between Dist3 and
Dist1 only heating information and the one between Dist0
and Dist3 convey both. We choose to connect all the main
power producers into a single distributor, Dist0, however, Dist0
may hide a complex subnetwork. Indeed, it is possible to fuse
several distributors into one distributor. For instance, one could
have modelled Figure 1 with only one distributor instead of
Dist0, Dist1, Dist2 and Dist3 or even including Heat Storage
and CHP. The same operation is feasible with consumers (or
producers) connected to a same distributor. Please note that,
in this case, one looses direct access to some information.
For example, if one fuses every distributor into a single one,
GRENAD will provide an easy access to all the information
from and to the producers and consumers but not necessarily
the information between the distributors. This feature allows to
design the application with total control of the level of details.
This is particularly useful for delegating the computation of
the distribution of energy of certain local parts of the system
to an external simulator.

We will now detail the implementation of the components.
1) Consumers: Consumers (a.k.a House1, House2 and

ProsHouse) may be implemented in different ways. Each im-
plementation should provide an output that defines a demand
at any time and is aware of the neighbour distributor offer.
Also, an enhanced consumer may implement a mechanism
similar to the one described in Section V in order to adapt its
consumption by coordinating, during the planning phase, with
its distributor neighbour. Besides, thanks to the controller of a
dedicated actuator, one can provide a total control to a remote
end-user during the operation phase.

2) Common distributor: The distributors Dist0, Dist1, Dist2
and Dist3 have as sole function to distribute the energy
coming from the producers to the consumers. The stability
of a grid requires electricity to respects the Kirchoff law:
the flow in must equal the flow out3. For this reason, we
propose a generic distributor class, the KirchoffStar.
This distributor is characterized by an actuator that indicates
the part of the overall demand associated to each of the
producing neighbours. Hence, this actuator holds a map that
associates, to each producer and distributor neighbour, n, a
number pn ∈ [0, 100]. pn is the percent of the sum of the
consumer neighbour demands that the producing neighbour
n has to satisfy. The actuator values, at each time point, is
valid if it respects the Kirchoff law, that is to say the sum of
the pn equals 100. Note that if a distributor neighbour n is
consuming, pn will be null.

Reciprocally, we associate to each consumer the QoS that
corresponds to the part of its consumption w.r.t. the overall
consumption. For example, let us suppose that three consumers

3Note that as explained in Section IV-B3, losses, or any link related
modification of the energy, are handled during the communication between
an output and its sensor
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with a demand expressed on the considered flow at the
considered time point, as 3, 2 and 5 kWh. Let us suppose
that there are two producers, the first assuming 30% of the
consumption and the second 70%, as such, the first will assume
3 kWh and the second 7. Let us suppose that the first producer
emits 4 kgCO2 for producing 3 kWh and the second 6 for
producing 7 kWh. Hence, the first consumer demand will be
associated to a QoS of 3 kgCO2, the second to a QoS of 2
kgCO2 and the third to a QoS of 5 kgCO2

However, our model requires the distributor to output not
a QoS but an offer, that is to say, a function that associates
to any demand a QoS, if this demand is satisfiable. The offer
output to each consumer is computed under the hypothesis
that it is the only one changing its demand. Let proddist be
the offer function associated of a given distributor, dist. A
given demand a is distributed by dist to each of its producing
neighbor, n, according to their associated pn. This offer is
computed for the demand a as the sum of the QoS returned by
each those neighbours for their associated part of the demand.
Let Producingdist be the set of the considered producing
distributor neighbours,

∀a ∈ Demand < A >, proddist(a) ={
empty if some neighbour can’t supply it’s part∑

n∈Producingdist
offern(a× pn) else

(1)

The offer output to a consumer cons, outputcons, considers
proddist as if all other consumers had already consumed.
Let Consumingdist be the set of the considered consuming
distributor neighbours, and, for any c ∈ Consumingdist, let
ac be its demand,

∀a ∈ Demand < A >, outputcons(a) =

proddist(
∑

c∈Consumingdist\cons
ca ⊕ a) (2)

Please note that this approach is coherent with the above
mentioned examples. It also provides more information and
allows to still use a simple model that only considers two
types of information, demand and offer.

3) Prosumer: The prosumer house with PV panel needs to
be separated into 3 components. One defining the offer (PV
Panel), the other the demand (ProsHouse) and the third the
distribution (Dist3). Please note that, in case the PV panel
does not have any actuator and provides energy only to the
house, it is possible to remove this component and only use
a “gain” on the links, implemented thanks to the sensors
(see Section IV-B3). In this case, the sensors of Dist3 and
ProsHouse both transform the observed output over time by
applying the weather-dependent prediction of the production
of the PV Panel. If it is not the case, a separate element is
required, either to be able to receive actuator modifications
or to be seen by Dist 3 as a source of energy that can be
distributed to the network.

4) Storage: The Storage unit is a distributor with two
neighbours that can be decomposed as three internal compo-
nents. It holds a consumer, which defines a demand, an internal
state, which holds the information about the stored energy, and
a producer, which defines an offer. The demand is output to
one of the neighbours and the offer to the other.

The decision related to the storage is about how much
energy is stored and at which time, this is why the storage
demand is held by an actuator. The internal state is a pri-
vate output that holds the stored energy in the form of a
demand, which may be initially not null. It is updated by
the storage demand, which adds energy, and the observed
consuming neighbour demand, which subtracts energy. Also a
special function defines losses by modifying the internal state
accordingly.

The maximum capacity offer is defined by the internal state.
The QoS of energy offered to the storage consuming neighbour
is independent of the consuming neighbours demand. Indeed,
the offered energy has already been produced at the time it is
stored. Hence, the consuming neighbours are informed of this
QoS even if their demands are null. For any time point t, let
QoSt

stor be the QoS returned by the application of the demand
of the storage at time t to the offer of its producing neighbour
at time t (assuming this demand is sustainable). Let storedt

be a demand indicating the stored energy at time t (i.e., the
internal state). For any demand at of the consuming neighbour,
the storage can assume at if at is inferior to storedt, and the
offered QoS is always equals to QoSt

stor.
Note that, if necessary, you can encode the fact that the stor-

age unit can not simultaneously store and deliver by triggering
an InvalidInternalState whenever a positive value of
the demand actuator matches a positive value of the observed
demand of the consuming neighbour.

5) Main Grids: Main gas and power grids are typically
producers that are out of the scope of control of the considered
smart-grids. Hence, they do not provide any actuators. If
GRENAD is used as a simulator, they will be implemented
with a predefined offer to output. If it is used as a piloting tool,
they exploit the interface pattern for two purposes. Firstly, to
get the information from the external system they represent
and construct from it an offer, and secondly, ot transmit the
demand computed by GRENAD in the appropriate format.

6) CHP: The CHP unit offers energy both on the heat
and the electricity flows. It is a distributor since it transforms
energy by consuming it from the main gas grid and supplying
it to Dist0. The CHP offer to Dist0 is computed from the main
gas grid offer, and an internal actuator that indicates how much
of the energy consumed is used to produce electricity and how
much is used to produce heat. CHP demand to the main gas
grid is computed back from Dist0 demand given the internal
actuator value.

7) Wind Farm: In our scenario, the orientation of the wind
farm turbines is controlled by the application. Hence, the
wind farm producer provides a collection of actuators, each
one defining the orientation of the turbine it is associated
with, along the time. Those actuators can either be manually
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controlled by a remote end-user or dynamically optimised by
a coordination mechanism run by GRENAD (see for instance
Section V).

In the application we are considering, the objective is
typically to optimise the energy production, distribution, and
consumption as a whole. The optimisation of the wind farm
production is not about maximising independently their pro-
duction but coordinating the production of the different pro-
ducers (main grids and CHP) as well as the storage units in
order to optimise the overall QoS of the energy supplied to
the consumer. One may also wants to include the consumer in
order to match the consumption with the production capaci-
ties. GRENAD ergonomically supports the implementation of
such a coordination protocol by exploiting the state pattern
coupled with the natively proposed publish subscribe pattern,
as described in the next section. However, the definition of
such a protocol in the complex case of this rich scenario is
behind the scope of this article.

V. OPTIMISATION OF ENERGY DISTRIBUTION

In order to present the genericity and flexibility of GRENAD
we describe in this section the port in GRENAD of a dis-
tributed algorithm that performs an optimal distributed dis-
patching of electrical power over radial networks. The pre-
sented algorithm solves a distributed constraint optimisation
problem and is a part of [14], the port to GRENAD introduces
some modifications. First, GRENAD generic way of handling
energy allows to easily apply the presented algorithm in a
more general context than [14] (see Section V-B). Second, the
combination of the State Pattern, from [6, p. 305], with the na-
tively implemented publish/subscribe pattern allows a simple
description and implementation of the distributed algorithm.
In particular, no effort have to be put on the communication,
one only needs to focus on how each component reacts to the
observed state of its neighbourhood.

We first expose an overview of the distributed algorithm,
then we describe some hypothesis on the production, and last,
we details the two phases of the algorithm.

A. Overview of the Distributed Algorithm

The application cases of the algorithm are composed of
consumers and producers with a static demand and offer.
All of them can be directly represented using the proposed
model, the nodes being modeled as distributors, which extend
the KirchoffStar class. We also use the sensor/output
algorithm, described in Section IV-B3 to implement maximum
capacity of the links. The solution computed by the algorithm
defines: for each producer, the demand it will have to deliver,
for each consumer, the QoS resulting from its demand, and,
for each distributor, the percent of the overall demand of
its consuming neighbours it will require from each of its
producing neighbours. At the end, if the offer can answer
the demand, an optimal distribution will be implemented,
otherwise all consumers will be informed that the network is
overused. The use of the KirchoffStar class either ensures

that the demand is satisfied or detects any demand that would
violate the flow conservation constraint or the capacity.

The algorithm requires the network to be tree shaped (e.g.
electric network), and proceeds in two phases. In the first,
the collect phase, information is going from the leaves to the
root: each node acquires and transmits to its parent the overall
consumption and production information about its subtree. In
the second, the propagation phase, information is going from
the root to the leaves: each node decides an optimal power
dispatching given the one of its parent.

Implementing this algorithm in GRENAD is done in the fol-
lowing way: each distributor possesses an actuator named pro-
posal for each of its distributor neighbours, and observes with
a sensor the proposals of these respective neighbours. This
communication network allows the information required by
the proposal phase to be transmitted from point to point. Each
actuator is updated by the optimisation algorithm. GRENAD
allows transparently this optimisation algorithm to be either
located at the level agent or in a remote controller. For the
sake of clarity, in this section, we refer to the initial state of
sensors and outputs of the KirchoffStar as regular sensors
and outputs.

The implementation exploits the state pattern: a given
behavior is associated to a certain instantiation of the proposal
and regular sensors, output and actuator. We distinguish three
states:

1) Not Ready distributor: the distributor did not already
receive enough information from its neighbours to be
able to act. It is therefore waiting.

2) Collect Ready distributor: all but one of the distributor
neighbours has instantiated their proposal actuator, the
only neighbour that has not instantiated its proposal
is then considered as its parent and the others as its
children. When a distributor is in this state, it computes
and instantiates its proposal actuator.

3) Propagation Ready distributor: all distributor neighbours
have instantiated their proposal actuator. The distributor
has then enough information to compute an optimal
distribution between itself and its neighbours. The opti-
mal distribution for this component is implemented by
instantiating its regular outputs. Also, it is propagated
by providing instructions to its children by the mean of
its proposal outputs.

In the next section we detail how a proposal is computed
and how the optimal configuration is determined.

B. Production Characteristics

In order to compute an optimal distribution, certain hypoth-
esis have to be made on producers. We consider a smart-grid
where the energy demand is modeled as an amount A and
the quality of production as QoS . We consider the following
algebra over A and QoS , required by the computation of the
following sections:

• ⊕A is a binary operator over A,
• ⊕QoS is a binary operator over QoS
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• ≻A is a preorder over A.
• ≻QoS is a preorder over QoS .
In this section, a producer refers to a tuple (p,maxPp,∝p

, offerp), where p is its identifier, maxPp is the maximum
amount of energy it can produce, ∝p is a comparable object
that allows to compare producers with respect to their quality
of production and offerp is their offer function. A higher ∝
(given ≻∝) is equivalent to a better quality of production, i.e.
:

∀p, q producers, ∀a ∈ A, a ≺A maxPp ∧ a ≺A maxPq,

∝p≻∝∝q ⇐⇒ offerp(a) ≻QoS offerq(a) (3)

In [14] the author considers a single energy flow whose amount
is expressed in kWh, and encodes ∝ as the slope of a linear
function that associates a CO2 impact to the production of a
given amount of energy.

In this setting, given a set of producers, an optimal distri-
bution is obtained by saturating the production of producers
in decreasing order of ∝. This is done by distopt, a function
that considers a set of producers and an amount of energy that
returns for each producer the amount of energy it must produce
in the optimal distribution. ˆdist

opt
is a function that exploits

the result of distopt and returns the part of the consumption
attributed to each producer in the optimal distribution, in order
to instantiate the actuator of the KirchoffStar.

C. Collect Phase

A proposal is computed by a Collect Ready Distributor
and transmitted to its parent, which will have to decide the
flow of energy between them. The information provided by
a Collect Ready Distributor in a proposal to its parents is
(1) the list of producers of its subtree, composed of the
producer neighbours listed in its children proposals and its
own producer neighbours, and (2) the overall demand of the
consumers of its subtree, computed from the overall demand
provided by its children proposals and the demand of its
consumer neighbours. Given this proposal, the parent has to
decide, during the implementation phase, whether it considers
neighbouring distributors to be producing or consuming. It
also has to decide of the amount of energy demanded to
producers, the remaining energy of the overall consumption
being assumed by the producers of the subtree. Please note
that the transmitted energy between a distributor and its parent
cannot exceed the maximum capacity of their power line.
Hence, proposals are modified so that the overall demanded
consumption does not exceed this limit. Exceeding energy is
deduced from the subtree producers offer.

The proposal of a Collect Ready Distributor, d, is a tuple
(PropOffer

d ,PropDemand
d ) where PropOffer

d is a list of pro-
ducers and PropDemand

d a demand. They are computed as
follow: Let Consd be the set of consumer neighbours of d,
Prodd, the set of its producer neighbours, and Childd, the set
of its distributor neighbours that have defined their proposals.
To say that d is a Collect Ready Distributor is equivalent
to say that Childd refers to all but one of its distributor

neighbours, ḋ, which is its parent. The overall demand of
d subtree4 is computed as the sum of the demands of its
consumer neighbours and its children proposals. The list of
producers of d subtree is computed as the union of both its
producer neighbours and the producers listed in its children
proposals.

Let Excessd be the difference between the line capacity
and the overall demand of d subtree. Two cases are possible:
(1) Excessd is negative or null, in which case the parent can
answer the demand without any restriction. In this case, the
proposal of d is defined as the list of producers and the overall
demand of its subtree; (2) Excessd is positive, in which case
the answer of the parent is limited by the transmission line.
The exceeding amount has then to be assumed by the subtree.
In this case, d proposal demand is defined as the line transmis-
sion capacity. The exceeding power is dispatched in an optimal
way using distopt on d subtree list of producers. For each
producer p of d subtree, let localp be the demand attributed
to p by the aforementioned call of distopt. d proposal offer
is then a modified list of producers of its subtree. First, for
any p, localp is subtracted from maxPp. Second, for any p,
offerp is modified into offer′p by assuming that localp is
produced, i.e. :

∀a ∈ Demand < A >, offer′p(a) =

offerp(a⊕Amount localp) (4)

D. Propagation Phase

A distributor, ḋ, is in the Propagation Ready state if all
of its neighbours have either defined their proposal (i.e. they
are its children) or they outputs (i.e. there is exactly one,
which is its parent in the network tree or zero if it is the
root of the network). Such a distributor has the responsibility
to determine a globally optimal distribution to each of its
neighbour by instantiating its outputs. To do so it considers
the overall demand and the list of producers of its subtree.
Those information are computed from the children proposals,
the consumer and producer neighbours and the possible parent,
which can either be seen as a producing or as a consuming
neighbour.

For each producer p of its subtree, let prodoptp be the
demand it must assume in an optimal distribution. prodoptp

is computed by distopt applied on the overall demand and
the list of producers of ḋ subtree. To each child d of ḋ, is
attributed the total amount of energy, Prodoptd , the child should
supply in a globally optimal solution. Prodoptd is computed
as the sum of prodoptp for any p belonging to PropOffer

d .
Three cases are possible: (1) Prodoptd = PropDemand

d , which
means that in an optimal solution d subtree supports exactly
its demand. No energy is transmitted between d and ḋ. This
subnetwork can be isolated; (2) Prodoptd > PropDemand

d ,
which means that in an optimal solution d subtree supports
its own demand and offers some exceeding energy. In this
case ḋ is configured so that it is demanding this exceeding

4the subtree of the network whom root is d
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energy from d; (3) Рrodd

opt
<Рropd

Demand
,  which means

that in an optimal solution d subtree does not support its own

demand. In this case,  ḋ  is offering the difference to  d,

ḋ declares itself as a producer whose maximum produc-

tion is the remaining demand. Please note that in this case,

even if d does not support its own demand, some of its pro-

ducers may no be used in the optimal configuration. How-

ever, a distributor always consumes first all the energy of-

fered by its parent.

VI. CONCLUSION

In this work, we have presented GRENAD, a JADE-based

framework, that allows to describe, simulate and pilot smart

power grids. The aim of GRENAD is to provide a great flex-

ibility in the design and implementation of smart power grids

applications, so that it can be used either as a standard basis

to build and test such applications or as an interface to moni-

tor and pilot actual grids. As such, it is compliant with the

main business  and organizationals  models:  it  proposes  the

classical roles of production, consumption, prosumption, dis-

tribution  and  storage.  GRENAD  allows  time-dependant

monitoring and computation; it supports both internal physi-

cal models and connection to external ones; it provides flexi-

bility in manual, automatic or autonomous processing of the

computed energy-related information; and finally it eases the

integration of distributed smart grid control  algorithms. To

meet these objectives, GRENAD exploits a combination of

Multi-Agent  and  component-oriented  paradigms.  Such  an

approach allows to build complex agents using simple reus-

able components and, thus, capitalize the development of ap-

plications.

We also have proposed a model of smart-grid that handles

demand and offer and rely on the most general interpretation

of consumption, production and distribution.  The informa-

tion about energy exchanged by the agents is complex. In-

deed, it does not impose any assumption on the energy defi-

nition, which can be a combination of several flows and it is

projected  over  time.  Also,  its  management  handles  asyn-

chronicity of  computations and incoherence  of  states.  The

use of algebras and the category pattern[13] allows an effi-

cient  and  ergonomic  processing  of  this  information.  Also,

GRENAD does  not  require  to  deal  with communications,

since it implements a transparent event-driven approach for

information  exchange,  supported  by  the  publish-subscribe

pattern. Lastly, we demonstrated the ease of implementation

of a generic sophisticated optimization distributed algorithm

thanks to this architecture and the state pattern.

Future works include the development of more component

libraries, of simulator interfaces and of dedicated optimiza-

tion  algorithms.  Another  interesting  line  of  development

would be to improve the reliability of the platform by inte-

grating model checking capabilities.
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Melichar, Bořivoj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 915
Menasalvas, Ernestina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Mercier-Laurent, Eunika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1651
Meyer-Nieberg, Silja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 525
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Poczęta, Katarzyna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .547
Pogorilyy, Sergiy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 555
Pokorná, Andrea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
Polách, Radomír . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 915
Politis, Anastasios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 833
Półrolniczak, Edward . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 889
Pondel, Maciej . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1699
Poniszewska-Maranda, Aneta . . . . . . . . . . . . . . . . . . . . . . . . . 1343
Postol, Mariusz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1069
Potebnia, Artem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 555
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