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Abstract—Nowadays, recursive filters (RFs) are frequently
used in several research fields. More in particular, Gaussian RFs
offer a more efficient way for computing approximate Gaussian
filters and Gaussian-based convolutions. The use of such recursive
filters introduces many sources of errors. Among them, here
we consider the filter truncation error, that is the error due
to the transition from the starting filter operator to the RF
approximating it. Since input and output signals have infinite
dimensions, the analysis of the related filter operator involves
infinite matrices. In this paper, starting from a summary of the
comprehensive mathematical background, we consider the case of
the first-order Gaussian recursive filter. Then, taking into account
the matrix form of the related operator, we perform the error
analysis and provide theoretical results that estimate the filter
truncation error.

I. INTRODUCTION

IN RECENT years, recursive filters have been frequently

used in several fields. For example Gaussian RFs are

usually involved in image processing [1], [2] and are also

implemented for solving three-dimensional variational analysis

schemes in data assimilation [3]. Moreover, they have been

recently constructed specifically for the electrocardiogram

denoising [4], [5], [6]. The idea of recursive filters is to

approximate a given filter, or for example the convolution with

the impulse response of such a filter, in a more efficient way.

More in particular, among RFs, the Gaussian RFs are very

efficient implementations that approximate Gaussian-based

convolutions. Gaussian RFs can be constructed in several ways

but, in this work, we deal just with the kind derived by Deriche

[7] and Young and van Vliet (see [8], and the references

therein). As is well known, Gaussian RF based algorithms,

applied to a signal with compact support, generate unbounded

distortions in the output signal boundary entries (a detailed

explanation is in [8]). This is known as edge effect and, to the

aim of removing it, theoretical tools (named boundary condi-

tions) and implementative improvements have been proposed

in literature [8], [9]. Here we are not interested in edge effects

and only focus on the error due to the the transition from the

starting filter operator to the RF approximating it. We refer

to this error as the filter truncation error. In this work, we

are interested in studying the filter truncation error for the

case of the first-order Gaussian recursive filter. The aim is to

investigate on the quality of the approximation supplied by that

filter. We underline that input and output signals have infinite

dimensions, hence the analysis of the related filter operator

will involve infinite matrices.

The paper is organized as follows. In Section 2, we give

some mathematical preliminaries about the first-order Gaus-

sian RF and also provide its matrix formulation. In Section 3,

the analysis of the filter operator structure is carried out. In

Section 4, we report the error analysis and provide an upper

bound for the filter truncation error. Finally, conclusions in

Section 5 close the paper.

II. MATHEMATICAL BACKGROUND

Let:

s(0) =
{

s
(0)
j

}

j∈Z
=
(

. . . , s
(0)
−2, s

(0)
−1, s

(0)
0 , s

(0)
1 , s

(0)
2 , . . .

)

be a input signal. s(0) can be thought of as a complex function

defined on the set of integers, that is an element of the set of

sequences of complex numbers CZ. Let g denote the Gaussian

function with zero mean and standard deviation σ. Let:

δj =

{

1 if j = 0
0 if j 6= 0

(1)

be the unit-sample. The Gaussian filter is a filter whose

impulse response to the unit-sample, i.e. the output of such

a filter when the input is δ, is the Gaussian function g, or an

approximation to it. Applying the Gaussian filter to the input

s(0) gives rise to a response that can be simply expressed by

the discrete Gaussian convolution:

s
(g)
j =

(

g ∗ s(0)
)

j
=

+∞
∑

t=−∞

gj−ts
(0)
t , ∀ j ∈ Z, (2)

where:

gt ≡ g(t) =
1

σ
√
2π

exp

(

− t2

2σ2

)

. (3)

The expression in (2) can be conveniently rewritten by chang-

ing the index t of the summation in t− j, and by making use

of the symmetry gt = g−t. We have:

s
(g)
j =

+∞
∑

t=−∞

gts
(0)
j+t, ∀ j ∈ Z. (4)

The entries s
(g)
j of s(g) can be efficiently approximated by

means of Gaussian RFs and K-iterated Gaussian RFs.

A K-iterated n-order Gaussian RF filter computes the output
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signal s(K), i.e. the K-iterate approximation of s(g), whose

entries solve the infinite sequences of equations:

p
(k)
j = βs

(k−1)
j +

n
∑

t=1

αtp
(k)
j−t, ∀ j ∈ Z, (5)

s
(k)
j = βp

(k)
j +

n
∑

t=1

αts
(k)
j+t, ∀ j ∈ Z. (6)

The filter iteration counter k goes from 1 to K (number of filter

iterations). For K = 1, the filter merely becomes an n-order

Gaussian RF filter. Equations in (5) and (6) are conveniently

referred to as the advancing and backing filters, respectively:

when a Gaussian RF is implemented as an algorithm, the

index j must be treated in increasing order in the former and

decreasing in the latter [8]. The values αt and β are called

smoothing coefficients and satisfy the constraint:

β = 1−
n
∑

t=1

αt.

In a general setting they depend on σ, n and K. In the

following we consider just the first-order Gaussian RF with

one-iteration only (n = 1,K = 1), for which equations (5)

and (6) take the simplified form:

pj = βs
(0)
j + αpj−1, ∀ j ∈ Z, (7)

sj = βpj + αsj+1, ∀ j ∈ Z. (8)

The smoothing coefficients are given by:

α = 1 + Eσ −
√

Eσ(Eσ + 2) (9)

and:

β =
√

Eσ(Eσ + 2)− Eσ, (10)

with Eσ = σ−2. The behaviour of α and β, as σ varies, is

shown in Figure 1. Using Taylor expansion arguments, we can

observe that, for small σ, it is:

α =
1

2
σ2 − σ4 +O

(

σ6
)

, (for σ → 0),

while, for large σ, it is:

α = 1− σ−1
√
2 +O

(

σ−2
)

, (for σ → +∞).

Fig. 1. Blue solid line: α. Black dashed line: β

By adapting the discussion in [3] to the case of the infinite

dimension signals:

s(0) =
{

s
(0)
j

}

j∈Z
, p =

{

pj
}

j∈Z
and s =

{

sj
}

j∈Z
,

we can rewrite, in matrix form, the advancing filter (7) as:

Lp = s(0), (11)

and the backing filter (8) as:

Us = p. (12)

L and U are (bi)infinite matrices (matrices with infinite rows

and columns, see [10] for notation and conventions), whose

nonzero entries are:

Li,i =
1

β
, Li,i−1 = −α

β
, ∀ i ∈ Z, (13)

Ui,i =
1

β
, Ui,i+1 = −α

β
, ∀ i ∈ Z. (14)

Moreover L and U are both Toeplitz, bidiagonal matrices and

U is the transpose of L, in the sense that:

Ui,j = Lj,i, ∀ i, j ∈ Z. (15)

The products in (11) and (12) can be thought of as multipli-

cations of infinite matrices. Given two infinite matrices:

A =
{

Ai,j

}

i,j∈Z
and B =

{

Bi,j

}

i,j∈Z
,

the matrix product C = AB has entries expressed as the series:

Ci,j = AiB
j =

+∞
∑

k=−∞

Ai,kBk,j ,

where Ai and Bj are sequences denoting a row of A and a

column of B, respectively. Now, substituting in equation (11)

the expression of p given in (12), we deduce that the output

s and the input s(0) of the first-order Gaussian RF satisfy:

Ds = s(0), with D = LU. (16)

Then, to obtain the operator form for such a filter, we need

just to invert the matrix D in (16). For infinite matrices, many

definitions of inverse are given. Here, we mean the matrix A−1

as the inverse of an infinite matrix A, if and only if:

AA−1 = A−1A = I,

where Ii,j = δi−j , with δj as in (1). If D has inverse D−1,

from (16) it trivially results:

s = D−1s(0). (17)

Equation (17) proves that the infinite matrix:

F
def
= D−1 = (LU)−1 (18)

acts as the operator related to first-order Gaussian recursive

filter. In the next section we will provide the structure of D
and F .
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III. FILTER OPERATOR

We need the following results: the first lemma provides a

formula, equivalent to (7) and (8), which expresses the output

entries sj in terms of the input entries s
(0)
j , without using pj

values; the second lemma makes explicit the expression of the

entries of the infinite matrix product LU .

Lemma III.1. (Filter output entries representation) Let s, pj
and s

(0)
j be as in (7) and (8). If β = 1− α and |α| < 1, then

the output entries sj are given by the series:

sj =
+∞
∑

t=−∞

cts
(0)
j+t, ∀ j ∈ Z, (19)

with:

ct ≡
β

1 + α
α|t|, ∀ t ∈ Z. (20)

Proof. Let k be a positive integer. Combining the equation (7)

in itself repeatedly, with indices j, j − 1, . . . , j − (k− 1), we

obtain inductively:

pj = β
k−1
∑

m=0

αms
(0)
j−m + αkpj−k, ∀ j ∈ Z,

and, since |α| < 1, for k → +∞ it is:

pj = β

+∞
∑

m=0

αms
(0)
j−m, ∀ j ∈ Z, (21)

Similarly, combining the equation (8) in itself, with indices j,

j+1, . . . , j + (k − 1), we get:

sj = β

k−1
∑

l=0

αlpj+l + αksj+k, ∀ j ∈ Z,

and, for k → +∞ it is:

sj = β
+∞
∑

l=0

αlpj+l, ∀ j ∈ Z. (22)

Hence, using (21) with j + l in (22), we obtain:

sj = β
+∞
∑

l=0

αl

(

β
+∞
∑

m=0

αms
(0)
j+l−m

)

=

+∞
∑

l=0

+∞
∑

m=0

β2αl+ms
(0)
j+l−m, ∀ j ∈ Z. (23)

Observing that, as l,m vary in 0, 1, . . ., t = l − m varies in

Z, we can simplify the representation in (23) by collecting

the coefficients of s
(0)
j+l−m = s

(0)
j+t, for each fixed t. Then, by

means of a suitable change of indices in (23), we get:

sj =
+∞
∑

t=−∞

(

+∞
∑

m=0

β2α|t|+2m

)

s
(0)
j+t, ∀ j ∈ Z.

Finally, the thesis follows using β = 1− α and because of:

+∞
∑

m=0

β2α|t|+2m = β2α|t|
+∞
∑

m=0

α2m =
β2

1− α2
α|t| = ct.

Lemma III.2. (D structure) Let L and U be with entries as

in (13) and (14), respectively. Then D = LU is a Toeplitz,

tridiagonal, symmetric, infinite matrix, with entries:

Di,j =











1+α2

β2 if j = i

− α
β2 if j = i± 1

0 if j = i±m, m ≥ 2

(24)

Proof. We need just to prove (24). Since Li,k = 0 for k < i−1
and k > i, ∀ i, j ∈ Z it is:

Di,j =
+∞
∑

k=−∞

Li,kUk,j = Li,i−1Ui−1,j + Li,iUi,j .

Then recalling (13) and (15), it holds:

Di,j = Li,i−1Lj,i−1 + Li,iLj,i = −α

β
Lj,i−1 +

1

β
Lj,i. (25)

Putting j = i in (25), we obtain:

Di,i = −α

β
Li,i−1 +

1

β
Li,i =

(

−α

β

)2

+

(

1

β

)2

=
1 + α2

β2
.

For j = i− 1, it is:

Di,i−1 = −α

β
Li−1,i−1 +

1

β
Li−1,i −

α

β

1

β
+

1

β
· 0 = − α

β2
,

and for j = i+ 1, it is:

Di,i+1 = −α

β
Li+1,i−1 +

1

β
Li+1,i =

1

β

(

−α

β

)

= − α

β2
.

Finally, for j = i±m, with m ≥ 2, we have:

Lj,i−1 = Li±m,i−1 = 0

and:

Lj,i = Li±m,i = 0.

Hence, from (25), we obtain:

Di,j = Di,i+m = Li,i−1Li±m,i−1 + Li,iLi±m,i = 0,

and this completes the proof.

Using the result in Lemma III.1 we can derive the structure

of the operator F = D−1. Notice that, from (17) and (18), it

is:

sj =
(

Fs(0)
)

j
= Fjs

(0) =

+∞
∑

k=−∞

Fj,ks
(0)
k .

With the substitution k = j + t we obtain the expression:

sj =

+∞
∑

t=−∞

Fj,j+ts
(0)
j+t, (26)

which has the same form of the result in (19). This suggests

that the F entries are given by the coefficients in (20). Starting

from this remark, we deduce the form of F .

Theorem III.1. (F structure) Let L and U be with entries as

in (13) and (14), respectively. Then F = (LU)−1 is a Toeplitz,

symmetric, infinite matrix, with entries:

Fi,j =
β

1 + α
α|j−i|, ∀ i, j ∈ Z. (27)
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Proof. By comparing the series in (26) and (19), for each fixed

j ∈ Z, we get:

+∞
∑

t=−∞

Fj,j+ts
(0)
j+t =

+∞
∑

t=−∞

cts
(0)
j+t.

Therefore, by taking for all t ∈ Z, the input signal s(0) as the

time shifted unit-sample with nonzero entry s
(0)
j+t, it follows:

Fj,j+t = ct, ∀ t ∈ Z.

Then, recalling (20) we obtain the thesis:

Fi,j = Fi,i+(j−i) = cj−i =
β

1 + α
α|j−i|, ∀ i, j ∈ Z.

Another proof that F actually acts as the inverse of D, can

be obtained by verifying, by direct computation, that DF = I .

To do this, observe that from Lemma III.2, we have:

(DF )i,j =

+∞
∑

k=−∞

Di,kFk,j =

i+1
∑

k=i−1

Di,kFk,j .

So, for j = i+m, it is:

(DF )i,i+m=Di,i−1Fi−i,i+m+Di,iFi,i+m+Di,i+1Fi+1,i+m,

and by exploiting (24) and (27), we get:

(DF )i,i+m =
−αα|m+1| + (1 + α2)α|m| − αα|m−1|

β(1 + α)
. (28)

For j = i, that is m = 0, (28) becomes:

(DF )i,i =
−α2 + (1 + α2)− α2

β(1 + α)
=

1− α2

β(1 + α)
= 1.

For j > i, that is m ≥ 1, (28) becomes:

(DF )i,i+m =
−ααm+1 + (1 + α2)αm − ααm−1

β(1 + α)

= αm−α2 + (1 + α2)− 1

β(1 + α)
= 0.

For j < i, that is m ≤ −1, (28) becomes:

(DF )i,i+m =
−αα−m−1 + (1 + α2)α−m − αα−m+1

β(1 + α)

= α−m−1 + (1 + α2)− α2

β(1 + α)
= 0.

IV. ERROR ANALYSIS

In this section we are interested in studying the error

occurring when the Gaussian filter is substituted by the first-

order Gaussian RF, namely the filter truncation error. Let ‖ · ‖
denote the sup-norm, defined for signals f as:

‖f‖ = sup
k∈Z

|fk|,

and for infinite matrices A as:

‖A‖ = sup
f∈CZ,‖f‖=1

‖Af‖ = sup
i∈Z

∑

j∈Z

|Ai,j |.

Let denote by:

τj = s
(g)
j − sj , (29)

the difference between the output entries of the Gaussian filter

and the first-order Gaussian RF. We refer to:

τ =
∥

∥

∥

{

τj
}

j∈Z

∥

∥

∥
(30)

as the filter truncation error (f.t.e.). Before giving an upper

bound for τ , let us indicate by V the infinite Gaussian matrix,

with entries:

Vi,j = gj−i, ∀ i, j ∈ Z, (31)

where gt values are as in (3). Now, using the operator V , the

equation (4) is compactly represented as:

s(g) = V s(0). (32)

Therefore, combining (17), (18), (29) and (32), we get:
{

τj
}

j∈Z
= s(g) − s = V s(0) − Fs(0) = (V − F )s(0), (33)

that is the f.t.e. is simply obtained as the product of the filter

operators difference and the input signal. Starting from (33)

we can proof the following main result.

Theorem IV.1. (Filter truncation error) Assume that ‖s(0)‖ ≤
S and let V be the same as in (31). Then, for the f.t.e. defined

in (29) and (30), it holds that:

τ ≤ κ · S, (34)

with:

κ = ‖V − F‖ =
+∞
∑

t=−∞

|gt − ct| (35)

and gt and ct as in (3) and (20), respectively.

Proof. Immediate by construction. The proof of (34) is as

follows. From (30) and (33) it is:

τ = ‖(V − F )s(0)‖ ≤ ‖V − F‖ · ‖s(0)‖ = κ · S.
To complete the proof, we need just to prove (35). From (20)

and (27) we deduce that ∀ i, t ∈ Z it is:

Fi,i+t =
β

1 + α
α|(i+t)−i| =

β

1 + α
α|t| = ct.

Then, changing the summation index j in i+ t, and by using

(31), we get the thesis:

κ = ‖V − F‖ = sup
i∈Z

∑

j∈Z

|Vi,j − Fi,j |

= sup
i∈Z

∑

t∈Z

|Vi,i+t − Fi,i+t| = sup
i∈Z

∑

t∈Z

|gt − ct|

=
∑

t∈Z

|gt − ct| =
+∞
∑

t=−∞

|gt − ct|. (36)

The previous result proves that, without considering the

order of magnitude S of the input signal, the factor κ behaves
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like a physical limit in the accuracy provided by the first-

order Gaussian RF in approximating the Gaussian convolution.

Then, for investigating on the f.t.e., and completing the error

analysis, we can limit our discussion to the behaviour of κ.

Recalling (3), (9), (10) and (20), we deduce that coefficients

gt and ct depend on σ and t, making κ dependent just on σ.

We remark that if gt − ct was of constant sign, for example

gt − ct ≥ 0, ∀ t ∈ Z, then we would simply have:

κ =
+∞
∑

t=−∞

gt −
+∞
∑

t=−∞

ct =
+∞
∑

t=−∞

gt − 1 ≤ 1

σ
√
2π

, (37)

where the last inequality arises from:

+∞
∑

t=−∞

gt ≤ 1 +
1

σ
√
2π

.

This bound can be easily proved exploiting the monotonicity

properties of the Gaussian function:

gt ≤
∫ t

t−1

g(x)dx, ∀t = 1, 2, . . . ,

and the symmetry gt = g−t. Indeed, we have:

+∞
∑

t=−∞

gt = g0 + 2
+∞
∑

t=1

gt ≤
1

σ
√
2π

+ 2
+∞
∑

t=1

∫ t

t−1

g(x)dx

=
1

σ
√
2π

+ 2

∫ +∞

0

g(x)dx =
1

σ
√
2π

+ 1.

However, in general, the coefficients gt − ct change sign as t
varies. An example of this fact is in Figure 2, where gt − ct
values are obtained for σ = 100. Consequently, (37) cannot

Fig. 2. Behaviour of gt − ct for σ = 100 and t = −450, . . . , 450

be proved and κ is not bounded by 1/(σ
√
2π). In fact, the

behaviour of κ, as σ varies in [0.05, 50 000], is shown in

Figure 3. The figure highlights that κ takes its minimum values

κmin = 0.05 for σ ≈ 0.47 and, except for values of σ in

a small interval ([0.37, 0.60]), is always greater than 0.25.

Moreover, we observe the following asymptotic behaviours:

• for small values of σ, κ seems to be unbounded and to

increase like 1/σ. This trend is consistent with (37) and

is easily proved. Observing that α > 0 implies:

c0 =
β

1 + α
=

1− α

1 + α
< 1,

for σ < 1/
√
2π = 0.398, it is:

1

σ
√
2π

− 1 ≤ g0 − c0 = |g0 − c0| ≤ κ;

Fig. 3. Behaviour of κ for 75 values of σ increasing exponentially in the
interval [0.05, 50 000]

• for σ large enough, (σ > 3.4), κ becomes indeed constant

and takes nearly the asymptotic value:

κ∞ = lim
σ→∞

κ ≈ 0.28.

This is the empirical evidence that (37) does not hold true

for all σ. The value κ∞ can be found observing that, for

large σ, κ can be accurately approximated by the integral:

∫ +∞

−∞

|g(t)− c(t)|dt,

where g is the Gaussian function, and c is the function:

c(t) =
β

1 + α
α|t|, ∀ t ∈ R.

To compute the integral, we need to establish when g− c
changes sign. Figure 2 shows that, for σ = 100, g − c
has 4 zeros (two pairs: ±t1, ±t2) and that changes sign

4 times. That is what actually happens for each large

enough σ. Indeed, using the approximations:

α≈1−
√
2

σ
, β≈

√
2

σ
,

1

1 + α
≈ 1

2
, 1−

√
2

σ
≈exp

(

−
√
2

σ

)

,

we obtain:

c(t)≈
√
2

σ

1

2

(

1−
√
2

σ

)|t|

≈ 1

σ
√
2
exp

(

−
√
2
|t|
σ

)

= c̃(t).

Solving g(t) = c̃(t) for x = |t|
σ

, we get:

1

σ
√
2π

exp

(

−x2

2

)

=
1

σ
√
2
exp

(

−
√
2x
)

,

from which, taking the logarithms:

−x2 − lnπ = −2x
√
2,

and so:

x1 =
√
2−

√
2− lnπ = 0.489, and t1 = x1σ,

and:

x2 =
√
2 +

√
2− lnπ = 2.339, and t2 = x2σ.
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Finally, the value κ∞ is achieved exploiting the symmetry

and the sign of |c− g|. We have:

κ∞ = 2

∫ +∞

0

|g(t)− c̃(t)|dt = 2

∫ x1σ

0

(

c̃(t)− g(t)
)

dt+

+2

∫ x2σ

x1σ

(

g(t)− c̃(t)
)

dt+ 2

∫ +∞

x2σ

(

c̃(t)− g(t)
)

dt = 0.28,

where, after changing the variable of integration t in x = t/σ
and specifying computations, one can see that the values of

the integrals are no longer dependent on σ. In conclusion, our

analysis has pointed out that, except for a small subinterval

of σ values, the bound κ of the filter truncation error is

never significantly small. Then we can state that the first-order

Gaussian RF, when used in a single iteration, does not offer a

good approximation of the Gaussian convolution.

V. CONCLUSIONS

In this work, we have given mathematical preliminaries and

definitions about Gaussian RFs by focusing on the first-order

Gaussian RF. For this filter we have studied the related matrix

operator, by providing a complete description of its structure.

Then, we have studied the associated filter truncation error and,

exploiting the structure operator, we have given a theoretical

error upper bound. This result has been used to investigate

about the quality of the approximation supplied by that filter

and has allowed to conclude that, in general, this filter is not

very accurate.
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