
 

 

 

 

Abstract – A technique for the acquisition of an increased 

number of pupil positions, using a combined sensor consisting 

of a low-rate camera and a high-rate optical sensor, is 

presented in this paper. The additional data are provided by 

the optical movement-detection sensor mounted in close 

proximity to the eyeball. This proposed solution enables a 

significant increase in the number of registered fixation points 

and saccades and can be used in wearable electronics 

applications where low consumption of resources is required. 

The results of the experiments conducted here show that the 

proposed sensor system gives comparable results to those 

acquired from a high-speed camera and can also be used in the 

reduction of artefacts in the output signal. 

I. INTRODUCTION 

HE rapid development of wearable electronics has 

meant that this technology is ever-present in everyday 

life; the number of such applications and solutions for 

human-machine interactions is constantly increasing. 

However, the miniaturization of these devices and the 

growing array of functionalities require the development of 

new interfaces. For many applications, for example septic-

type interactions [1], the eye-tracking interface is a very 

convenient option. With just a glance from the user, it is 

possible to execute commands. This technology has many 

possible applications [2, 3]; however, it is still under 

continuous study [4, 5]. In addition, research to enhance 

video-based gaze tracking is needed to increase both the 

quality and the amount of data acquired by the system [6] as 

well as to increase the speed of real-time processing [7]. 

Since modern wearable electronics like smart glasses are 

multitasking devices, the design of interfaces within the 

constraints of the processor unit’s computational power is a 

challenge. In modern eye-tracking interfaces, the camera 

frame rate is a factor that can increase the potential number 

of applications of the interface. With the advanced image 

processing required for reliable estimation of eye and gaze 
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position, the eye-tracking interface is the device which 

consumes the majority of the power resources. In addition, a 

need for high computational power and the excessive power 

consumption are difficult requirements to fulfil. 

In gaze-tracking interfaces, it is important to achieve a 

correct image acquisition, an accurate calculation of the 

fixation point and the appropriate processing of these data. 

In practical applications, the time required by the CPU/GPU 

to process the data is significant [8] and the reduction of this 

time results in lower consumption of power, which is also 

important when considering the design of a battery charging 

circuit. It should be emphasized that studies which have 

presented new integrated circuits (ICs) have achieved 

effective results with software and hardware data processing, 

but these ICs are not in widespread use [9]. 

 

Fig.  1 Prototype of the eGlasses platform 

The eGlasses (Fig. 1) electronic eyewear is a 

multisensory platform capable of running on both Linux and 

Android operating systems. The eye-tracking module is one 

of the eGlasses input interfaces. It allows operation by 

graphic user interface, controlled by gaze, and also provides 

data that can be used in interaction with everyday objects. 

The core elements of the eye-tracking module hardware are 

infrared LED-based eye surface lights, the camera that 

registers eye movements (eye camera) and the camera that 

registers the scene images (scene camera). In the current 

prototype, the eye-tracking module allows a 30 Hz sampling 

frequency at a resolution of 320x240 pixels. This sampling 

rate significantly decreases for higher resolutions (e.g., it is 

only 15 Hz for an image of 640x480 pixels resolution). The 
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use of an optical sensor with low power consumption allows 

a high frame rate to be maintained, while preserving a high 

resolution in the eye-tracking camera. This study presents a 

technique for increasing the eye-tracker sampling frequency 

by combining the low-rate camera with the additional optical 

sensor. So far such an idea has been used mostly in non-

wearable electronic equipment to minimize errors caused by 

head rotation [10].  

The rest of the paper is organized as follows: Section 2 

describes the methods, experimental stand and algorithm. 

The experimental set-up and results are presented in Section 

3. Section 4 contains a discussion and potential applications 

for this new concept. Section 5 presents the conclusion. 

II. METHODS AND MATERIALS 

The underlying concept of this research was to use an eye-

tracking camera and an additional simple optical sensor to 

increase the number of registered pupil positions. The 

principle of operation of the additional sensor was based on 

measurements of eyeball displacements. To evaluate this 

idea, a custom-built eye-tracker allowing measurement of 

pupil movements with a 180 Hz sampling rate was utilized. 

The optical sensor was then added to complement the eye-

tracker. An appropriate test stand was built to conduct the 

experiments in a controlled environment.  

A. Experimental Stand and Data 

The experimental hardware equipment consisted of the 

three main components: the eye-tracking camera, the optical 

motion sensor, and a model of an eyeball made of plastic. 

The model was of spherical shape and contained an artificial 

pupil (Fig. 2). 

The stand was equipped with two bearing servomotors 

(HD3688MG) and the frame was constructed using 3D 

printer technology. The construction had two degrees of 

freedom: horizontal (x) and vertical (y). The servomotors 

were controlled by a PWM signal from the microprocessor. 

This approach allowed independent movement in both the x- 

and y-directions. 

 

Fig. 2 The 3D frame (Fr) with the eyeball model controlled by 

servomotors (Sv) 

The servomotors allowed the eyeball position to be 

changed up to 25 times per second. With this frequency it 

was possible to simulate saccades that lasted 40 ms.  Healthy 

eye movements were therefore able to be simulated [11]. 

The camera captured the pupil position with a frequency of 

180 Hz. The basic parameters of the eye-tracker are 

presented in Table 1. 
TABLE I 

BASIC PARAMETERS OF THE EYE TRACKER USED 

Parameter Value 

Eye-tracking technique: Dark Pupil, Pupil Centre 

Detection 

Eye-tracking: Monocular (left eye) 

Data rate: 180 Hz 

Accuracy: 0.7° 

Precision: 0.5° 

Light condition restrictions: No 

Eye-tracking camera 

resolution: 

320x240 px 

The eye camera was connected to a PC computer with the 

eye-tracking software installed and running on Linux OS. 

The main classes of the eye-tracking software covered eye 

and scene camera image acquisition, pupil-detection 

algorithms, video for Linux camera support, gstreamer and 

opencv camera support and fixation and gaze-tracking 

algorithms. The eye-tracking software offered three 

algorithms for pupil centre detection; this study was 

conducted using the most accurate one, based on the 

selection of pupil boundary candidate points and ellipse 

fitting.  

a) 

 
b) 

 

Fig.  3 Configurations of a) the experimental stand and b) its 

implementation 

To track the eyeball motion, the PAN3101, a low cost 

CMOS optical sensor integrated with DSP, was used. The 
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DSP serves as an engine for the estimation of non-

mechanical motion. The optical navigation technology used 

in this optical sensor enabled investigators to measure 

changes in position by optically acquiring sequential surface 

images (frames) and mathematically determining the 

direction and magnitude of movement. The current x and y 

movements can be read from the registers via a serial port. 

The sensor required additional optics. The one used in this 

research (HDNS-2100) allowed application of the sensor at a 

distance of 7.5 mm from the eyeball model. In fact, this is 

currently a primary impediment to in vivo use of this sensor. 

However, it appears to be possible to increase the distance 

between the optical sensor and the eyeball, although this 

would require some changes to the angle between the 

mirrors and the focal length of the lens. The IR LED diode 

power should also be adjusted in accordance with safety 

limits [12]. During experiments, the sampling rate of the 

sensor was set to 125 Hz. The optical sensor was connected 

to the additional PC unit. All data acquired by the sensors 

were transferred using the UDP protocol to the external 

server for further integration and processing.  

There were certain discrepancies in the parameters 

measured by each sensor. The camera was used to acquire 

pupil positions frame by frame in an absolute coordinate 

system, while the optical sensor measured the total eyeball 

movement (total shift between the last two frames). The shift 

was the sum of the movement before and after camera 

sampling, so the value of this shift had to be split 

proportionally between the frames (Fig. 4). 

 

Fig.  4 Output pupil positions and incoming data from both sensors: at a 

point (the eye camera) and proportional to a shift in time (the optical 

sensor) 

B. Data Acquisition and Fusion Algorithm 

The concept underlying of this project was to insert a high 

frequency signal into a low frequency one (Fig. 5). The 

algorithm developed for this comprised two major parts. The 

first was a calibration procedure, while the second was 

devoted to calculating the additional pupil positions from 

data registered by the optical sensor, with reference to those 

captured by the camera. A description of the algorithm is as 

follows: 

1. Start, set the first pupil position from the camera and 

reset the shift register in the optical sensor (timestamp = 0). 

2. Get data from the optical sensor (timestamp, x and y 

movement). 

3. Calculate a new pupil position by adding to the 

previous pupil position the scaled shift obtained from the 

optical sensor. 

4. Repeat points 2-3 until new data from the eye-tracker 

is ready. 

5. Get data from the eye camera (pupil position and 

timestamp t1) and update to a new fixation point. 

6. Get data from the optical sensor and split 

information proportionally to time before and after 

timestamp t1. 

7. Calculate a new pupil position based on data after t1. 

8. Go to point 2. 

 

Fig.  5 Block diagram of the proposed algorithm 

C. Experiments 

To evaluate the concept of extending a set of pupil 

positions recorded by the eye tracking camera using data 

acquired by the optical sensor, several experiments were 

conducted. In the first experiment, a set of pupil positions 

were recorded over a certain period by both the reference 

eye-tracking camera (180 Hz sampling rate) and the optical 

sensor (125 Hz sampling rate). This was done in order to 

check the similarities of the paths recorded by the sensors. 

Pearson correlation coefficients were calculated separately 

for the x and y coordinates: �݋��௫ = ∑ ሺ�௫�− � �௫̅ሻሺ௠௫�−௠௫̅ሻ√∑ ሺ�௫�− � �௫̅ሻ2√∑ ሺ௠௫�− � ௠௫̅ሻ2 , (1) �݋��௬ = ∑ ሺ�௬�− � �௬̅ሻሺ௠௬�−௠௬̅ሻ√∑ ሺ�௬�− � �௬̅ሻ2√∑ ሺ௠௬�− � ௠௬̅ሻ2 , (2) 

where ݔ݌�  are the x and y coordinates of a pupil �ݕ݌ ,

position, ݉ݕ݉ ,�ݔ�  are the x and y coordinates of the sample 

registered by the optical motion sensor, ݕ̅݌ ,ݔ̅݌ are the 

average values of pupil position samples along the x- and y- 

axes, and ݉̅ݕ̅݉ ,ݔ are average values of eyeball positions 

along the x- and y-axes, registered by the optical motion 

sensor. 

Following this, a set of experiments exploring different 

patterns of movement were performed. Square-shaped 
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movements (Fig. 7) were used to calculate the proper 

constant ratio between the measurements from both sensors. 

A set of pupil positions from the camera was recalculated by 

using perspective transformation to compensate for the 

viewing angle. After calibration, various sequences of the 

eyeball movement were tested (ellipse, triangle and random) 

with a fixation duration of between 140 and 530 ms. Each 

session lasted for ten repeated sequences, and the 

measurements were stored with a synchronized timestamp. 

a) 

 
b)  

 

Fig.  6 Similarities between the eyeball movement recorded by the 

camera and optical sensor: a) The plot of consecutive pupil centre 

positions detected by the eye tracker b) The plot of the eyeball motion 

(x, y) coordinates detected by the optical sensor 

The sampling rates remained the same; 180 Hz for the 

camera and 125 Hz for the optical sensor. Next, the original 

180 Hz raw data were reduced to simulate recording with 5, 

10, 30 and 60 Hz sampling rates. This allowed the creation 

of a set of data that could be extended by the optical sensor 

readings and which fully corresponded to the reference data. 

The results were compared to both: the high-speed 180Hz 

camera reference as well as the theoretical, programmed 

ideal eyeball movement. The signals from the optical sensor, 

the camera and the new combined set had different lengths, 

and all data were therefore resampled to 1ms using 

interpolation. The similarity between signals was checked by 

calculating the mean square error: ���௫ = ଵ௡ ∑ ሺܺ̂� − �ܺሻଶ௡�=ଵ  , (3) ���௬ = ଵ௡ ∑ ሺܻ̂� − �ܻሻଶ௡�=ଵ  , (4) 

where ݊ is number of samples, ܺ̂�and ܻ̂� are signal pupil 

positions in the horizontal and vertical dimensions, and �ܺ 
and �ܻ are pupil positions from the reference signal (ideal 

movement or high speed camera). 

III. RESULTS 

The similarities between the pupil positions recorded by 

the camera and the eyeball movement acquired by the 

optical sensor are presented in Fig. 6. The calculated 

correlation between waveforms recorded by the eye camera 

at 180 Hz and the optical sensor at 125 Hz were strongly 

positive: �݋��௫ = Ͳ.ͻͳ �݋��௬ = Ͳ.ͺͻ 

In the next experiment, data square movement was 

implemented to calculate the ratio between sensors. The 

results are presented in Fig. 7 and numerical values are given 

in Table 2. 

Following this, experiments were performed to check for 

dependencies between the information gain and the signal 

variability. The eyeball motion was programmed for fixation 

duration of 140 ms and data from 30, 10 and 5 Hz camera 

frequencies were enhanced by the optical sensor. The 

calculated pupil positions were compared to both reference 

signals: the high-speed camera and the theoretical route. For 

greater clarity, the results are presented in Figs. 8-10 and in 

Table 3. The axes of the coordinate system are pixels (except 

for the optical sensor figure) and the values plotted are the 

centred pupil positions. 

a)  

 
b) 

 

Fig.  7 Calibration of data from both sensors: a) movement recorded by 

the mouse sensor; b) pupil positions recorded by the high-speed camera 

after perspective transformation 

TABLE II 

CALCULATED SCALE CONSTANTS 

Name Value 

X ratio: 4.58*10-3 

X standard deviation: 1.59*10-4 

Y ratio: 2.49*10-3 

Y standard deviation: 2.08*10-5 
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a)  

 
b) 

 
c)  

 

Fig.  8 Raw data before processing: a) ideal movement from the eyeball 

model; b) pupil positions recorded by the camera; c) eyeball shift 

measured by the optical sensor 

a) 

 
b)  

 
c)  

 

Fig. 9 The effect of decreasing information during reducing of the 

camera sampling rate: a) 30 Hz camera showing good reproduction of 

the signal; b) 10 Hz camera showing sufficient reproduction but with 

some information already lost; c) 5 Hz camera showing high distortion 

of signal  

a) 

 
b) 

 
c) 

 

Fig.  10 Enhanced signal after combining data from both sensors. Red 

squares are pupil positions from camera, and blue crosses are fixations 

calculated by the system a) 30Hz camera showing no new data 

compared to the camera system only; b) 10Hz camera signal showing 

some curves between points; c) 5Hz camera showing the largest 

improvement compared to using only the camera system  

 In the last experiment (Fig. 11), a random motion was 

tested and the system also gave additional data where the 

sampling rate was insufficient. 

a) 

 
b) 

 

Fig. 11 Experiment combining data from both sensors: a) Low speed 

camera (red squares) and calculated pupil positions (blue ‘x’) from 
optical sensor; b) reference high-speed camera 
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IV. DISCUSSION 

These experiments confirmed the assumption that data 

captured with the eye-tracking camera can be expanded 

using additional samples gathered by a faster optical sensor. 

Some older studies state that the minimum sampling 

frequency to record saccades should be 300 Hz [13], but 

newer research shows that a 50-60 Hz sampling rate is 

sufficient [14]. The additional data acquired from the optical 

sensor (which can be set up to 3 kHz) should be sufficient 

for measurement of both fixations and saccades. The system 

developed here can be used in applications where a low 

computing time is required, e.g., in systems containing many 

peripherals that involve computational complexity [15]. 

Analytical study of the data obtained by means of the dual 

sensor system gives the expected results. The eyeball 

movement direction changed 9 times per second. When the 

camera sampling rate was three times larger than the signal 

variability, there was no new information gain after 

combining the data. When the signal fluctuates fast enough 

when compared to the camera sampling rate, the information 

gain increases. This can be used to find the optimal usage of 

computational resources with an acceptable quality of eye 

tracking in any mobile device. 

The additional value of this system emerges from the first 

and last experiments conducted (Fig. 6 and Fig. 11). In these 

recordings, the camera eye-tracking algorithm shows small 

fluctuations or artefacts. In contrast, the optical sensor 

during the same timestamp shows no distortions. This 

feature can be used as redundancy and may result in 

increased reliability of the system. 

V. CONCLUSIONS 

The study performed here shows that it is possible to 

extend the number of pupil positions captured by the camera 

based on data provided by a much faster optical sensor. A 

high level of similarity between the expanded and reference 

datasets proves that the proposed algorithm is correct and 

reliable. The algorithm developed here may influence the 

implementation of the eye-tracing procedures utilised in 

wearable electronic devices such as smart glasses. The 

possibility of extending the number of pupil positions using 

the optical sensor allows for a significant reduction in the 

eye-tracking camera sampling rate, and thus enables 

reduction of the required computational power and power 

consumption. 
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Table III 

EXPERIMENT WITH ENHANCED DATA USING THE DUAL SENSOR SYSTEM 

Fixation period: 140 ms 

MSE 

Camera - 

Reference 

Combined - 

Reference 

X Y X Y 

Shape 60 Hz - 180 Hz cam 0.09 0.30 0.25 0.81 

Shape 60 Hz - ideal move 7.91 26.00 8.32 24.25 

Shape 30 Hz - 180 Hz cam 0.16 0.63 0.71 2.91 

Shape 30 Hz - ideal move 8.14 25.73 8.65 19.76 

Shape 10 Hz - 180 Hz cam 3.56 20.33 3.40 16.16 

Shape 10 Hz - ideal move 8.83 24.42 9.28 15.89 

Shape 5 Hz - 180 Hz cam 12.65 124.06 2.66 15.55 

Shape 5 Hz - ideal move 30.71 113.25 9.00 20.57 
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